
UNIVERSITY OF SOUTHAMPTON

FACULTY OF NATURAL AND ENVIRONMENTAL SCIENCES

Ocean and Earth Sciences

Go with the flow: Timescales of biogeochemical and ecological ocean

connectivity

by

Josie Robinson-Parker

Thesis for the degree of Doctor of Philosophy

October 2017

mailto:josie.robinson@noc.soton.ac.uk




UNIVERSITY OF SOUTHAMPTON

ABSTRACT

FACULTY OF NATURAL AND ENVIRONMENTAL SCIENCES

Ocean and Earth Sciences

Doctor of Philosophy

GO WITH THE FLOW: TIMESCALES OF BIOGEOCHEMICAL AND

ECOLOGICAL OCEAN CONNECTIVITY

by Josie Robinson-Parker

Ocean circulation can govern relationships between physical, biogeochemical and eco-

logical processes and determines the connectivity between regions. As such, a variety

of oceanographic problems can be addressed using a Lagrangian modelling approach.

This thesis utilises velocity output from a high resolution ocean general circulation

model and a Lagrangian particle tracking programme to address three topics: the

global-scale efficiency of regional geoengineering by iron fertilisation; the role of natu-

ral iron fertilisation in phytoplankton blooms; and the connectivity of Marine Protected

Areas (MPAs) to upstream anthropogenic impacts.

Artificial ocean iron fertilization (OIF) enhances phytoplankton productivity and

is being explored as a means of sequestering anthropogenic carbon within the deep

ocean for an extended period (e.g., the Intergovernmental Panel on Climate Change’s

standard 100 year time horizon). This study assessed the impact of deep circulation

on sequestered carbon in the Southern Ocean, a high-nutrient low-chlorophyll region

known to be iron stressed. The Lagrangian particle tracking approach was employed

to analyze water mass trajectories over a 100 year simulation. By the end of the ex-

periment, for a sequestration depth of 1000 m, 66% of the carbon had been re–exposed
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to the atmosphere, taking an average of 37.8 years. These results emphasized that

successful OIF is dependent on the physical circulation, as well as the biogeochemistry.

Following on from the long–term impact of the wider Southern Ocean circulation,

the local circulation around three Southern Ocean islands was considered. In exception

to the typically High Nutrient, Low Chlorophyll conditions of the Southern Ocean,

phytoplankton blooms occur annually downstream of the Kerguelen Plateau, Crozet

Islands, and South Georgia, fertilized by iron-rich shelf waters. The Lagrangian particle

tracking approach was used to investigate if advection could explain the inter–annual

variability observed in the blooms in satellite ocean colour data. The results suggest

that advection can explain the extent of each island’s annual bloom, but only the

inter–annual variability of the Crozet bloom, therefore suggesting that other factors,

such as silicate limitation or the timing of mixed layer deepening, may also determine

the inter–annual variability of the downstream blooms.

Finally, the method was applied to assess the remoteness of four MPAs: Pitcairn,

South Georgia, Ascension, and the British Indian Ocean Territory (BIOT), which

were established to conserve important ecosystems. However, MPAs may be at risk of

‘upstream’ human activity, such as marine pollution. Thus, improved understanding

of exactly where upstream is, and on what timescale it is connected, is important for

monitoring and future planning of MPAs. By reverse Lagrangian particle tracking,

circulation ‘connectivity footprints’ are produced for each MPA, revealing on annual

timescales, that Pitcairn was not connected with land, whereas there was increasing

connectivity for waters reaching South Georgia, Ascension, and BIOT. Such footprints

are an inherent property of all MPAs, and need to be considered for all current and

future MPAs.



Contents

Abstract iii

Contents v

List of Figures ix

List of Tables xv

Declaration of Authorship xvii

Acknowledgements xix

1 Introduction 1

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Ocean connectivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Lagrangian versus Eulerian . . . . . . . . . . . . . . . . . . . . . 5

1.2.2 Circulation pathways . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.2.3 Oceanographic properties . . . . . . . . . . . . . . . . . . . . . . 11

1.2.4 Population connectivity . . . . . . . . . . . . . . . . . . . . . . . 15

1.2.5 Marine pollution . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.3 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2 Methodology 27

2.1 NEMO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.2 Ariane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.3 Ariane experiment configuration . . . . . . . . . . . . . . . . . . . . . . 33

2.3.1 Configuring the namelist file . . . . . . . . . . . . . . . . . . . . 34

2.3.2 Create an initial position text file . . . . . . . . . . . . . . . . . . 36

3 How deep is deep enough? Ocean iron fertilization and carbon se-
questration in the Southern Ocean 39

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4 A tale of three islands: downstream natural iron fertilization in the
Southern Ocean 55

v



vi CONTENTS

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.2.1 Study sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.2.2 Satellite data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.2.2.1 Chlorophyll observations . . . . . . . . . . . . . . . . . 62

4.2.2.2 Altimetric sea surface currents . . . . . . . . . . . . . . 63

4.2.3 NEMO model and Ariane Lagrangian particle tracking . . . . . . 63

4.2.4 Experiment design . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.2.4.1 Assumptions and limitations of method . . . . . . . . . 66

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.3.1 Ocean color . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.3.2 NEMO vs. Aviso surface current speed . . . . . . . . . . . . . . 70

4.3.3 Advection of iron towards the bloom site . . . . . . . . . . . . . 72

4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.4.1 Light limitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.4.2 Nutrient control . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.4.3 Can advection explain the extent of the bloom area? . . . . . . . 87

4.4.4 Can advection explain the bloom inter–annual variability? . . . . 90

4.4.5 Factors controlling bloom termination . . . . . . . . . . . . . . . 91

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5 Far-field connectivity of the UK’s four largest marine protected areas:
Four of a kind? 97

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.1.1 Study sites: Marine protected Areas . . . . . . . . . . . . . . . . 100

5.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.2.1 Ocean GCM model and Lagrangian particle tracking . . . . . . . 105

5.2.1.1 Modelled versus observed surface currents . . . . . . . . 106

5.2.2 Experiment design . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.2.3 Population density data . . . . . . . . . . . . . . . . . . . . . . . 109

5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.3.1 General circulation and connectivity of MPAs . . . . . . . . . . . 111

5.3.2 Seasonal and inter–annual variability . . . . . . . . . . . . . . . . 117

5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

5.4.1 Coastal Connectivity and exposure to human activity . . . . . . 124

5.4.1.1 Four of a kind? . . . . . . . . . . . . . . . . . . . . . . . 126

5.4.2 Further negative impacts of connectivity . . . . . . . . . . . . . . 128

5.4.3 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

6 Summary and outlook 135

6.1 Summary of research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

6.2 Alternative approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.3 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

6.4 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

A Supplementary material for Chapter 2 145



CONTENTS vii

A.1 Example Ariane namelist file . . . . . . . . . . . . . . . . . . . . . . . . 145

B Published supplementary material for Chapter 3 149

B.1 Supplementary tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

B.2 Supplementary figure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

B.3 Supplementary movies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

C Published supplementary material for Chapter 4 157

C.1 Supplementary figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

D Submitted supplementary material for Chapter 5 163

D.1 Supplementary figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

D.2 Supplementary tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

E Publications 171

E.1 How deep is deep enough? Ocean iron fertilization and carbon seques-
tration in the Southern Ocean . . . . . . . . . . . . . . . . . . . . . . . . 171

E.2 Location Location Location . . . . . . . . . . . . . . . . . . . . . . . . . 179

E.3 Could the Madagascar bloom be fertilized by Madagascan iron? . . . . . 182

E.4 A tale of three islands: Downstream natural iron fertilization in the
Southern Ocean . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

E.5 Far–field connectivity of the UK’s four largest marine protected areas:
Four of a kind? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

References 247





List of Figures

2.1 Figure taken from Chenillat et al. (2015), their Figure 1. Panel A: La-
grangian trajectory (red line) driven by a Eulerian velocity field (u,v,w)
in a three-dimensional grid model. Panel B: Lagrangian computations
within a grid cell (highlighted green in Panel A) in the horizontal plane. 33

3.1 Colored markers represent locations where the Lagrangian particles en-
ter the upper mixed layer. The color of a marker represents the time
(years) it took to reach the upper mixed layer within the 100-year run. . 45

3.2 Time-integrated (0-100 years) census of successfully sequestered parti-
cles to illustrate their horizontal dispersal. Colors denote the cumulative
“density” of particle trajectories based on monthly position throughout
the simulation. Note that, for clarity, the color scale is shown in log units. 46

3.3 a) Markers are located at the initial positions of unsuccessful Lagrangian
particles at the beginning of the 100-year simulation. The color of a
marker represents the time (years) it took to reach the upper mixed
layer. Particles that did not upwell during the simulation are not in-
cluded in the plot. b) Efficiency of sequestration based on the criterion
that a particle has to remain below the upper mixed layer to be classed
as sequestered. The color of each 5 ◦x5 ◦ grid cell represents the per-
centage of particles initially in that cell which remain sequestered for
the entire 100 year simulation. Grid cells with fewer than 10 particles
have not been included in the plot. . . . . . . . . . . . . . . . . . . . . . 47

3.4 Decadal time-series showing the number of particles that remain suc-
cessfully sequestered below the upper mixed layer for both the 1000 m
(green line) and 2000 m (green line) experiments. . . . . . . . . . . . . . 51

4.1 A Southern Ocean overview of satellite ocean color, satellite and mod-
eled surface current speed, and the bathymetry in the model. Panel [a]
is a decadal average, 1998 – 2007, of the chlorophyll–a concentration
[mg m−3] in the month of November. Panels [b] and [c] are the decadal
averages (1998 – 2007) of surface current speed [m−s], from the NEMO
model, at 1/12◦, and the Aviso data, at 1/4◦ resolution, respectively.
Panel [d] is the Southern Ocean bathymetry within the NEMO 1/12◦

model, contours are in meters below the sea surface. Black boxes denote
the study areas: South Georgia left, Crozet islands middle, Kerguelen
right. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

ix



x LIST OF FIGURES

4.2 The starting positions of the Lagrangian particles around the islands.
Particles are placed over shallow bathymetry (< 180 m), around Ker-
guelen and Heard Island, Crozet Islands, and South Georgia and Shag
Rocks; plots [a], [b], and [c] respectively. In plots [a] and [c], only every
other particle is plotted for clarity. The plot also includes contours of
500 m (dark blue), 1500 m (green) and 3000 m (red) isobaths. Note
that the axis for each panel are not consistent. . . . . . . . . . . . . . . 66

4.3 The average chlorophyll–a concentration [mg m−3] (satellite ocean color)
of each month over the 10 year period. Concentrations are from two
locations, one inside (thick green line with markers) and one outside of
the bloom region (dashed green line), for each island. The data points
from inside the bloom region include error bars which are plus and
minus one standard deviation in chlorophyll–a for each month, over the
ten year period. The blue line represents the decadal average of the
mixed layer depth of each location inside the bloom. Panels [a], [b], and
[c] are Kerguelen, Crozet and South Georgia. Note the x axis, ‘Month’,
begins from June through to May. . . . . . . . . . . . . . . . . . . . . . 69

4.4 Example years of satellite ocean color plots of each island. Chlorophyll–a
concentrations have been averaged over the bloom period for each year.
The top row is Kerguelen (bloom period: Nov – Jan), years 2000 ([a])
and 2003 ([b]); the middle row is Crozet (bloom period: Oct – Dec),
years 2001 ([c]) and 2004 ([d]); and the bottom row is South Georgia
(bloom period: Oct – Apr), years 2006 ([e]) and 2002 ([f]). Panels [a],
[c], and [e] are examples of a small bloom extent during the 1998 – 2007
year period, and panels [b], [d], and [f] are years with a large bloom extent. 71

4.5 Extent of Lagrangian trajectories around Kerguelen. 8240 particles were
released monthly from their starting positions, denoted in blue, however
only every second particle is shown here for clarity. Particle trajectories
in October (preceding the start of the bloom), are depicted by colored
markers. The color of the trajectory relates to the month in which it
was released as indicated by the color bar. The black contour represents
the averaged bloom area, over November – January, of chlorophyll–a
concentrations above 0.5 mg m−3. Only trajectories that are shallower
than 200m are included in this plot. . . . . . . . . . . . . . . . . . . . . 74

4.6 Extent of Lagrangian trajectories around Crozet. 465 particles were
released monthly from their sing positions, denoted in blue, however
only every second particle is shown here for clarity. Trajectories in
September (preceding the start of the bloom), are depicted by colored
markers. The color of the trajectory relates to the month in which it
was released as indicated by the color bar. The black contour represents
the averaged bloom area, over October – December, of chlorophyll–a
concentrations above 0.5 mg m−3. Only trajectories that are shallower
than 200m are included in this plot. . . . . . . . . . . . . . . . . . . . . 75



LIST OF FIGURES xi

4.7 Extent of Lagrangian trajectories around South Georgia. 2820 particles
were released monthly from their starting positions, denoted in blue,
however only every second particle is shown here for clarity. Trajecto-
ries, in October (preceding the start of the bloom), are depicted by col-
ored markers. The color of the trajectory relates to the month in which
it was released as indicated by the colorbar. The black contour repre-
sents the averaged bloom area, over October – April, of chlorophyll–a
concentrations above 0.5 mg m−3. Only trajectories that are shallower
than 200m are included in this plot. . . . . . . . . . . . . . . . . . . . . 77

4.8 The percent of the bloom area overlapped by Lagrangian trajectories
from each monthly release for each year. For each monthly release of
particles, trajectories that were within the bloom area, in the month that
is prior to the start of the bloom, were recorded and used to calculate
the percentage area coverage of the bloom by Lagrangian trajectories.
Any particles deeper than 200 m were not included. The y axis, %
bloom overlap, indicates the percentage of the bloom area overlapped
by particles from each monthly release shown on the x axis, Particle
release month. Each colored line represents an individual year. . . . . . 83

4.9 Monthly climatologies (decadal, 1998 – 2007) of the modeled mixed
layer depth, calculated online by the NEMO model, around Kerguelen,
Crozet and South Georgia. The color scale is m below the surface,
with warm colors indicating shallow depths and cold colors representing
deeper depths. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.10 Lagrangian trajectories originating from the Kerguelen and Heard Is-
lands in 2003. Collectively, 8240 particles were released monthly from
their starting positions, denoted in blue, however only every second
particle is shown here for clarity. Particle trajectories are depicted by
colored markers, with the color of the marker relating to the month
in which it was released as indicated by the color bar. Gray hatching
represents the bloom area, averaged over November – January, where
chlorophyll–a concentrations are above 0.5 mg m−3. The thick black
contour represents the approximate location of the Polar Front in the
model for 2003. Only trajectories that are shallower than 200m are
included in this plot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.1 Observed and modelled decadal average, 2000 – 2009, surface current
speed (m s−1). The observed velocity, panel [a], is the OSCAR data set
at 1/3◦ resolution and the modelled velocity, panel [b], is the NEMO
ocean general circulation model at 1/12◦ resolution. The black and
white contours denote the boundaries of the marine protected areas.
The initials above each contour, represents: P for Pitcairn, S for South
Georgia, A for Ascension, and B for BIOT. . . . . . . . . . . . . . . . . 107

5.2 The time, in months, that it takes for ocean surface waters to reach the
marine protected areas. The colored area represents the trajectories of
particles which arrive at the marine protected areas, each month during
2000 – 2009. The colour of the trajectories indicate the time in months
for the particles to be advected to the marine protected area, termed on
the color bar as the connectivity time. The black contours represent the
boundaries of the marine protected areas. The greyscale land indicates
the population density, in persons per km2 at 1/4◦ resolution. . . . . . 111



xii LIST OF FIGURES

5.3 The time, in years, that it takes for ocean surface waters to reach the
Pitcairn marine protected area. The colored area represents the trajec-
tories of particles which arrive at Pitcairn, each year during 2000 – 2009.
The colour of the trajectories indicate the time in years for the particles
to be advected to the marine protected area, termed on the color bar
as the connectivity time. The black contour represents the boundary of
the Pitcairn marine protected areas . . . . . . . . . . . . . . . . . . . . . 113

5.4 Census of particle advection towards the marine protected areas for each
years trajectories. The annual plots include all the particles released
monthly from the marine protected area, each with an advection time
of one year. Colors denote the cumulative “density” of particle trajecto-
ries based on their 5–daily position throughout the 10–year experiment,
representing the total number of trajectories that have passed through
each 0.25◦ grid cell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.5 Census of particle advection towards the British Indian Ocean Terri-
tory marine protected area for each climatological month. Each plot
includes the particles released in a given month for every year of the 10–
year experiment, with an advection time of one year. Colors denote the
cumulative “density” of particle trajectories based on their 5–daily posi-
tion throughout the 10–year experiment, representing the total number
of trajectories that have passed through each 1◦ grid cell. . . . . . . . . 121

5.6 Census of particle advection towards the British Indian Ocean Territory
marine protected area for four months of the experiment. The plots
include the particles released in a given month for every year of the
10–year experiment, with an advection time of one year. Bottom left
annotation details which month and year each plot represents. Colors
denote the cumulative “density” of particle trajectories based on their
5–daily position throughout the 10–year experiment, representing the
total number of trajectories that have passed through each grid cell. . . 122

5.7 A comparison of the coastal connectivity of, and the population density
encountered by, water that flows in to each MPA over a 1–year advection
period. The left pie chart shows the fraction of water entering each MPA
that originates from the coast. The coastal connectivity is an average
across the 10–year study period, of the annual maximum fraction of
water originating from the coast. The right pie chart is the highest
population density, in person/km2, encountered by water that originates
from the coast and flows into the MPAs. The population density given
is an average across the 10–year study period, of the annual maximum
population densities encountered. The yellow segment represents the
Pitcairn MPA (although the color is not visible in the chart due to it
being only a tiny fraction), green represents the Ascension MPA, red
represents the South Georgia MPA, and blue represents the BIOT MPA. 127

B.2.1The NEMO modeled mean annual (1997–2006) maximum MLD used in
the main analysis as MLDX. The color scale is logarithmic, and rep-
resents the depth (m) of the mixed layer. This is the NEMO models
diagnostic mixed layer, which was calculated using the density method
with a critical value of 0.01 sigma units. . . . . . . . . . . . . . . . . . 155



LIST OF FIGURES xiii

C.1.1Average surface current speed [m−s] from model and satellite data around
the Kerguelen Plateau. The left column is the Aviso satellite derived cir-
culation, at 1/4◦ resolution, and the right column is the NEMO modeled
circulation, at 1/12◦ resolution. The top row, [a] – [b], is the decadal
average over 1998 – 2007; the middle row, [c] – [d], are the 1998 annual
average; and the bottom row [e] – [f], are monthly averages of January
1998. The green contour represents the 180 m isobath. . . . . . . . . . . 158

C.1.2Average surface current speed [m−s] from model and satellite data around
the Crozet Islands. The left column is the Aviso satellite derived circu-
lation, at 1/4◦ resolution, and the right column is the NEMO modeled
circulation, at 1/12◦ resolution. The top row, [a] – [b], is the decadal
average over 1998 – 2007; the middle row, [c] – [d], are the 1998 annual
average; and the bottom row [e] – [f], are monthly averages of January
1998. The green contour represents the 180 m isobath. . . . . . . . . . . 159

C.1.3Average surface current speed [m−s] from model and satellite data around
South Georgia. The left column is the Aviso satellite derived circula-
tion, at 1/4◦ resolution, and the right column is the NEMO modeled
circulation, at 1/12◦ resolution. The top row, [a] – [b], is the decadal
average over 1998 – 2007; the middle row, [c] – [d], are the 1998 annual
average; and the bottom row [e] – [f], are monthly averages of January
1998. The green contour represents the 180 m isobath. . . . . . . . . . . 160

D.1.1Observed and modelled decadal, annual and monthly average surface
current speed (m s−1) around the Pitcairn marine protected area. The
observed velocity, panels [a,c,e], is the OSCAR data set at 1/3◦ reso-
lution, and the modelled velocity, panels [b,d,f], is the NEMO ocean
general circulation model at 1/12◦ resolution. Panels [a] and [b] are the
decadal average surface current speeds (2000 – 2009). Panels [c] and
[d] are the annual average surface current speeds (2000). Panels [e] and
[f] are monthly average surface current speeds (January, 2000). The
black and white contour denotes the boundary of the Pitcairn marine
protected area. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

D.1.2Observed and modelled decadal, annual and monthly average surface
current speed (m s−1) around the South Georgia marine protected area.
The observed velocity, panels [a,c,e], is the OSCAR data set at 1/3◦

resolution, and the modelled velocity, panels [b,d,f], is the NEMO ocean
general circulation model at 1/12◦ resolution. Panels [a] and [b] are the
decadal average surface current speeds (2000 – 2009). Panels [c] and [d]
are the annual average surface current speeds (2000). Panels [e] and [f]
are monthly average surface current speeds (January, 2000). The black
and white contour denotes the boundary of the South Georgia marine
protected area. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165



xiv LIST OF FIGURES

D.1.3Observed and modelled decadal, annual and monthly average surface
current speed (m s−1) around the Ascension marine protected area.
The observed velocity, panels [a,c,e], is the OSCAR data set at 1/3◦

resolution, and the modelled velocity, panels [b,d,f], is the NEMO ocean
general circulation model at 1/12◦ resolution. Panels [a] and [b] are the
decadal average surface current speeds (2000 – 2009). Panels [c] and
[d] are the annual average surface current speeds (2000). Panels [e] and
[f] are monthly average surface current speeds (January, 2000). The
black and white contour denotes the boundary of the Ascension marine
protected area. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

D.1.4Observed and modelled decadal, annual and monthly average surface
current speed (m s−1) around the BIOT marine protected area. The
observed velocity, panels [a,c,e], is the OSCAR data set at 1/3◦ reso-
lution, and the modelled velocity, panels [b,d,f], is the NEMO ocean
general circulation model at 1/12◦ resolution. Panels [a] and [b] are the
decadal average surface current speeds (2000 – 2009). Panels [c] and [d]
are the annual average surface current speeds (2000). Panels [e] and [f]
are monthly average surface current speeds (January, 2000). The black
and white contour denotes the boundary of the BIOT marine protected
area. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167



List of Tables

4.1 Size of the annual bloom and fertilized patch around Kerguelen, and
the percent of each area that is overlapped by the other. Bloom Area is
the total area of the average (November to January) chl–a concentration
above 0.5 mg m−3; Fertilized patch is the extent of particle trajectories
in October (prior to the start of the bloom); Bloom Overlap is the
percent of the bloom area overlapped by the fertilized patch; Fertilized
Overlap is the percent of the fertilized patch overlapped by the bloom. . 79

4.2 Size of the annual bloom and fertilized patch around Crozet, and the
percent of each area that is overlapped by the other. Bloom Area is the
total area of the average (October to December) chl–a concentration
above 0.5 mg m−3; Fertilized patch is the extent of particle trajectories
in September (prior to the start of the bloom); Bloom Overlap is the
percent of the bloom area overlapped by the fertilized patch; Fertilized
Overlap is the percent of the fertilized patch overlapped by the bloom. . 79

4.3 Size of the annual bloom and fertilized patch around South Georgia, and
the percent of each area that is overlapped by the other. Bloom Area
is the total area of the average (October to April) chl–a concentration
above 0.5 mg m−3; Fertilized patch is the extent of particle trajectories
in September (prior to the start of the bloom); Bloom Overlap is the
percent of the bloom area overlapped by the fertilized patch; Fertilized
Overlap is the percent of the fertilized patch overlapped by the bloom. . 80

5.1 A table of basic information on each of the MPAs in this study. Pit-
cairn, is known as the Pitcairn Islands Marine Reserve; S. Georgia, as
South Georgia & South Sandwich Islands Marine Protected Area; As-
cension, as Ascension Island Ocean Sanctuary; and BIOT, as British
Indian Ocean Territory Marine Protected Area. Information from Petit
and Prudent (2010) and Pelembe and Cooper (2011), unless otherwise
stated in the footnotes. SST, refers to sea surface temperature at the
Lat/Lon given for each MPA, which is an average of six decadal clima-
tologies (1955-2012). Inhabitants, also includes temporary persons at
the time of census. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

B.1.1Mixed Layer Depth Sensitivity Analysis: Observation-derived vs. model
derived MLDX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

B.1.2Mixed Layer Depth Sensitivity Analysis: Model diagnostic MLDX . . . 151

B.1.3Failure sensitivity analysis: Outgassing timescale variability . . . . . . . 153

B.1.4Ocean Iron Fertilization Modeling Studies. . . . . . . . . . . . . . . . . . 156

xv



xvi LIST OF TABLES

D.2.1Percentage of water source that originates within 85 km of land, for
the Pitcairn MPA. For each monthly release, throughout the 10–year
experiment, the percentage of particles which circulated within 85 km
of the coast. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

D.2.2Percentage of water source that originates within 85 km of land, for the
South Georgia MPA. For each monthly release, throughout the 10–year
experiment, the percentage of particles which circulated within 85 km
of the coast. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

D.2.3Percentage of water source that originates within 85 km of land, for
the Ascension MPA. For each monthly release, throughout the 10–year
experiment, the percentage of particles which circulated within 85 km
of the coast. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

D.2.4Percentage of water source that originates within 85 km of land, for the
BIOT MPA. For each monthly release, throughout the 10–year experi-
ment, the percentage of particles which circulated within 85 km of the
coast. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

D.2.5Maximum population density, persons per km2, encountered by trajec-
tories from the Pitcairn MPA. For each monthly release of particles,
throughout the 10–year experiment, of the particles than came within
85 km of the coast, the maximum population density encountered is given.169

D.2.6Maximum population density, persons per km2, encountered by trajecto-
ries from the South Georgia MPA. For each monthly release of particles,
throughout the 10–year experiment, of the particles than came within
85 km of the coast, the maximum population density encountered is given.169

D.2.7Maximum population density, persons per km2, encountered by trajec-
tories from the Ascension MPA. For each monthly release of particles,
throughout the 10–year experiment, of the particles than came within
85 km of the coast, the maximum population density encountered is given.170

D.2.8Maximum population density, persons per km2, encountered by tra-
jectories from the BIOT MPA. For each monthly release of particles,
throughout the 10–year experiment, of the particles than came within
85 km of the coast, the maximum population density encountered is given.170



Declaration of Authorship

I, Josie Robinson-Parker , declare that the thesis entitled Go with the flow: Timescales

of biogeochemical and ecological ocean connectivity and the work presented in the thesis

are both my own, and have been generated by me as the result of my own original

research. I confirm that:

1. this work was done wholly or mainly while in candidature for a research degree

at this University;

2. where any part of this thesis has previously been submitted for a degree or any

other qualification at this University or any other institution, this has been clearly

stated;

3. where I have consulted the published work of others, this is always clearly at-

tributed;

4. where I have quoted from the work of others, the source is always given. With

the exception of such quotations, this thesis is entirely my own work;

5. I have acknowledged all main sources of help;

6. where the thesis is based on work done by myself jointly with others, I have made

clear exactly what was done by others and what I have contributed myself;

7. parts of this work have been published as: (Robinson et al., 2014), (Robinson

et al., 2016) and (Robinson et al., 2017)

Signed:.......................................................................................................................

Date:..........................................................................................................................

xvii

mailto:josie.robinson@noc.soton.ac.uk




Acknowledgements

xix





LIST OF TABLES xxi

I dedicate this thesis to my husband, Duncan Robinson-Parker. Thank you for

encouraging me to undertake this feat, and for being behind me all the way.

Thanks to my three most excellent supervisors, Katya Popova, Andrew Yool and

Meric Srokosz, who not only made this thesis possible they also made it incredibly

enjoyable. Thank you Katya for starting me on this path during my masters degree

all those years ago. I have learned so much from you, lessons that will last a lifetime.

Thank you Andrew for always having the time to help and talk (and laugh) with me,

and for trying to teach me the value of pedantry. I felt fortunate to have an office next

to yours, where the door was always open. Meric, I thank you for your guidance and

compassion. At times I have felt like one of your own, I thank you from my heart.

I thank you all for our weekly meetings, which were both highly amusing and also

invaluable in the making of this thesis. I already miss working with you all, thank you

for what has been a wonderful journey, I could not have had better supervision.

I would like to thank Adrian New for taking an interest in this work, and for his

timely and insightful comments as Panel Chair. I also thank the wider MSM group

at NOCS, who collectively provided a supportive environment in which to undertake

a PhD. There was always someone who could and would help. I particularly thank

Andrew Coward and Jeff Blundell, for their guidance with the NEMO model, UNIX

systems and Ariane code. I am grateful to Bruno Blanke and Nicolas Grima for creating

the Ariane code, and for making it freely available. I am also grateful to the National

Environmental Research Council, who provided funding for my studentship.

Thanks to my 256/16 office mates, particularly Maike Sonnewald and Ed Butler,

for the Matlab help and also the laughs. Our conversations were always a pleasure,

whether on gin or bird watching, and at times provided much needed light relief.



xxii LIST OF TABLES

Thanks also to all the PhDs down corridor 256, who frequently let me invade their

office and distract them from their work for a long chat. I would like to thank my non-

academic friends, from Crofton and Bristol, who reminded me that there was another

world outside of academia to enjoy.

Finally, thank you to my family for the endless love and support throughout my

life. It was my parents who first formed my character that has enabled me to benefit

so greatly from the excellent people mentioned here, I am who I am today because of

the people who undertook this journey with me. Thank you all.



Chapter 1

Introduction

“Everything is everywhere, but, the environment selects” (Baas Becking, 1934)

1



2 Chapter 1 Introduction

1.1 Introduction

A ubiquitous aspect of the world’s oceans is the continuous movement of water masses.

The circulation of the ocean determines the connectivity between regions and can gov-

ern relationships between physical, biogeochemical and ecological processes. As such,

a variety of problems in marine science can be addressed by studying the dispersal of

“fluid parcels” in the ocean. In fluid dynamics, a fluid parcel is described as a very

small volume of fluid, identifiable throughout its dynamic history while moving through

a flow field (Batchelor, 1973). To study ocean circulation, floats have been deployed in

the real ocean, such as the Argo program (http://www.argo.ucsd.edu), and in The

Global Drifter Program (http://www.aoml.noaa.gov/phod/dac/index.php). How-

ever, the number of these observational data sets is limited, both in spatio-temporal

frequency and across the depth domain. Consequently data resolution in certain parts

of the oceans, and depth horizons, is low or even non–existent.

Given the importance of ocean circulation in distributing physical, biogeochemical,

biological and other properties throughout the world’s ocean and the lack of advection

observations, modelling the dispersal of fluid particles can be used to fill in the gaps,

which can be referred to as a Lagrangian approach. This approach is a long–standing

and well proven method of studying the motion of the ocean, having being used since

the early 1980s to study a variety of topics (Woods and Onken, 1982; Davis, 1983).

Today, Lagrangian simulations are used to study advection, dispersion and retention.

It can also be used in a broad range of oceanographic applications, from the fate of

pollutants to the pathways of water masses in the global ocean. This thesis exploits the

latest modelling tools to study a number of problems in which ocean advection plays

http://www.argo.ucsd.edu
http://www.aoml.noaa.gov/phod/dac/index.php
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an important role. The principal tool used in this thesis is Lagrangian particle tracking

combined with a high resolution general ocean circulation model. This enables a num-

ber of issues to be tackled that could not be addressed by observational means alone.

In addition, this thesis shows how a Lagrangian modelling approach allows problems

to be addressed on timescales from sub–seasonal to centennial, and on space scales

from regional to global. The topics to be tackled in this thesis are described in Section

1.3, but first an introduction to the Lagrangian approach, and its oceanographic uses

is given.

1.2 Ocean connectivity

The Oxford English Dictionary’s definition of connectivity is “the characteristic or de-

gree, of being connected (in various senses)”. In oceanography, the term is principally

used to describe the mechanistic spread of biological populations. It is also commonly

used to describe the relatedness between ocean basins through circulation. The phys-

ical connectivity of the ocean currents plays a key role in determining the biological

connectivity between many populations and ecosystems. This is via direct transport

of individuals and the distribution of physical (namely heat) and biogeochemical prop-

erties, such as nutrients (nitrogen, phosphorous, silica and iron) and carbon.

Piecuch and Rynearson (2012) used Lagrangian observations (World Ocean Circulation

Experiment Surface Velocity Program) to calculate probability distribution functions

of fluid displacement. This probabilistic framework was demonstrated by quantifying

the likelihood and timescales of dispersal of marine organisms in the Azores via the
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Gulf Stream. This approach is a novel technique to derive Lagrangian statistics from

drifter observations, but it is limited by the availability of drifter data sets. Lagrangian

numerical modelling is an increasingly popular approach among physical and biological

oceanographers seeking to better understand the influence of circulation connectivity.

The advantage of a modelling approach is that all spatial and temporal scales can be

investigated limited only by computational resources, which are continually being up-

graded. This allows us to address an important feature of Lagrangian studies, namely

the concept that connectivity is a three-dimensional problem (Defne et al., 2016). The

spatial extent of circulation connectivity is determined by a given temporal scale (e.g.

length of time, 1 month - 1 year) and in some instances the period of time (e.g. January

vs. June or 2001 vs. 2010) can also be significant. Lagrangian modelling allows the sen-

sitivity of the flow or connectivity to temporal changes to be explored and appreciated.

With improving computing capabilities comes the increasing sophistication of La-

grangian modelling studies. Paris et al. (2013) developed a “Connectivity Modelling

System” which can apply either abiotic or biotic behavioural characteristics to indi-

vidual particles, along with impressive multi-scale nesting capabilities of independent,

overlapping data to maximize resolution. This system allows users to tailor experi-

ments to specific applications with a fine degree of detail.

With or without multi-functioning particles, a Lagrangian particle tracking approach

is a powerful methodology. A basic approach of particle tracking within a modelled cir-

culation field can give insight into a wide range of oceanographic topics. The variability
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of major and minor currents, the distribution of biogeochemical properties, population

and ecosystem connectivity, the spread of invasive species and of marine diseases, and

the transport and fate of atmospheric dust, coastal sediments and pollutants are all

examples of phenomena that can be investigated using a particle-tracking framework.

This section will discuss a selection of these phenomena, but first a brief discussion on

Lagrangian versus Eulerian methodologies.

1.2.1 Lagrangian versus Eulerian

There are two standard methods to characterize fluid flow: Lagrangian and Eulerian.

A Eulerian approach describes a flow field using fixed coordinates at which a flow

property is recorded at a given time. In a Eulerian description, the flow properties of

a specific particle, or “fluid parcel”, are not known. Instead, the flow passing the fixed

coordinates (locations of interest) is given at a particular time. Collectively, these coor-

dinates can define a field of any property, such as velocity, pressure or temperature. In

a Lagrangian definition, individual fluid parcels are “tracked”, so that their positions

(and any other property of interest, e.g. velocity, temperature, etc.) are described as

a function of time. The fluid parcel’s movement within the flow field is defined by the

flow properties which change with location and over time. To create a flow field using

a Lagrangian method many fluid parcels would need to be tracked. Typically, fluid

flow is a continuum and therefore the Eulerian description is usually preferred in fluid

mechanics as a more efficient method (Zhang and Chen, 2007).

However, in oceanography, specifically in diagnosing the real world circulation, both

methods have their advantages and disadvantages. Eulerian observations in the ocean
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are collected using instrumented moorings, which are typically placed along coasts or

across ocean basins in arrays. Moorings can collect data down to the sea floor at their

fixed location. They are present in all oceans but have a particularly high density across

the tropics. The Ocean Sustained Interdisciplinary Time series Environment observa-

tion System, known as OceanSITES (http://www.oceansites.org/index.html), is a

network of moorings in the open ocean that has been coordinating global observations

since 1999. This global network collects high time resolution data and provides long

time series, but only at given locations (coordinates within the Eulerian field).

Lagrangian observations are provided by floats, which drift with the ocean currents col-

lecting data in transit. The Array for Real–Time Geostrophic Oceanography (ARGO)

programme (http://www.argo.net/index.html) is an international collection of pro-

filing floats which can currently descend to depths of 2000 m (deep ARGO floats

now being developed and deployed) and drift with the currents over 10–day cycles.

As of June 2017, there are 3834 operational floats in the ocean providing real–time

data (http://www.jcommops.org/board?t=Argo). For moored arrays (the Eulerian

method) the location determines the use or applications of the data, meaning that

regions of the ocean that do not have moored arrays, such as vast parts of the South-

ern Ocean, cannot be studied. For drifters (the Lagrangian method) the location is

not fixed meaning that, theoretically at least, they could collect data from the entire

ocean. In reality, this is dependant on the number of drifters and often the density

of drifters can be low, typically one per 3◦ x 3◦ box. Additionally, collecting regular

repeat measurements from drifters is not possible, rather the chances of a repeat mea-

surement occurring is probabilistic. Nevertheless, the uses of Lagrangian and Eulerian

http://www.oceansites.org/index.html
http://www.argo.net/index.html
http://www.jcommops.org/board?t=Argo
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observations are far–reaching, providing that the choice of data and analysis is appro-

priate for the problem.

Where Lagrangian or Eulerian observations are lacking, the same methods can be

applied to study a simulated ocean. Using velocity from a ocean general circulation

model, Blanke and Raynaud (1997) used Eulerian diagnostics to evaluate the merid-

ional, vertical and zonal mass fluxes of the Pacific Equatorial Undercurrent. However,

Lagrangian calculations were necessary to accurately diagnose the mass transfers be-

tween various sections of the Pacific Equatorial Undercurrent. Although a combined

approach was necessary to answer the questions raised in Blanke and Raynaud (1997),

in some case, a Lagrangian approach can first be used to inform a Eulerian method-

ology. In studying the Agulhas leakage (the transfer of warm salty water from the

Indian to the Atlantic Ocean (Rhs et al., 2013)), van Sebille et al. (2010) found from

a comparison between Eulerian and Lagrangian methods that mixing in the region

complicated the Eulerian measurement of the magnitude of leakage. The complication

arose from not being able to define the fraction of flow that is related to other sources

(Boebel et al., 2003; You et al., 2003). Another real–world problem for Eulerian mea-

surements is the physical boundaries that determine the study site. As mentioned

previously, Eulerian measurements can be taken for a region between two coasts using

arrays, such as in the Mozambique Channel (Ridderinkhof et al., 2010), and in the

straits of the Indonesian Archipelago (Gordon et al., 1999). However in the Agulhas

region, the section between South Africa and Antarctica is dominated by the eastward

flowing Antarctic Circumpolar Current which distorts the signal across the whole basin

(Ganachaud and Wunsch, 2000; van Sebille et al., 2010). Given these issues, van Sebille

et al. (2010) determined the magnitude of Agulhas leakage from the transport carried
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by numerical Lagrangian floats, to optimise the location of a Eulerian array.

In a different, but fundamentally similar field, Zhang and Chen (2007) compared the

Eulerian and Lagrangian modelling methods for predicting particle transport in air.

They found that in a steady state, the Eulerian method was superior as it was computa-

tionally more efficient. However in a unsteady state, or to study an unknown parameter

or process, the Lagrangian method performs better (Zhang and Chen, 2007). Many of

the processes that occur within the world’s ocean remain unknown and consequently

it can be appropriate to apply only Lagrangian methodologies. As mentioned pre-

viously, van Sebille et al. (2010) is an example study of a purely Lagrangian study

which focused on characterising the Agulhas leakage. That study used the Lagrangian

methodology to understand the fundamental circulation of an unknown region, but the

method can also be used in a more applied manner. Thompson and Youngs (2013) used

a Lagrangian methodology to look at circulation pathways through Drake Passage, and

then used that information to understand the dynamics of elevated chlorophyll within

the Scotia Sea. Similarly, chapters 3, 4 and 5 of this thesis will use a Lagrangian

methodology within a Eulerian framework to study three different processes. The fol-

lowing sections detail some further example studies of research using a Lagrangian

methodology to study oceanographic problems.

1.2.2 Circulation pathways

The most direct application of a Lagrangian modelling methodology is to determine

circulation pathways or water mass movements. Ocean circulation is driven by a com-

bination of various mechanical and density forcings. Mechanically, the primary driver
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is the wind which transfers momentum into the ocean as it blows across the surface.

Modifications to the density of sea water are also an important driver of ocean circu-

lation, which are controlled by temperature and salinity variations. Temperature and

salinity variation is affected by heat and freshwater exchange with the atmosphere.

The pattern of flow, from regional to global, is determined by the rotation and topog-

raphy of the earth (Williams and Follows, 2011).

On a global scale, these forcings result in the meridional overturning circulation (MOC),

which operates on the order of decades to centuries. The MOC is a system of surface

and deep ocean currents which traverses all ocean basins, and transports vast quanti-

ties of heat, carbon and nutrients. This system connects the surface ocean to the deep

interior at regions of water mass modification. A water mass’ density can be altered

by evaporation or in the formation of sea ice which increases the salinity and by a

lowering of the temperature as the water moves away from the equator towards the

poles. An increase in salinity and a decrease in temperature of a water mass results

in a density increase which causes the water mass to sink (Stommel, 1958; Schmitz,

1995). As water mass sinks in some areas, inevitably it must upwell in others, exposing

the deep interior of the ocean to the surface. A principal route through which water

upwells from the deep ocean is via wind–driven Ekman transport and isopycnal mixing

of water masses by mesoscale eddies, a large proportion of which occurs in the Southern

Ocean (Sloyan and Rintoul, 2001; Naveira Garabato et al., 2007; Naveira Garabato,

2009).

The intricacies of this global scale circulation are still being debated today (Sarmiento

and Gruber, 2006) as it is vital that we understand this system and the impact it
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has in the ocean, in order to predict the response to a changing climate (Wu et al.,

2012; Popova et al., 2016; van Gennip et al., 2016). A Lagrangian methodology can be

used to establish water mass pathways (such as in the examples given in the previous

section) and also can be used in the diagnosis of water mass transformations and mix-

ing by eddies. By comparing the results from a regional ocean model and Lagrangian

analyses with in situ observations, (Rimaud et al., 2012) were able to describe the

properties and dynamics of Antarctic Intermediate Water (AAIW) in the Cape Basin.

This was achieved by identifying Lagrangian particles which maintained the AAIW

characteristic salinity and density profile (verified by observations) throughout a Re-

gional Ocean Model Simulation.

Smaller scale features can collectively play an equally important role in marine ecosys-

tems and carbon cycling. Therefore, Lagrangian methods are often used to improve

our understanding of these circulation features. Using a sub–mesoscale–resolving model

(1/80◦ horizontal resolution) with Lagrangian particle tracking, Rosso et al. (2014) as-

sessed the degree of vertical transport around the Kerguelen Plateau. The simulation

showed that vertical exchange can occur rapidly and from a great depth, which fur-

ther explains the mechanisms of iron supply in the typically iron depleted Southern

Ocean. In addition to nutrient supply, sub–mesoscale features can impact phytoplank-

ton blooms by creating localised areas of stratification and alleviating light limitation

in the surface mixed layer. This was studied using Lagrangian particles to represent

phytoplankton within the vertically turbulent mixed layer and by recording the light

exposure throughout the simulation Brody et al. (2016).

Beyond diagnosing sub–mesoscale features, currents, or even the circulation system of
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a basin, Lagrangian methodologies are now being used to diagnose global scale circu-

lation pathways. Jonsson and Watson (2016) used a Lagrangian modelling approach

and network theory to calculate timescales of global surface–ocean connectivity. They

found that the shortest connectivity timescale between two randomly selected patches

of the ocean was on average less than a decade. Chapter 3 of this thesis uses a similar

modelling approach, but is focussed on the timescales of connectivity between the deep

Southern Ocean and the upper ocean.

Building upon the diagnosis of circulation features and pathways, a Lagrangian method-

ology can also be used to study oceanographic properties which are advected within

the circulation. A Lagrangian approach is the ideal technique to aid in the understand-

ing of the impact of advection. The next section will discuss a range of properties for

which advection plays an important role in their distribution.

1.2.3 Oceanographic properties

The previous section discussed studies which used Lagrangian methods to define cir-

culation pathways and features. Determining the circulation gives us a first order

understanding of the distribution of fundamental ocean properties, such as heat and

nutrients. The distribution and availability of nutrients in turn govern primary pro-

ductivity, which itself leaves a characteristic imprint on the distribution and cycles of

nutrients and carbon. Biogeochemical relationships between nutrients cycles and biol-

ogy, and also the role of the physical oceanography, are all intrinsically linked so that

it is not possible to fully understand one without knowing the other. But before we

can fully appreciate the interconnections between the physics, chemistry and biology



12 Chapter 1 Introduction

of the oceans, we first need to understand a set of fundamental concepts.

The previous section discussed how the ocean circulates in response to atmospheric

and density forcing. Another fundamental concept of the ocean is that primary pro-

duction turns inorganic nutrients into organic matter. Phytoplankton are primary

producers, of which all species need the same basic elemental composition: H, C, N,

O and P (Redfield, 1958; Arrigo, 2005). They need these nutrients so that they can

photosynthesise, the energy from which is used to create organic matter. When the

phytoplankton die most of the organic matter is recycled at the surface, but some is

exported to the deep via gravity induced sinking. This process is known as the bio-

logical pump (Longhurst and Harrison, 1989; Ducklow et al., 2001). Without it, the

nutrient distribution throughout the water column would be uniform similar to that

of salinity, due to the ocean circulation.

In reality, the distribution is highly variable depending on a regions nutrient supply, bi-

ological pump efficiency and light availability. In simple terms, at the surface physical

processes increase the concentration of nutrients via upwelling, whereas the biologi-

cal pump decreases the concentration. This is reversed in the deep ocean where the

biological pump acts to increase the nutrient concentration via remineralisation of or-

ganic matter, and the physical processes reduces them via upwelling f(Sarmiento and

Gruber, 2006). Popova et al. (2013) used a particle tracking method to look at the

nutrient supply supporting the subsurface Chl–a maxima in the Arctic Ocean. They

estimated that 20% of primary production in the typically oligotrophic Arctic Ocean

is supported by horizontal advection of nutrient–rich Pacific and Atlantic inflow water,
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which can reach the deep Arctic Ocean on a timescale of about 5 years.

In addition to the previously discussed macro nutrients, primary production requires

a number of other elements to function, such as the trace metal iron. Phytoplankton

need only a tiny amount of iron but it is essential for light harvesting and nitrogen–

fixing. The oceanic iron cycle is highly dynamic, with dissolved iron having a very low

solubility, which results in it being rapidly scavenged from the water column and locked

away in seafloor sediments (Boyd and Ellwood, 2010). With such a dynamic cycle, un-

derstanding how it operates and interacts with other cycles is difficult to untangle,

but it is now recognised to be an integral component of the oceans biogeochemistry,

regulating the magnitude and dynamics of ocean primary productivity (Jickells et al.,

2005; Tagliabue et al., 2017).

Given the importance of iron, much work has gone into furthering our understanding

of its cycle. One particular topic has received much research attention, iron limitation

(Martin et al., 1990). The Sub-Arctic Pacific, tropical Pacific, and Southern Ocean are

areas in which relatively high nitrate and phosphate concentrations persist all year, yet

chlorophyll concentrations remain low. These areas are referred to as High Nutrient,

Low Chlorophyll (HNLC) regions. The prevailing view is that primary production is

limited by the low availability of dissolved iron in the surface waters of these regions.

A high proportion of iron in the ocean comes from the atmospheric transport of iron–

rich dust, and from sediments in coastal regions (Johnson et al., 1999; Jickells et al.,

2005). In the typically deep oceans of HNLC regions, far from continental dust sources

(Gao et al., 2013), it has been shown that phytoplankton blooms can be stimulated by
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adding dissolved iron to the surface water (Martin and Fitzwater, 1988; de Baar, 2005).

There is strong support for the iron limitation theory, but there are also other factors

which will impact chlorophyll concentrations in HNLC regions, such as efficient graz-

ing by zooplankton (e.g. copepods) and also light limitation due to deep mixed layers

(Banse, 1996). Lagrangian studies have been used to try and tease apart the specific

role iron plays in ocean biogeochemistry. d’Ovidio et al. (2015) used satellite derived

Eulerian and Lagrangian water origin maps to understand the bloom dynamics around

the Kerguelen Plateau. This was then validated using the trajectories of drifters re-

leased during the KEOPS2 project. Collectively, this approach provides important

insights into the timing and pathways of iron supply. Similarly, Sanial et al. (2014)

used three independent methods to look at the phytoplankton blooms downstream of

the Crozet Islands. Altimetric Lagrangian surface currents were derived to estimate

the timescales of the surface water transport between the island sediments and the

offshore bloom site.

Chapter 4 of this thesis also uses Lagrangian particles to represent iron from Southern

Ocean islands sediments, comparing the trajectories with satellite ocean colour data.

The chapter aims to test the hypothesis that lateral advection can explain the inter–

annual variability observed in the island’s downstream phytoplankton blooms.
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1.2.4 Population connectivity

Thus far, we have focused on connectivity in terms of physical circulation, such as the

connectivity between ocean basins. Physical connectivity plays a fundamental role in

ecology through the exchange of individuals among geographically separated subpop-

ulations that collectively comprise a metapopulation. For most benthic marine species

with multiple life cycle stages, this exchange occurs during the earliest life history

stage (spore, egg, or larva). Metapopulation is the term used to describe a highly

dynamic “population of populations” (Levins, 1970) existing in a balance between ex-

tinction and re–colonization, which affect demographic persistence, the co–existence

of interacting species, and evolution (Hastings and Harrison, 1994). A key process in

determining the dynamics of a metapopulation, is the population connectivity. Ad-

vection can influence local and connected community structure, genetic diversity, and

also the resiliency of populations to human exploitation (Botsford et al., 2001; Cowen

et al., 2007).

It is important to note that a Lagrangian approach can be misleading in studying pop-

ulation connectivity. Cowen et al. (2000) used Eulerian and Lagrangian flow models,

coupled with linear mortality estimates to assess rates of larval dispersal. They found

that physical dispersal alone in a simple advective model (two–dimensional advection–

diffusion) may overestimate larval exchange rates. This is due to the models not taking

into account the effect of retention of locally spawned larvae. There are also other char-

acteristics of biology which add extra layers of complexity to modelling of dispersal,

such as the postflexion–stage in fish larvae which allows them to descend in the water

column, and along–trajectory mortality (Fuchs et al., 2007). The living behaviours



16 Chapter 1 Introduction

of biology must be factored into modelling efforts to predict population connectivity

accurately, especially if those efforts are being used to inform management decisions

in relation to Marine Protected Areas (MPAs) or fisheries.

Having acknowledged the limitations of Lagrangian methodologies in studying popula-

tion connectivity, ultimately, understanding the biophysical processes that determine

metapopulation patterns requires integrated interdisciplinary approaches, for which

high–resolution Lagrangian modelling is a powerful tool. For example, Lagrangian

modelling is ideal for diagnosing the timescales of dispersal, which is critically impor-

tant in understanding population connectivity (Cowen and Sponaugle, 2009; Fossette

et al., 2012).

Determining the dispersal of planktonic larvae is difficult to quantify due to their small

size and the vast and complex fluid environment they occupy. Consequently, there is

a lack of empirical data on population connectivity, which hinders modelling efforts

through lack of verification (Cowen et al., 2007). At the larger scale individual level,

sea turtles are a well studied example of a species greatly influenced by advection. Ju-

venile turtles are dispersed by ocean surface currents, and there is evidence to suggest

that this passive dispersal stage is formative to future life stages. Using a Lagrangian

approach, Scott et al. (2014) compared juvenile drift scenarios with satellite–tracked

adult sea turtle migrations. They found a strong relation between the two patterns

implying that adult migration is influenced by the their early life cycle stage spent

drifting within ocean currents.
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However, prevailing currents are not the only factor that can determine dispersal pat-

terns. Monzon-Arguello et al. (2012) used both modelled Lagrangian trajectories and

drifting buoys, alongside storm track data to explain the presence of Cape Verde

hatchlings in the Bay of Biscay. General circulation patterns alone do not explain

the dispersal patterns found in the turtle hatchlings. Instead their results show that

storm–forcing may result in novel dispersal or migration patterns.

At the ecosystem level, the west Antarctic Peninsula and South Georgia provide an

example of two separate ecosystems each with their own characteristic differences in

seasonality and species composition, yet a fundamental similarity in ecosystem struc-

ture and function. This is despite the ecosystems having major physical differences due

to their difference in latitude. In comparing the two ecosystems, Murphy et al. (2013)

found that both regions fit within a broader Southern Ocean ecosystem continuum.

The differences between them are driven by differences in the sea ice and biogeochem-

ical conditions. But a generic Southern Ocean food web model is maintained by the

underpinning connectivity of advective flows (namely the Antarctic Circumpolar Cur-

rent) and biological transfers, and flows of material and movements of organisms.

On a wider scale still, Treml et al. (2007) used a Eulerian advection–diffusion approach

with graph theory (patterns in spatial connections) to look at the connectivity between

reefs throughout the Tropical Pacific. They found the scale of coral larvae dispersal to

be on the order of 50–150 km, along major ocean currents and through island chains.

This approach allowed them to diagnose upstream and downstream connections of pop-

ulations. Determining which populations are upstream or downstream of another are
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an important factor in understanding the wider metapopulation. A region that pro-

duces individuals that are dispersed to another region, can be described as a “source”,

whereas the receiving region would be considered a “sink”. Figueira (2009) developed

a spatially explicit source–sink metapopulation model, to determine the relative im-

portance of dispersal versus demography (variable habitat quality which affects local

production) in identifying a region as either a source or sink. The model uncovered

a highly complex relationship between demography and connectivity, which involves

a framework of multiple parameters suggesting that dispersal ability alone does not

define a regions source or sink status within a metapopulation.

It is imperative that we do understand the mechanisms behind source and sinks within

a metapopulation if we are to be able to predict their resilience to increasing anthro-

pogenic pressures, and provide effective conservation (Hutchings, 2000; Doney et al.,

2014). Indeed, understanding the relationships between all biophysical factors that

contribute to population connectivity is critical to the successful implementation of

management strategies and conservation (Roberts, 1997; Mills et al., 2013). Spatial

management, such as MPAs, are a growingly popular management technique designed

to conserve biodiversity and sustain fisheries (Christie and White, 2007). However, the

true effectiveness of this strategy is yet to be proven (Jameson et al., 2002). This is

most likely because too many MPAs are set up in the wrong places or with unrealistic

expectations (Sale et al., 2005). A new approach is to use modelling in the design stage

of MPAs. However currently, the majority of these models focus primarily on ques-

tions concerning fishery management rather than population dynamics (Gerber et al.,

2003). Nevertheless, the need for a holistic approach to management and conservation

strategies has been identified, and knowledge gaps about what constitutes an effective
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MPA are starting to be filled in (Sale et al., 2005; Jones et al., 2007).

One aspect of the connectivity of MPAs that has received comparatively little research

attention is the possible negative impacts of upstream connectivity. Upstream connec-

tivity can determine an MPA’s exposure to pollution. For instance, it is a known issue

that coastal MPAs, within close proximity to populated land, are at risk of pollution

and other human impacts (Partelow et al., 2015), but it is unclear whether these same

risks apply to open sea MPAs as a consequence of oceanic circulation. Chapter 5 of

this thesis aims to tackle this question, by using a Lagrangian approach to identify

upstream water sources to four MPAs. A key part of this analysis is to assess the

vulnerability of the MPAs to upstream sources of pollution, a global problem which is

growing.

1.2.5 Marine pollution

Ocean circulation will transport anything that occurs naturally within the ocean, and

also anything that is added to it by humans. Marine pollution, such as agricultural run-

off, radionuclides, untreated sewage, oil, plastics and other debris, is a growing global

problem (Derraik, 2002; Shahidul Islam and Tanaka, 2004; Michael Beman et al., 2005;

Abbriano et al., 2011; Rossi et al., 2013). It has been estimated that in 2010, 275 million

metric tons of plastic waste was generated in 192 coastal countries, of which 4.8–12.7

million metric tons entered the ocean (approximately 1.8–4.6%) (Jambeck et al., 2015).
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Via advection, marine pollution is now spread throughout the world’s oceans, from

the Arctic to Antarctica, with marine habitats worldwide being contaminated with

man-made debris (Derraik, 2002; Katsanevakis, 2008; Barnes et al., 2009). The im-

pact of marine pollution can be devastating, such as eutrophication, entanglement

in or ingestion of marine debris, the subsequent absorption of toxins (namely, poly-

chlorinated biphenyls), and even the transportation of “invader species” on floating

debris (Shahidul Islam and Tanaka, 2004; Gregory, 2009; Wright et al., 2013; Gall and

Thompson, 2015).

In addition to the direct ecological impacts on marine ecosystems, marine pollution

can also adversely impact human activities. The loss of fish stock to large debris,

namely discarded fishing equipment, is a significant problem. In crustacean fisheries

alone, it was estimated that the removal of 9% of derelict pots and traps could equate

to an annual increase of landings worth US $831 million (Scheld et al., 2016). There

are also potential risks associated with the consumption of marine sourced foods which

have been contaminated with pollutants. Van Cauwenberghe and Janssen (2014) found

micro–plastics in the soft tissues of commercially grown bivalves, and estimated that

European shellfish consumers could be exposed to 11,000 micro–plastic particles per

year.

The issue of marine pollution has been considered since the controversies surround-

ing the dumping of radioactive waste in the late 1950’s. Scientific concern for the

welfare of the ocean arising from anthropogenic pressures gathered momentum in the

1970’s (Cousteau, 1971; Nations, 1972). However, the health of the ocean continues to
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decline (Rogers and Laffoley, 2013). More recently, marine pollution has gained notori-

ety with the mainstream public through media interest in so called “garbage patches”.

These garbage patches are accumulation zones that occur due to the convergence of

the surface flow in the five great ocean gyres. Lagrangian methodologies were used to

understand the formation of the garbage patches, such as Wakata and Sugimori (1990)

and Kubota (1994) who used Lagrangian simulations to explain the mechanisms by

which debris accumulates in the North Pacific.

More recently, sophisticated Lagrangian methodologies and high resolution global

ocean simulations are being used to further our understanding of these accumulation

zones in the subtropical latitudes of the major ocean basins. Lebreton et al. (2012)

developed a methodology to describe the accumulation of floating marine debris, which

can be continuously updated and adapted to assess the changing worldwide produc-

tion and disposal of waste. van Sebille et al. (2012) combined a Lagrangian modelling

methodology with drifter observations, the results from which suggest there may even

be a sixth accumulation zone currently undetected in the Barents Sea. Additionally,

using a global Lagrangian methodology they were able to describe the differences be-

tween the accumulation mechanisms of each site. This gave further insight into the

degree of connectivity between basins, suggesting that on centennial timescales the

different basins are much better connected than previously thought.

Once accumulated in these garbage patches, the debris can be trapped for decades or

much longer. This is because a large proportion of the debris which makes up the

patch is plastic. Plastics are produced as many different varieties of polymers, and
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from macro to micro in size. The key characteristic which makes plastic so commer-

cially popular is also the reason why they are so harmful and wide spread in the ocean:

their durability (Cole et al., 2011). In a review of the plastic problem, Moore (2008)

calculated that between 1960 and 2000, the world production of plastic increased 25–

fold, while recovery of the material remained below 5%. It was also estimated that

marine pollution is made up of 60–80% of plastic, and as high as 90–95% plastic in

some regions of the world.

With an alarming amount of plastic entering the ocean, and the known detrimental

impacts on ecosystems and wildlife (Gregory, 2009) knowing how the plastic spreads

from source is important. Using over 10,000 surface drifters (released during the Sur-

face Velocity and Global Drifter Programs) Maximenko et al. (2012) developed a sta-

tistical model to determine the potential spread of marine debris. This allowed them to

construct a global map showing the origin of drifters which ended up in accumulation

zones. Determining the distribution of plastic in the ocean is an important step towards

understanding the impacts of the pollution, however we are missing vital information

about the quantity of plastic currently in the ocean. An estimate for micro–plastic was

given at 93 – 236 thousand metric tons, which is only approximately 1% of global plas-

tic waste estimated to enter the ocean in the year 2010 (van Sebille et al., 2015). The

reason for this wide ranging, and likely under–estimate is partly due to fundamental

knowledge gaps in the sources, transformations and fates of micro–plastics in the ocean.

Though we do not yet fully understand the scale of the problem of plastics in the ocean,

it is apparent that action must be taken to remedy the issue. There is evidence to sug-

gest that micro-plastics are accumulating in the deep sediments (Van Cauwenberghe
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et al., 2013), from which it is irretrievable. Before it reaches the sediments, there is the

possibility of removing plastics whilst at the surface. Sherman and van Sebille (2016)

used a Lagrangian method to determine the optimum location to deploy “plastic col-

lectors”. Their approach suggested a different location, to the previously considered

best location. It was thought that the region of highest plastic density would be the

optimum location for plastic collectors to remove the most amount of plastic. However

the results of the Lagrangian study showed that a region with the highest plastic flux

would “catch” more floating plastic.

Plastic pollution is an ongoing problem, with more and more waste ending up in the

ocean on a daily basis. Oil spills occur rarely, but when there is an incident it is dev-

astating (Abbriano et al., 2011). One of the most public and notorious spills was the

Exxon Valdez oil tanker spill in 1989, which emitted 41.6 million litres of oil, and had

a dramatic impact on Alaskan wildlife (Atlas and Hazen, 2011). The incident killed

more than 30,000 birds of 90 different species in just over 4 months (Piatt et al., 1990).

Over 25 years on since the disaster, and the effect on the marine environment is still be-

ing felt, through the persistence of toxic sub–surface oil and chronic exposure resulting

in delayed population reductions and cascades of indirect effects (Peterson et al., 2003).

The threat of oil spills is not solely limited to shipping incidents, there can also be rare

but catastrophic spills from oil wells, the most infamous recently being the Deepwater

Horizon Oil Spill in 2010. Over 87 days, 779 million litres flowed across the Gulf of

Mexico region (Atlas and Hazen, 2011). For oil spill incidents, the effect of advection

is to worsen the problem, spreading the oil far and wide from source. It was found

that 2113 km of shoreline had been contaminated with oil after the spill (Nixon et al.,
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2016), with 847 km still contaminated one year after despite concerted clean up efforts

(Michel et al., 2013).

In the aftermath of a disaster, response time is key to limiting the damage. Lagrangian

methodologies are frequently used to track the spread of the plume and predict what

regions are likely to be affected. These studies, such as Liu et al. (2011, 2014), Camilli

et al. (2010), and Paris et al. (2012), are able to take into account seasonal variations

in the circulation, circulation at different depths, and also the amount of oil emitted.

They can be used to mobilise a rapid response, but are also valuable several months

after the incident to help direct the clean up operation and also predict which habitats

are likely to have been affected.

1.3 Overview

Having surveyed several studies which use a Lagrangian approach and discussed var-

ious oceanic processes and issues, this thesis now moves on to applying the approach

to three problems. This thesis aims to increase understanding of the impacts of advec-

tion specifically on: long–term carbon sequestration at depth, natural iron fertilisation

around Southern Ocean islands, and the connectivity between MPAs and land. This

thesis is structured in the following way:

• Chapter 2 is on the methodology in which a description of the main tools used

throughout the thesis can be found, namely the Ocean General Circulation
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Model, and the Lagrangian particle tracking tool. Additionally, it includes a

section on how to setup a Lagrangian experiment

• Chapter 3 looks at the long–term fate of carbon sequestered in the deep Southern

Ocean

• Chapter 4 focusses on the role of advection in natural iron fertilisation around

three islands in the Southern Ocean

• Chapter 5 aims to determine the degree of connectivity between four MPAs and

potential detrimental human impacts associated with land

• Chapter 6 is the final chapter, which provides a summary of the research and

concluding remarks. It briefly explores alternative approaches to the studies

within this thesis and suggests potential future work

• Supplementary material for Chapters 2, 3, 4 and 5 can be found in Appendix A,

B, C, and D, respectively

Chapters 3, 4 and 5 are all published manuscripts, each of which can be found in

Appendix E (Appendix E.1, E.4, and E.5, respectively). Additionally, an extra paper

looking at the Madagascar phytoplankton bloom was co-authored with M A Srokosz

alongside the thesis, utilising a similar methodology to the one applied in Chaper 4.

The paper can be found in Appendix E.3. Finally, an article for the NERC Planet

Earth magazine was written about the work of Chapter 3, which can be found in Ap-

pendix E.2.





Chapter 2

Methodology

“Work, work, work, work, work” (Rihanna, 2016)
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This chapter will describe the main tools used throughout this thesis, namely the

Nucleus for European Modelling of the Ocean (NEMO) model and the Ariane La-

grangian particle tracking package. This section will briefly describe some key features

of the NEMO model, full details are described in Madec and the NEMO team (2008)

(www.nemo-ocean.eu). Each research chapter has a chapter relevant methodology sec-

tion, detailing any additional tools or data used in the analysis and also the experiment

design details.

2.1 NEMO

NEMO is a ocean general circulation model (OGCM) which solves the Primitive Equa-

tions on a discrete grid. It is a framework of ocean related engines, such as the physical

component, Océan PArallélisé (OPA) which contains ocean dynamics and thermody-

namics, and the sea–ice component Louvain la Neuve Ice Model (LIM2), which ac-

counts for ice dynamics, brine inclusions and subgrid-scale thickness variations. The

model has a quasi–isotropic tripolar grid (regular Mercator grid in the Southern Hemi-

sphere) which becomes finer in resolution towards the poles known as the NEMO

ocean configuration (ORCA), based on Madec and Imbard (1996). NEMO’s equations

are solved on an orthogonal curvilinear coordinate system. The Primitive Equations

consist of the Navier–Stokes equations along with the equation of state (Jackett and

McDougall, 1995). NEMO is a z-level model using the three–dimensional Arakawa C–

grid (Arakawa, 1972). NEMO exists in many configurations. The descriptions given

here describe the configuration used in this thesis.

www.nemo-ocean.eu
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The model is forced by 6 hourly winds, daily heat fluxes, and monthly precipita-

tion fields using DFS4.1 surface forcing (Brodeau et al., 2010). The data is saved

as successive 5 or 30–day means. In this thesis two ORCA-configurations are used:

ORCA025 and ORCA0083. These differ in horizontal resolution, where the value of

the resolution is given by the resolution at the equator expressed in degrees, 1/4◦

and 1/12◦ respectively. ORCA025 and ORCA0083 have a similar grid, with gradu-

ally decreasing cell volumes moving away from the equator. In both configurations,

the surface layer is allowed to vary in a non–linear free surface scheme. They have

75 vertical layers, concentrated towards the surface, which vary smoothly with depth

(increasing from 1 m thickness at the surface to 200 m at abyssal depths). Both

resolutions have partial bottom cells, to help smooth the bathymetry. This avoids

abrupt step changes in bathymetry, which is significant for shallow slope regions

(Madec and the NEMO team, 2008). The bathymetry file for ORCA025 was cre-

ated by interpolating the 1◦ NEMO bathymetry file on to the 1/4◦ grid. Bernard

et al. (2006) describe how it was derived from the ETOPO2v2 dataset (1/30◦ reso-

lution) (Amante and Eakins, 2009), which involved smoothing it to avoid numerical

noise. The ORCA0083 bathymetry is made up of ETOPO1 data (1/60◦ resolution)

(Amante and Eakins, 2009) in the deep ocean, and GEBCO08 data (available at http:

//www.gebco.net/data_and_products/gridded_bathymetry_data/) in shallow ar-

eas, the formation of which was described in Bourdalle Badie et al. (2012).

Chapter 3 used ORCA025 velocity data (1/4◦ resolution) saved as successive 30–day

means. At the time of the work, the ORCA0083 data were not available, but the

ORCA025 data were the appropriate choice regardless given the global scale experi-

ment and century long run time. The following Chapters, 4 and 5, used ORCA0083

http://www.gebco.net/data_and_products/gridded_bathymetry_data/
http://www.gebco.net/data_and_products/gridded_bathymetry_data/
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velocity data (1/12◦ resolution) saved as successive 5–day means. This resolution was

based on the study sites, which in both Chapters were small islands. As the exper-

iments were over short times scales (from 1–10 years) and focused on specific ocean

regions, local circulation patterns and mesoscale features were more important than a

global scale, century long experiment. The advantage in using ORCA0083, rather than

ORCA025, is that the higher degree resolution is eddy–resolving, whereas ORCA025 is

only eddy-permitting. Representation of eddies (lateral turbulence) within the model

depends on whether the mesoscale feature is smaller or greater than the grid–spacing.

The NEMO model performance around the Canary Islands was assessed by Duchez

et al. (2014), whilst investigating the variability in the Atlantic Meridional Overturning

Circulation (AMOC). Focusing on the Florida Straits transport calculated using obser-

vational data from the RAPID–WATCH/MOCHA array project, Duchez et al. (2014)

assessed the three NEMO simulations at different resolutions: 1◦, 1/4◦ and 1/12◦. They

found that the seasonal cycle of the AMOC is in good agreement between RAPID and

NEMO, with the 1/12◦ simulation being closest to the observational dataset.

The three different resolution NEMO simulations were also assessed by Quartly et al.

(2013) focusing on the eddies in the Mozambique Channel. Previously, it was thought

that flow through the channel was dominated by the western boundary current (WBC),

however it is now described as a series of large poleward–propagating anticyclonic ed-

dies. They found that the 1◦ resolution simulation produced a slow WBC in the

channel, the 1/4◦ simulation produced a more intense WBC, and the 1/12◦ simulation

produced a “a chaotic conglomerate of eddies”. They also explored additional differ-

ences between configurations, specifically the lateral boundary condition, finding that
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using free–slip boundary conditions, in place of no–slip, improved the realism of the

Mozambique Channel flow markedly.

Marzocchi et al. (2015) compared the North Atlantic subpolar circulation in the 1/4◦

and 1/12◦ resolution models. Model output is validated against a range of observational

datasets, such as volume transport across five sections calculated from cruise data, ab-

solute geostrophic velocities derived from satellite altimetry and the UK Met Office

Hadley Centre observational dataset ENSEMBLES (sea surface temperature and sea

surface salinity). Specifically, the 1/12◦ resolution model was quantitatively validated

which showed several improvements from the equivalent lower resolution versions of

the model. Inevitably, the study also highlighted some processes that the model was

failing to accurately represent. Overall, the 1/12◦ resolution model was found to real-

istically reproduce the shape of the Subpolar Gyre, the position of the North Atlantic

Current, and the Gulf Stream separation. In the following chapters, parts of the vali-

dation performed by Marzocchi et al. (2015) are replicated for each study site. Namely,

a qualitative comparison between the modelled surface velocity and surface velocities

derived from satellite altimetry.

2.2 Ariane

Ariane is a program which was designed for the offline calculation of three dimen-

sion Lagrangian particle trajectories in a given velocity field of an OGCM, and was

developed by Bruno Blanke and Nicolas Grima (Blanke and Raynaud, 1997) at the
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Laboratoire de Physique des Ocans (LPO, Brest, France). A combined Eulerian-

Lagrangian methodology allows for the diagnosis of physical pathways and the dy-

namics and distributions of tracers along trajectories. The code is freely available

online at www-connexe.univ-brest.fr/lpo/Ariane/. The version used throughout

this thesis is Ariane–v2.2.0 (2008), with a few code adaptations by J. R. Blundell and

E. E. Popova to improve reliability, such as removing particles “trapped” on land.

The algorithm uses three dimensional velocities (U, V, W ) on a Arakawa C–grid

(Arakawa, 1972) (ideal to calculate vector quantities across grid faces) to calculate

streamline trajectories, which can be used to describe Lagrangian circulation dynam-

ics simulated by a OGCM. The physical model equations of an OGCM are discretized,

which is ideal for the analytical calculation of successive streamline segments over

a time–sampled velocity field. Figure 2.1 A is a schematic representation of a sin-

gle trajectory within a three–dimensional grid. Using archived velocity data from a

volume conserving OGCM, a streamline trajectory can be calculated by assigning a

“particle” with an infinitesimal fraction of the incoming transport. Assuming a linear

progression of each velocity component along its corresponding direction, elementary

relations describe the trajectory along the three axes, as depicted in Figure 2.1 B.

The non–divergence of the velocity field ensures continuous trajectories within this

cell. To calculate the position and time that a particle exits a grid cell, potential

“crossing times” for each direction are evaluated independently, with the minimum of

these estimates representing the actual final position on the exit side. This method

for computing trajectories is both fast and accurate, by only calculating positions on

the edge of individual grid cells. It is important to note that the streamline trajec-

tories calculated by Ariane are only driven by advection and turbulent diffusion is

www-connexe.univ-brest.fr/lpo/Ariane/
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Figure 2.1: Figure taken from Chenillat et al. (2015), their Figure 1. Panel
A: Lagrangian trajectory (red line) driven by a Eulerian velocity field (u,v,w)
in a three-dimensional grid model. Panel B: Lagrangian computations within
a grid cell (highlighted green in Panel A) in the horizontal plane.

ignored. Nevertheless, by injecting a velocity field with hundreds of thousands of Ari-

ane particles, this efficient Lagrangian integration scheme makes it possible to perform

water–mass tracing experiments within simulated oceans (Blanke and Raynaud, 1997;

Blanke et al., 1999).

2.3 Ariane experiment configuration

Each Ariane experiment must have a separate directory, including a namelist file (de-

tailing various parameters of the experiment and OGCM), an initial position text file

(where the particles are to be released from), and a symbolic link pointing to the Ar-

iane code. This section details the basic steps that are necessary to setup a namelist

file and also how to create an initial position text file.
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2.3.1 Configuring the namelist file

The namelist allows users to define variables in the code. This includes information

about the OGCM data (space and time dimensions of the velocity files), information

about the particles in the experiment (number and time parameters), and any addi-

tional parameters of the experiment, such as temperature and salinity tracers, which

can also be used in the analysis when available. Ariane allows for a broad range of

parameters to be altered to tailor each experiment to specific problems. An example

namelist file used for an experiment within this thesis can be found in Appendix A. The

steps listed below detail the main parameters frequently altered for different experi-

ments. Most parameters, such as the model grid details, only needed to be inputted

once so will not be described here.

1. Decide if your analysis will include the use of temperature and salinity data. Set

key alltracers to True to include extra data, or False not to include it. To cal-

culate extra data throughout a trajectory significantly lengthens the experiment

run time. Temperature and salinity trajectory analysis was not included in this

thesis.

2. Lagrangian integrations can be calculated either forward or backward in sim-

ulation time. Set forback to either forward (such as in Chapters 3 and 4) or

backward (Chapter 5).

3. nmax is the maximum number of particles in the experiment, rounded up to the

nearest thousand particles.
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4. Velocity data time sample is given in ntfic, i.e. for ORCA0083 velocity data

saved as successive 5–day means, ntfic would equal 5 (assuming tunit is set to

one day).

5. If a long timescale is required, such as in Chapter 3, the same velocity data can

be cycled through multiple times, i.e. 10 years of velocity data can be cycled

through 10 times to give a century of velocity data. The maxcycles parameter is

used to set the desired number of cycles.

6. frequency determines the output frequency of trajectory positions. Throughout

this thesis, this value was always set to match the velocity data time sampling

(ntfic).

7. nb output is the maximum number of trajectory positions, rounded up to the

nearest hundred positions.

8. lmt refers to the number of velocity data files to be read by Ariane. It is important

that this value is given accurately, as if this value exceeds the number of available

files the experiment will fail.

9. The following sections: ZONALCRT, MERIDCRT, VERTICRT, TEMPERAT,

and SALINITY direct Ariane to the archived velocity data. Use this section to

select which model time period is to be used. The ind0 and indn should be

identical values in each section or the experiment will fail.

(a) ind0 is the first velocity data input file to be read

(b) indn is the last velocity data input file to be read

(c) Whether a forward or a backward integration, these values do not change

(d) The difference between ind0 and indn is the lmt value
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Full guidance for setting up an Ariane namelist file can be found on the website

(www-connexe.univ-brest.fr/lpo/Ariane/).

2.3.2 Create an initial position text file

Each particle of an experiment is represented by a line of five values in the text file.

There must be as many lines as desired particles. The first three values are the spatial

indices, x (longitude), y (latitude), and z (depth), given in model grid coordinates, i,

j, and k. A particle placed on or very near to land or the ocean floor would be removed

from the experiment by the Ariane code, so it is important to ensure a particle is at

minimum half a grid cell away from land. If particles are placed closer to land for the

purposes of the experiment (e.g. in Chapter 4), it is likely that some of the particles

will have been deleted by Ariane. This is particularly important as analysis and inter-

pretation require an accurate number of particles.

The fourth value in the initial position text file is the time index, which relates to the

time boundaries given in the namelist file. This time index is where, in time, you want

your first time step to begin from. One unit of the time index relates to each velocity

input. That is to say, a value of 1 in the time index would begin calculating a particle

trajectory from the first velocity data file read by Ariane. The length of a time step,

and consequently the duration of an experiment, depends on the velocity input data.

For instance, two time steps of velocity saved as 5-daily means would give a trajectory

of 10 days, whereas 2 time steps of velocity saved as 30-daily means would give a 60

day long trajectory. For forward tracking experiments, the first particle release would

use a time index of 1, with subsequent particle releases being initiated by increasing

the time index. For a backward tracking experiment, the time index would be set to

www-connexe.univ-brest.fr/lpo/Ariane/
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the total number of time steps required for the desired length of the experiment. For

example, to calculate a trajectory backwards for a 30 day duration using velocity in-

put data of 5-daily means, the time index would be 6 (6 time steps x 5-daily averaged

velocity = 30 days).

The fifth value of the initial position text file is used only for “quantitative” exper-

iments, in which it refers to the volume to be conserved along the trajectory. All

experiments in this thesis where “qualitative”, with the fifth value always set to 1.

If the experiment was setup correctly and the code successfully ran to completion, the

results are saved as ariane trajectories qualitative.nc. This netCDF file contains all

the particle trajectory data ready for analysis.
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How deep is deep enough?

Ocean iron fertilization and

carbon sequestration in the

Southern Ocean

“How deep is your love? Is it like the ocean?” (Calvin Harris and Disciples, 2015)

The content of this section was published in 2014, the reference is:

Robinson, J., E. E. Popova, A. Yool, M. Srokosz, R. S. Lampitt, and J. R. Blundell

(2014), How deep is deep enough? Ocean iron fertilization and carbon sequestration in

the Southern Ocean, Geophysical Research Letters, 41, 2489-2495, doi:10.1002/2013gl058799.

The paper can be found in Appendix E.1.

39

http://dx.doi.org/10.1002/2013gl058799


40 Chapter 3 How deep is deep enough?

3.1 Introduction

The Intergovernmental Panel on Climate Change 5th Assessment Report (IPCC AR5)

states that the climate has and is warming, unequivocally, and we can now be 95-100%

certain that since the mid-20th century it is primarily due to anthropogenic influence

(Working Group I, 2013). Against this backdrop of increasing greenhouse gas emissions

and global climate change, a number of schemes have been proposed to “geoengineer”

the Earth’s climate. Ocean iron fertilization (OIF) is one such scheme aimed at mod-

ifying the biogeochemical cycle of carbon in the ocean in order to increase the oceanic

uptake of CO2. OIF is intended to artificially stimulate the biological pump by exploit-

ing the surplus macronutrients found in so-called high nutrient low chlorophyll (HNLC)

regions where biological activity is restricted by the availability of the micronutrient

iron (Martin, 1990). The Southern Ocean (SO) is by far the largest expanse of HNLC

waters, and is iron-stressed because overlying air masses circle the Earth in a lati-

tude band that has sparse landmass and thus supplies little iron-rich aeolian dust.

Consequently, the SO has been identified as a particularly favorable location for OIF

(Lampitt et al., 2008).

In the Intergovernmental Panel on Climate Change 4th Assessment Report (IPCC

AR4) successful iron fertilization is divided into phases, of which artificial stimulation

of a surface phytoplankton bloom is only the first. For the second phase, a proportion

of the particulate organic carbon (POC) produced must sink down the water column

and reach the main thermocline or deeper before being remineralized. Finally, the

third phase is long-term sequestration of the carbon at depth out of contact with the

atmosphere. Characterizing the relevant time and space scales for sequestration is
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not a wholly objective procedure (Leinen, 2008). Nonetheless, the 100 year timescale

adopted in IPCC forecasting is frequently used (Oschlies et al., 2010; Rickels et al.,

2010), and the typical depth of the main thermocline, 1000 m (Bindoff and Willebrand,

2007), serves as a vertical horizon clearly removed from the surface ocean and atmo-

sphere (Passow and Carlson, 2012).

Here we investigate these spatio-temporal scales, specifically the long-term fate of car-

bon that reaches the deep ocean. Model simulations of the trajectories of Lagrangian

particles associated with geoengineered carbon are performed to establish the fate of

such material. Statistical analysis of the resulting deep ocean pathways is then used

to evaluate carbon sequestration in the SO, with a particular focus on the significance

of the 1000 m depth horizon and centennial timescale.

3.2 Methodology

The Nucleus for European Modelling of the Ocean (NEMO) model is an ocean general

circulation model (GCM). The NEMO 1/4◦ resolution model has been developed with

particular emphasis on realistic representation of fine-scale circulation patterns (Madec

and the NEMO team, 2008), and provides an ideal platform to conduct Lagrangian

particle tracking experiments. Here we use 10 years of monthly averaged circulation

output from 1997-2006 that we cycle 10 times to create a 100-year simulation. The

Ariane package (Blanke and Raynaud, 1997) (available online at: http://stockage.univ-

brest.fr/∼grima/Ariane) is applied to the resulting 100-year NEMO velocity field to
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track water parcels using point particles that are released into the modeled ocean cir-

culation (Popova et al., 2013). These particles are intended here to represent water

masses within which sinking POC, produced through the activities of surface OIF,

has been remineralized to dissolved inorganic carbon. They should not be confused

with actual POC particles, since their modelled behaviour (neutral buoyancy, indefi-

nite lifespan) does not emulate that of sinking biogenic material.

To test the suitability of the 1000 m minimum depth recommendation by the IPCC

AR4 (Bindoff and Willebrand, 2007; Barker and Bashmakov, 2007) for OIF, we deploy

Lagrangian particles across the SO at a depth of 1000 m. Particles are placed south

of the midpoint between the nitrate maxima to the south and nitrate-depleted waters

to the north, which represents the northern limit of the HNLC region in the SO. The

particles are spaced regularly across the model grid and, accounting for bathymetric

features shallower than 1000 m, this gives a total of 24982 particles, a sufficient number

to resolve SO water mass pathways. During the 100-year simulation, particle trajecto-

ries (horizontal position, depth) are recorded at monthly intervals.

The upper mixed layer (UML) of the ocean is characterized by vigorous mixing and

near-homogeneous physical and biogeochemical properties and represents the volume

of water in close contact with the atmosphere (Sprintall and Cronin, 2009). Here we use

the base of the UML, referred to as the mixed layer depth (MLD), as the key boundary

to separate failed and successful carbon sequestration, judging any Lagrangian trajec-

tories that enter the UML as potential pathways for OIF carbon to escape back in to

the atmosphere. In our analysis we specifically define our boundary, MLDX, as the

modeled (local) mean annual maximum MLD rather than instantaneous MLD. The
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advantage of this approach is that it uses a single horizon to determine leakage of

OIF carbon, however a sensitivity analysis was performed using the maximum annual

maximum depth of the MLD and also the actual monthly MLD which only minimally

altered the results.

The accuracy of the model-derived MLD was examined by comparison with the MLD

calculated from World Ocean Atlas (WOA) 2009 fields of temperature (Locarnini et al.,

2010) and salinity (Antonov et al., 2010), using 2 criteria: a density change of 0.125

(sigma units) and a variable density change corresponding to a temperature change of

0.5◦C (Monterey and Levitus, 1997), both calculated 10 m from the surface to avoid

complications with ice cover. Repeating our central analysis using an observation-

derived MLDX, we found that the difference between using the WOA- and NEMO-

calculated MLDX to be relatively small. Therefore, and since it is consistent with

NEMO’s velocity field, we refer only to the NEMO-derived MLDX in the rest of this

paper, which was determined using the density calculation method with a critical value

of 0.01 (sigma units). Full details on the MLDX sensitivity analysis and comparison

with observations, including the global and SO mean MLD, can be found in Tables

1 and 2 of the supplementary material. Additionally, Fig. 1 in the supplementary

material shows the NEMO-derived mean annual maximum MLD that is used in the

analysis, MLDX, referred to as NEMO Diagnostic (Sigma, 0.01) in Table 2.
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3.3 Results

Of the 24982 Lagrangian particles that were injected into the SO at 1000 m, 66% were

advected above MLDX taking an average of 37.8 (σ = 22.2) years. In Fig.3.1 each

marker represents the location where a particle crossed the MLDX boundary, with the

color indicating the time in years. The most significant feature of Fig.3.1 is the large-

scale sequestration failure within the SO, which accounts for the majority (97%) of all

leakage into the UML (average: 37.4 σ = 22.2 years to fail). The particle advection into

the UML can be attributed to the Antarctic Circumpolar Current (ACC), which circu-

lates Antarctica in an eastward direction (Rintoul, 2011). Lagrangian particles caught

in the ACC are transported across MLDX as the current is forced up and over sea floor

topography, predominately the Scotia Ridge Arc System and the Kerguelen Plateau.

The deep dense water (containing the particles at 1000 m) is mixed with the overlying

lighter water mass, gaining buoyancy and gradually transporting the particles above

MLDX. In addition to advection into the UML, there is also Ekman suction occurring

in the SO, which upwells the particles south of the Westerlies wind stress maximum

over the axis of the ACC (Sarmiento and Gruber, 2006). This is particularly visible

in the Pacific and Atlantic sectors of Fig.3.1, between the latitude bands of 55 ◦S - 65 ◦S.

The SO has a particularly energetic circulation connecting the three major ocean

basins. Consequently, in our experiment the geographical extent of the particles tra-

jectories covers the entire global ocean (See 1000 m and 2000 m Experiment Movies

in supplementary material). By studying the trajectories of successfully sequestered

particles it becomes apparent that there is no well-defined deep advective pathway out

of the SO. Instead particle advection out of the SO is distributed relatively evenly
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Figure 3.1: Colored markers represent locations where the Lagrangian particles
enter the upper mixed layer. The color of a marker represents the time (years)
it took to reach the upper mixed layer within the 100-year run.

across all longitudes, not including the western boundary currents. Fig.3.2 indicates

the density of trajectories of particles that remained sequestered for the entire 100-year

simulation. In Fig.3.2 the highest density of sequestered particle trajectories is within

the Ross Gyre, which suggests that this location may facilitate carbon sequestration.

In our model the Ross Gyre feeds Lagrangian particles into the narrow westward bound

Antarctic Slope Current (ASC). Once within the ASC, particles can be entrained into

Antarctic Bottom Water via deep-water formation along the slopes of the Antarctic

continent (Nicholls et al., 2009).

Fig.3.3a illustrates geographical patterns in the time taken for failed particles to be

advected across MLDX. The Weddell Gyre is a prominent feature within Fig.3.3a,

where the time taken for particles to fail is longest in the center of the gyre, and then

decreases towards its periphery. This pattern occurs because particles starting in the

Weddell Gyre become trapped in its strong cyclonic motion (Williams and Follows,

2011) which prolongs upwelling to an average of 55.2 years (σ = 20.8) in the core of

the gyre (experiment average: 37.8 years, σ = 22.2). Of the particles that start in
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Figure 3.2: Time-integrated (0-100 years) census of successfully sequestered
particles to illustrate their horizontal dispersal. Colors denote the cumulative
“density” of particle trajectories based on monthly position throughout the
simulation. Note that, for clarity, the color scale is shown in log units.

the Weddell Sea, 85% are advected into the UML, which is the highest failure rate

of any region within the SO. The Ross Gyre is also a prominent feature in Fig.3.3a,

though unlike the Weddell Gyre, this location may instead be suitable for OIF due to

the connection with the ASC and consequent deep-water formation along the edge of

the continental shelf.

Aside from the Weddell and Ross Gyres, there is little clustering within Fig.3.1a, which

suggests that particles that start next to each other in the experiment can experience

radically different fates. This high sensitivity to initial conditions may be attributed

to the vigorous circulation of the SO which has a number of meandering fronts partic-

ularly between the latitude bands of 60 ◦S and 40 ◦S (Rintoul, 2011).

Based on our criterion for carbon sequestration, Fig3.3b shows the geographical dis-

tribution of sequestration efficiency, indicating how much sequestration results from

particles seeded in each area. As in Fig.3.3a, the Ross Sea shows up as an area that
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Figure 3.3: a) Markers are located at the initial positions of unsuccessful
Lagrangian particles at the beginning of the 100-year simulation. The color of
a marker represents the time (years) it took to reach the upper mixed layer.
Particles that did not upwell during the simulation are not included in the
plot. b) Efficiency of sequestration based on the criterion that a particle has
to remain below the upper mixed layer to be classed as sequestered. The color
of each 5 ◦x5 ◦ grid cell represents the percentage of particles initially in that
cell which remain sequestered for the entire 100 year simulation. Grid cells
with fewer than 10 particles have not been included in the plot.

has high rates of success, while the Weddell Sea is a mixture of areas of relatively

high (center of the gyre) and low (peripheral regions) sequestration. A notable low

efficiency patch in Fig.3.3b occurs at roughly 45 ◦E and 60 ◦S. Particles starting in this

location become trapped in the ACC eastbound flow and consequently are lifted up

and over the Kerguelen Plateau. Note that sequestration efficiency here relates to the

100-year window of our simulation, and that numerous particles ostensibly sequestered

here might escape in a longer simulation.

Having studied the depth criterion (1000 m) suggested by the IPCC AR4, we con-

ducted a sensitivity experiment that injected Lagrangian particles at a depth of 2000

m. By the end of this experiment (100 years), only 29% of the particles had breached

MLDX taking an average time of 58.4 years (σ = 22.1), with 71% of the particles
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remaining sequestered for the entire simulation. Further analysis revealed that, of the

29% of particles that did upwell, the vast majority (98%) were again upwelled within

the SO, with an average timescale of 58.3 years (σ = 22.1).

3.4 Discussion

The SO has been repeatedly highlighted as the best area for OIF as it is the largest

HNLC region on earth, with potential for large-scale OIF leading to a noticeable impact

on atmospheric CO2 concentrations (Lampitt et al., 2008). From the palaeo-record it is

evident that the SO plays a key role in regulating atmospheric CO2 content, potentially

sequestrating up to 100 Pg C in the past (Kohfeld et al., 2005). Consequently, the SO

has been the site of a number of iron addition experiments (Boyd et al., 2012b) which

generally suggest that OIF does result in enhanced export at the time of fertilization.

Based on these experiments, this study assumes that OIF can enhance export of POC

to depth and assesses the impact of ocean circulation on the efficiency of intentional

OIF in the SO, specifically focusing on how much deep-sequestered carbon is brought

back into contact with the atmosphere downstream of the fertilization site. In our 1000

m experiment, designed to trace the fate of the sequestered carbon for 100 years, 66%

was upwelled into the UML on a mean time scale of 37.8 (σ = 22.2) years (Fig.3.2).

The majority (97%) of the carbon brought back into contact with the atmosphere is

upwelled within the SO, taking an average timescale of 37.4 (σ = 22.2) years. Such a

“leakage” within the vicinity of the fertilization patch questions whether the SO is as
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good a location for OIF as initially thought.

However, even if the carbon is leaked into the UML there is no guarantee that it

would be immediately outgassed. To try and assess the robustness of the fail criteria

used in the analysis, the percent failed was re-calculated, but allowing the particles

12 consecutive months in the UML without being classed as failed so long as they are

re-subducted beneath MLDX within a year. This only reduced the failure rate by 4%,

which suggests that advection into the UML generally results in a long stay in the

mixed layer, which greatly increases the risk of outgassing. However, if the carbon

is brought back to the surface one must assume so too is the Fe associated with it,

however this is highly dependent on the timescales of upwelling, and whether this Fe

would be bioavailable for further fertilization is non-trivial (Jiang et al., 2013).

Focusing on successful sequestration for 100 years in our experiment, Fig.3.2 illustrates

the wide geographical extent of the sequestered carbon dispersed by ocean circulation.

At the end of the 100 years, only 46% of the sequestered carbon initialized at 1000

m remained within the SO, with the fraction being slightly higher (56%) for the 2000

m experiment. The dispersion evident in our results demands highly sophisticated

methods of observation and modelling if validation of carbon sequestration is to be

carried out to an acceptable level. In any future commercialization of OIF, the frac-

tion of the sequestered carbon which remains in the deep ocean must be properly

estimated (Rickels et al., 2010). However, as Fig.3.2 illustrates, the global-scale dis-

persal of the majority of sequestered carbon presents serious logistical difficulties for

monitoring. Furthermore, this dispersal may additionally interfere with attempts to

attribute ownership and to allocate carbon credits appropriately (See 1000 m and 2000
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m Experiment Movies in the supplementary material).

To date, intentional OIF has been examined in a number of modeling studies employing

different criteria to quantify the efficacy of OIF (Table 3 in the supplementary mate-

rial), such as the overall reduction in atmospheric CO2 by the end of the simulation

(Aumont and Bopp, 2006) or the cumulative CO2 uptake divided by the cumulative

iron addition (Sarmiento et al., 2010). These studies have effectively assessed OIF ef-

ficiency end-to-end: the impact on primary production; the impact on export of POC

to the deep ocean; and the downstream return of carbon to the surface ocean. Our

study is unique in that it separates out the impact of ocean circulation from other

biogeochemical aspects of OIF to focus solely on phase 3 of OIF and the long-term

fate of carbon that has ostensibly been sequestered to depth.

A number of studies (Aumont and Bopp, 2006; Oschlies et al., 2010; Sarmiento et al.,

2010) report a high proportion of the sequestered carbon being re-exposed to the at-

mosphere over a long time scale, however the processes or timescales in these models

were not discussed. A particular advantage of our study is the use of a much higher

resolution 1/4◦ physical model. This provides an improved representation of impor-

tant fine-scale circulation features that are not present in the coarse resolution models

(2 ◦-3 ◦) previously employed for OIF studies (see Table 3 in the supplementary mate-

rial). As our study highlights the importance of the circulation in determining global

efficiency of OIF, this suggests that models of even higher resolution may be required

for an accurate assessment of the geoengineering potential of OIF.
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Figure 3.4: Decadal time-series showing the number of particles that remain
successfully sequestered below the upper mixed layer for both the 1000 m
(green line) and 2000 m (green line) experiments.

In a related study, which does discuss sequestration timescales, DeVries et al. (2012)

find a biological pump sequestration efficiency over 100 years globally of about 0.3 (i.e.

30%; their Figure 3c), with higher efficiency in small regions, such as the Weddell Sea

- results not dissimilar to those in this paper. However, their study does not address

the question of OIF explicitly and is carried out with a steady state ocean circulation

model at low resolution (2◦).

Fig.3.4 compares the 1000 m and 2000 m experiments, showing a decadal time-series

of the fraction of carbon remaining below the UML. Unsurprisingly, carbon exported

to depths of 2000 m has a significantly higher probability of remaining sequestered for

a period of 100 years than carbon exported to only 1000 m depth. As only relatively

modest sequestration of carbon reaching 1000 m occurs, this would suggest that 1000

m is insufficient as an ocean-wide standard for carbon sequestration, and that deeper

depth horizons are necessary to provide more reliable sequestration on a centennial
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timescale, for in the SO at least. This raises the question of how difficult is it to ensure

such depth of export and sequestration. de Baar et al. (2008) state that below 100-250

m, particulate matter is vigorously respired and remineralised by bacteria so that on

average only 1-10% of the sinking particulates reach depths below 1000 m. Using the

Martin et al. (1987) export curve we can estimate that of the sinking material from

100m, 14% makes it to 1000 m and 8% reaches 2000 m, which means that while more

than 85% of the sinking flux is lost by 1000 m, the flux is decreased by less than a half

between 1000 m and 2000 m. By choosing 2000 m as a reference depth, the 45% loss

in exported material can be compensated by 40% gain in reducing advective leakage.

This would increase the estimated efficiency of intentional OIF when the role of ocean

circulation is taken into account. However, it is important to note that the Martin

et al. (1987) curve is based on observations from the oligotrophic Pacific, whereas a

recent experiment in a SO mesoscale eddy concluded that - in contrast - over 50% of

the biomass was exported below 1000 m (Smetacek et al., 2012).

There are several caveats for our work. One is that our experiments use present-day

ocean circulation and do not take into account future climate change which is widely

anticipated to have a significant impact on ocean circulation and mixing. The most

pronounced impact on the conclusions of this study could be the effects of a warming

ocean and freshening at mid- to high-latitudes, both of which will tend to increase

vertical stratification (Doney et al., 2012; Salle et al., 2013). Within the framework

of our experiments, increased stratification would potentially decrease the amount of

carbon re-exposed to the atmosphere and increase efficiency estimates. More gener-

ally, our work uses the ocean circulation from a single model at a single resolution.

Future work involving a variety of models with varying resolutions, as well as using
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circulation fields from simulations that extend into perturbed projections of the 21st

century ocean, may help resolve these uncertainties.

3.5 Conclusions

1. The export of sequestered carbon to a depth of 1000 m in the Southern Ocean

does not guarantee its sequestration within the ocean for a period of 100 years

2. More than 66% of sequestered carbon returns into contact with the atmosphere

within 100 years, with a mean timescale of 37.8 years

3. Within 100 years, carbon originally sequestered in the Southern Ocean is redis-

tributed throughout the world ocean, with implications for monitoring

4. The chaotic nature of Antarctic Circumpolar Current flow causes sequestered

carbon initially in close proximity to be unpredictably and widely dispersed to

different fates

5. Sequestered carbon exported to 2000 m experiences lower leakage to the atmo-

sphere (29%), suggesting that more stringent depth criteria may facilitate more

accurate carbon credits systems

6. Considering physical transport is just as critical as biogeochemical processes when

evaluating the efficiency of OIF schemes





Chapter 4
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“It was the best of times, it was the worst of times, it was the age of wisdom, ...”

(Charles Dickens, 1859)

The content of this section was published in 2016, the reference is: Robinson, J., E.
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natural iron fertilization in the Southern Ocean, Journal of Geophysical Research:
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4.1 Introduction

It is now generally accepted that iron, in conjunction with light, is a major limiting

factor of primary production in the Southern Ocean, indirectly controlling the biolog-

ical pump and drawdown of carbon dioxide from the atmosphere (Takahashi et al.,

2009; Blain et al., 2007; Boyd et al., 2007; de Baar et al., 1995; Martin, 1990; Martin

et al., 1990). However, there are exceptions to the high nutrient, low chlorophyll con-

ditions that prevail across most of the Southern Ocean. Large phytoplankton blooms

are observed downstream of continental shelf and land mass (Blain et al., 2007; Pol-

lard et al., 2007a; Korb et al., 2008), where iron is suggested to be supplied to surface

waters predominately from ocean sediments (Bakker et al., 2007; Tyrrell et al., 2005;

Thomalla et al., 2011). In order to understand these important high productivity re-

gions, we need to characterize the timescales and mechanisms that transport iron to

where primary production occurs (Boyd et al., 2012a; d’Ovidio et al., 2015; Wadley

et al., 2014). Here we focus on three Southern Ocean islands groups, the Kerguelen

Plateau, Crozet Islands and South Georgia and Shag Rocks, outlined by black boxes

in Figure 4.1a, specifically looking at the role of advection in determining the spatial

extent of the downstream blooms.

Iron supply in the Southern Ocean comes from a variety of different sources including:

aeolian input; brine rejection and drainage from sea ice; sediments; entrainment from

the deep ocean via winter mixing, Ekman pumping, and upwelling at ocean fronts;

and it is also constantly resupplied via rapid recycling of organic material (Boyd and

Ellwood, 2010; Gille et al., 2014; Graham et al., 2015; Korb et al., 2008; Schallenberg

et al., 2015; Tagliabue et al., 2014). A recent study by Graham et al. (2015) suggests
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that coastlines, continental and island, are key sources of iron to the Southern Ocean,

and also provides a comprehensive description of the behavior of iron in sediment pore

waters and the mechanisms behind its flux into over–lying bottom water. Another

source, recently found to be relevant to the Kerguelen Plateau, is riverine input as-

sociated with snowmelt. This source is important during spring, as there is increased

rainfall and runoff, whereas freezing conditions during the winter inhibit this iron sup-

ply (van der Merwe et al., 2015). In this paper we focus on the potential for iron

fertilization from island sources, primarily from sediments and run–off.

As iron is released from island sediments, internal waves and turbulence mix the iron

up into surface waters which then fuels phytoplankton production (Bowie et al., 2015;

Boyd, 2007; Korb et al., 2008; Park et al., 2008a). Iron that is not immediately utilized

by biota or scavenged from the water column can be transported downstream of its

source via lateral advection within the local circulation and also by stirring within

mesoscale features (Abraham et al., 2000; d’Ovidio et al., 2015). As it advects, iron

can undergo many processes and transformations as part of the complex iron cycle,

which can alter both the transport and bioavailability of iron. For instance, iron can

be diluted by physical mixing, it can be kept in circulation by iron–binding ligands,

or there can be luxury uptake of the iron by biota and hence “internal advection”

(Mongin et al., 2008). In various forms, iron can be lost from the surface by sinking

or it can be retained in the surface water and then remineralized downstream of the

original source and supply a new area with iron (Boyd et al., 2000; Boyd, 2007).

In order to test the hypothesis that inter–annual variability observed in the spatial

extent of downstream island blooms could be explained by horizontal advection, the
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Figure 4.1: A Southern Ocean overview of satellite ocean color, satellite and
modeled surface current speed, and the bathymetry in the model. Panel [a] is
a decadal average, 1998 – 2007, of the chlorophyll–a concentration [mg m−3]
in the month of November. Panels [b] and [c] are the decadal averages (1998 –
2007) of surface current speed [m−s], from the NEMO model, at 1/12◦, and the
Aviso data, at 1/4◦ resolution, respectively. Panel [d] is the Southern Ocean
bathymetry within the NEMO 1/12◦ model, contours are in meters below the
sea surface. Black boxes denote the study areas: South Georgia left, Crozet
islands middle, Kerguelen right.
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details of the iron cycle are not considered here. In this paper the term “iron advec-

tion” refers to any iron from island sources in a form that can be laterally transported,

via either advection or stirring, and is also bioavailable at the bloom site, hence what

is demonstrated in this paper is the potential for iron fertilization. To diagnose the

advection around each island, Lagrangian particles were released within velocity fields

from the NEMO (Nucleus for European Modelling of the Ocean) 1/12◦ ocean general

circulation model, a resolution high enough to resolve eddies and small scale circulation

patterns around the islands. In the analysis the Lagrangian trajectories, representing

water mass potentially fertilized with iron, are compared against the observed bloom

areas in the satellite data. Additionally, the possible causes for bloom termination will

be considered for each island, utilising the model diagnostics and also World Ocean

Atlas nutrient data.

4.2 Methodology

In order to assess the impact of iron that could potentially be advected downstream of

Southern Ocean islands, satellite derived data (chlorophyll–a concentrations and sea

surface currents) were compared with Lagrangian particle trajectories within velocity

output from the NEMO 1/12◦ model. Here we give a brief description of each of the

three study sites, the tools used, and explain the experimental design.
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4.2.1 Study sites

The Kerguelen Plateau and Heard Island (southeast of the Kerguelen Island), depicted

by the box on the right of Figure 4.1d (bathymetry plot), is a major bathymetry fea-

ture within the Indian Ocean sector of the Southern Ocean, extending from 46◦S to

64◦S at the 3000 m isobath. It forms a major barrier to the eastward flowing Antarctic

Circumpolar Current (ACC), with most of the flow being deflected to the north of the

plateau (∼ 100 Sv), and the substantial remainder to the south (30–40 Sv), steered

primarily by the topography. The circulation over the plateau between the two islands

is rather stagnant, <5 cm −s on average. A major circulation feature within the re-

gion is the Polar Front (PF), which cuts between the two islands, flowing close to the

southeast Kerguelen Island (Park et al., 2008b, 2014). The Kerguelen bloom occurs

on decadal average during November to January, as demonstrated in Figure 4.3a., and

is predominately made up of diatom species above the plateau (Blain et al., 2001).

However, note that the Kerguelen bloom can persist for much longer periods, due to

a concurrent resupply of essential nutrients via remineralisation and entrainment from

the deep ocean during vertical mixing (Boyd, 2007).

Crozet Islands (46◦S, 52◦E), depicted by the central black box in Figure 4.1d, is sep-

arated from the Del Cano Rise plateau to the west by the Subantarctic Front (SAF),

which is the dominant circulation feature in the area. The SAF predominately lies west

to east within the ACC, but turns sharply north between the two plateaus (Crozet and

Del Cano Rise), before turning eastward to the north of Crozet as it comes into contact

with the Agulhas Return Current (Bakker et al., 2007; Pollard et al., 2007b). Over

the plateau and to the north of the island (bounded by the SAF) is an area of Polar
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Frontal Zone characterised by weak circulation (15 – 20 Sv), within which iron can

accumulate during the winter months that can subsequently fuel a bloom (Planquette

et al., 2007). The phytoplankton community structure of the Crozet bloom, described

by Poulton et al. (2007), is made up of varying sizes of diatoms, and very small prym-

nesiophyte Phaeocystis antarctica. Biomass varies considerably near to the plateau

between species, but further away from the plateau, to the northwest and east, prym-

nesiophyte P.antarctica can dominate.

South Georgia, and Shag Rocks (northwest of South Georgia), hereafter referred to

collectively as South Georgia, are located to the east of Drake Passage, highlighted by

the left black box in Figure 4.1d. The islands form part of the North Scotia Ridge at

roughly 54◦S, 37◦W, directly in the path of the ACC. The PF lies north of the islands,

and the Southern ACC Front flows to the south, looping anti–cyclonically around South

Georgia before flowing east again (Orsi et al., 1995; Meredith et al., 2003). North of

the island, enclosed by the PF and Southern ACC Front, is the South Georgia Basin,

within which prolonged blooms exist throughout the growing season (Borrione and

Schlitzer, 2013). This paper will focus on the South Georgia Basin bloom, but there

are blooms occurring to the south and west of the islands (Ward et al., 2007), although

these blooms are partly subsurface and may not be represented by satellite observa-

tions. Furthermore the region is one of the most productive regions across the entire

Southern Ocean, with various sources of iron and phytoplankton (Ardelan et al., 2010;

Murphy et al., 2013; Thomalla et al., 2011). Consequently, from satellite ocean color

data alone, it is not possible to delineate blooms fertilised by iron from South Georgia

sediments or from elsewhere within the basin (Antarctic peninsula or ice melt). The
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South Georgia Basin bloom (hereafter referred to as the South Georgia bloom) is dom-

inated by large diatom species, but is described as “patchy” over scales of 10 – 20 km,

with fragmented diatom colonies occurring alongside a more invariant community of

small autotrophs and heterotrophs (Atkinson et al., 2001; Korb et al., 2008).

Each of the three islands have different characteristics which determine the ecosystem

that they support and its functioning, but for a generalized overview of the Southern

Ocean ecosystem see Boyd (2002). These islands have been selected for this study as

their blooms have been extensively explored in the field (Blain et al., 2008; Pollard

et al., 2007a; Korb et al., 2008; Murphy et al., 2013), the results from which can be

used to support our own analysis.

4.2.2 Satellite data

4.2.2.1 Chlorophyll observations

The ocean color data used in this study comes from the ESA Ocean Colour Climate

Change Initiative. Here we use a (level 3 geographically mapped) merged and bias

corrected product from the MERIS, MODIS and SeaWiFS datasets, with a horizontal

resolution of up to 4 km (Storm et al., 2013). Because of the low solar elevation and

sea–ice coverage in winter, data is unavailable in some areas, most visibly the Weddell

Sea in Figure 4.1a, but by averaging over a month, year and decade, we can fill in

many of the gaps. This study has utilized monthly chlorophyll–a (chl–a) concentra-

tions over the period 1998 – 2007, the first decade in which we have good satellite

coverage across the world. In this study, the chlorophyll data is used to represent
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phytoplankton biomass, defining the island blooms.

4.2.2.2 Altimetric sea surface currents

The satellite altimeter data is produced by Ssalto/Duacs and distributed by the Archiv-

ing Validation and Interpretation of Satellite Data in Oceanography (Aviso) group,

with support from CNES (http://www.aviso.altimetry.fr/duacs/). Here we uti-

lize a merged dataset, from only two satellites at any one time, each having the same

ground track and stable sampling which provides a homogenous time series. This

along–track, delayed time data product has great stability and therefore is the ideal

product for use in inter–annual comparison studies (Le Bars et al., 2014).

The along–track Absolute Dynamic Topography (ADT) is obtained by adding the Sea

Level Anomaly to the Mean Dynamic Topography (Mean Sea Surface Height minus

Geoid). A mapping procedure using optimal interpolation with realistic correlation

functions is applied to produce ADT maps (MADT or L4 products) onto a Cartesian

1/4◦ x 1/4◦ grid (AVISO, 2014). Here we use the sea surface geostrophic velocities

computed from the ADT over the period of 1998 – 2007.

4.2.3 NEMO model and Ariane Lagrangian particle tracking

The NEMO 1/12◦ resolution ocean general circulation model has been developed with

particular emphasis on realistic representation of fine–scale circulation patterns (Madec

and the NEMO team, 2008), which provides an ideal platform to conduct Lagrangian

http://www.aviso.altimetry.fr/duacs/
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particle–tracking experiments around the small islands of the Southern Ocean. Full

details of the model run, including model setup and configuration, can be found in

Marzocchi et al. (2015) as only a brief description will be given here. The model is

initialized with World Ocean Atlas (WOA) 2005 climatological fields and forced with 6–

hourly winds, daily heat fluxes, and monthly precipitation fields (Brodeau et al., 2010).

The run begins in 1978, with output through to 2010, of which we are interested in

1998 – 2007. Model output is stored offline as successive 5 day means throughout the

model run, of which the velocity fields are used for the particle tracking in this paper.

The Ariane package (Blanke and Raynaud, 1997) (available online at: http://stockage.

univ-brest.fr/~grima/Ariane) is applied to the NEMO velocity field to track water

parcels using point particles that are released into the modeled ocean circulation (cf.

Popova et al. (2013) and Robinson et al. (2014), who used output from the NEMO

1/4◦ model). These particles are intended here to represent water masses fertilized by

iron scoured from the island sediments. Further details about the Ariane package can

be found in Blanke and Raynaud (1997) and Blanke et al. (1999).

An important caveat to the results is that we do not expect the NEMO 1/12◦ model

to reproduce the detailed mesoscale flows year–by–year due to chaotic dynamics, as

the mesoscale eddy field is not initialised to match that of the real world (only possible

using data assimilation). Nevertheless, the model does reproduce the larger scale flow

field in the vicinity of the islands, which is important for downstream advection (see

Figure 4.1b and c).

http://stockage.univ-brest.fr/~grima/Ariane
http://stockage.univ-brest.fr/~grima/Ariane
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4.2.4 Experiment design

In order to study the advection of iron from island sources and make a qualitative

comparison with the ocean color 1998 – 2007 observations, Lagrangian particles were

released monthly into the modeled circulation from around the shelf regions of each

island, from January 1998 to December 2007. Particles are deployed in every other

grid cell of the 1/12◦ model grid along the horizontal (latitudinally and longitudinally),

and at each level of the NEMO grid depth domain down to a maximum depth of 180 m

(30 depth levels, not equally spaced see Madec and the NEMO team (2008)), around

each of the three islands (cf. Srokosz et al. (2015), who used a similar analysis for the

Madagascar bloom). Figure 4.2 shows the starting positions of the particles around

each of the islands. The particles had to be spaced at a high enough resolution to re-

solve the fine scale circulation patterns around each island, but the experiments were

limited computationally, as the islands are not of a comparable area, so there could

not be a particle within every model grid cell. The particles are released in both the

horizontal and vertical extent, to represent iron that is scoured from the shelf sediment

(down to 180 m in this experiment) and mixed upwards (Ardelan et al., 2010; Blain

et al., 2001; Hewes et al., 2008; Planquette et al., 2007) as well as other island sources,

such as river run–off (van der Merwe et al., 2015). Particles that are subducted deeper

than 200 m, i.e. out of the euphotic zone, along their trajectory are removed from the

analysis. At the horizontal and vertical grid spacing described, that results in 8240

Lagrangian particles being released each month from the Kerguelen and Heard Island,

465 particles from Crozet, and 2820 particles from South Georgia and Shag Rocks.
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Figure 4.2: The starting positions of the Lagrangian particles around the
islands. Particles are placed over shallow bathymetry (< 180 m), around
Kerguelen and Heard Island, Crozet Islands, and South Georgia and Shag
Rocks; plots [a], [b], and [c] respectively. In plots [a] and [c], only every other
particle is plotted for clarity. The plot also includes contours of 500 m (dark
blue), 1500 m (green) and 3000 m (red) isobaths. Note that the axis for each
panel are not consistent.

4.2.4.1 Assumptions and limitations of method

The main assumption in this study is that surface waters in the Southern Ocean are

iron limited, and that the addition of iron to an area, via horizontal advection, would

initiate a bloom. However in reality, productivity can be co–limited in the Southern

Ocean, with light or silicate for example, and there are also seasonal factors which

control phytoplankton growth, which can vary in both time and space (Boyd, 2002).

In the analysis to follow, the advection time over a period of twelve months is discussed.

Note that the residence time of bioavailable iron in surface waters is not yet fully un-

derstood, but thought to be relatively short, on the order of only weeks to months

(Boyd and Ellwood, 2010; Shaked and Lis, 2012; Schallenberg et al., 2015). However,

studies have also shown that iron can be transported during winter months and remain

in the upper ocean to be available to stimulate blooms in the summer months (Mongin

et al., 2009; d’Ovidio et al., 2015). Graham et al. (2015) postulates that this might

be possible due to intense biological recycling of iron, or the long–range transport of
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particulate iron, or even by currently unknown processes. For the time being these

questions remain unanswered, and so for the purpose of this study all of the iron from

the islands is assumed to remain available throughout the year. A further assumption

is that all advective pathways have the potential to be fertilized with iron.

A caveat to this analysis is that, in using satellite ocean color data, it is not possible

to detect subsurface chlorophyll maxima, which are known to exist in certain regions

of the Southern Ocean (Holm-Hansen et al., 2005; Tripathy et al., 2015). Therefore

we cannot use our analysis to draw any conclusions on the location or variability of

known subsurface chlorophyll maxima (Ward et al., 2007), and make the distinction

now that only surface blooms are considered, hereafter just referred to as blooms.

As touched upon in the introduction, the representation of iron and its transport in

this method is a simplification. Ideally this study would be performed using tracers

in a high–resolution, fully coupled biogeochemical model, but the computational re-

sources required for this would be extreme. Such a study would need a coupled model

at a resolution high enough to formally resolve the small–scale circulation features that

occur around the islands at the center of this study. As such, the analysis presented

in our results and discussion is restricted to consider only potential iron advection and

consequent fertilization.
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4.3 Results

4.3.1 Ocean color

Figure 4.1a is a 10 year average of satellite derived sea surface chl–a concentrations in

November, over 1998 to 2007. The islands of interest are highlighted by black boxes,

from which it is clear that these island blooms can be more than double the magni-

tude of productivity anywhere else in the Southern Ocean. Figure 4.3 is the decadal

monthly averages, of surface chl–a concentration, for a single location inside, and a

single location outside of the bloom sites for each island. Each location was selected

arbitrarily based on persistence either inside or outside (upstream of the ACC) of the

annual bloom. The latitude and longitude coordinates of each location inside the bloom

are 72◦E and 49◦S, 52.5◦E and 45.5◦S, 38.5◦W and 52.5◦S; for Kerguelen, Crozet and

South Georgia respectively. The coordinates of each location upstream of the bloom

are 66◦E and 48◦S, 45.5◦E and 46.5◦S, 49.5◦W and 52.5◦S (cf. Park et al. (2008b)

their figure 11, Pollard et al. (2009) their figure 1, and Korb et al. (2004) their figure

1, for schematic positioning of the ACC around Kerguelen, Crozet and South Georgia

respectively). In this paper, a bloom is defined by chl–a concentrations higher than 0.5

mg m−3, as it is consistently higher than chl–a outside of each islands typical bloom

regions (Comiso et al., 1993; Moore and Abbott, 2000). Also, when 0.5 mg m−3 of

chl–a is exceeded in Figure 4.3, it occurs on a steep gradient from one month to the

next, indicating the start of a bloom. Additionally this concentration is low enough to

avoid complications with double peaks in chl–a associated with South Georgia, as can

be seen in Figure 4.3c. South Georgia is a region that frequently has two bloom peaks

per year (Borrione and Schlitzer, 2013), however it is outside of the scope of this work

to analyze peak bloom events. Therefore, in order to focus on inter–annual rather than
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inter–seasonal variability, we consider the average chl–a concentration over the bloom

period. The error bars in Figure 4.3 are 1 standard deviation in chl–a for each month,

over the ten year period. The size of the error bars is an indication of the seasonality

across the regions and annual cycles. South Georgia in particular, has large error bars

which is due to the range in magnitude of annual blooms. For instance, the average

chl–a for January over 1998 – 2007 is <1 mg m−3, however in January of 2002, the

concentration was as high as 15 mg m−3 (Korb and Whitehouse, 2004).

Figure 4.3: The average chlorophyll–a concentration [mg m−3] (satellite ocean
color) of each month over the 10 year period. Concentrations are from two
locations, one inside (thick green line with markers) and one outside of the
bloom region (dashed green line), for each island. The data points from inside
the bloom region include error bars which are plus and minus one standard
deviation in chlorophyll–a for each month, over the ten year period. The blue
line represents the decadal average of the mixed layer depth of each location
inside the bloom. Panels [a], [b], and [c] are Kerguelen, Crozet and South
Georgia. Note the x axis, ‘Month’, begins from June through to May.
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Figure 4.3 also includes the averaged (decadal) monthly mixed layer depth (MLD) in

the ‘bloom’ site for each island, calculated online in the NEMO model. Comparing

the bloom and MLD curves we see that the bloom is likely triggered by the onset of a

shallowing mixed layer (Venables and Moore, 2010). The MLD, specifically its role in

terminating the blooms, is considered in further detail in the discussion.

Figure 4.4 shows example years of a small and a large averaged bloom period (hereafter

referred to as the bloom) for each island, during 1998–2007. Maximum and minimum

blooms for Kerguelen occur in 2003 and 2000, Crozet is 2004 and 2001, and South

Georgia is 2002 and 2006. Strikingly, Figure 4.4 demonstrates the strong inter–annual

variability in both bloom magnitude and area, which may be explainable by studying

the potential iron advection from the islands.

4.3.2 NEMO vs. Aviso surface current speed

The ability of the chosen model to accurately represent the circulation in the study area

is critical to the quality of the results. In order to assess the performance of the NEMO

1/12◦ model we can compare with satellite derived sea surface currents (Aviso). The

Aviso data is the geostrophic component of the velocity, whereas the NEMO model

is the absolute velocity, but this should not impact a comparison between the two as

they are near equal at the surface. By comparing the decadal averages of NEMO and

Aviso, side by side (Fig. 4.1), we can assess the models performance.
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Figure 4.4: Example years of satellite ocean color plots of each island.
Chlorophyll–a concentrations have been averaged over the bloom period for
each year. The top row is Kerguelen (bloom period: Nov – Jan), years 2000
([a]) and 2003 ([b]); the middle row is Crozet (bloom period: Oct – Dec), years
2001 ([c]) and 2004 ([d]); and the bottom row is South Georgia (bloom period:
Oct – Apr), years 2006 ([e]) and 2002 ([f]). Panels [a], [c], and [e] are examples
of a small bloom extent during the 1998 – 2007 year period, and panels [b],
[d], and [f] are years with a large bloom extent.

Figure 4.1[b] and 4.1[c] are a comparison of the decadal (1998 – 2007) average ocean

surface current speed, from NEMO and Aviso respectively, across the Southern Ocean.

Qualitatively, the model correctly captures the major features, and also their magni-

tude. Fast flowing currents are stronger in the model than Aviso, and also boundaries

of fast flowing currents within the modeled circulation are more defined than in the
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observations. This may be due to data smoothing caused by the correlation function

applied to the Aviso data or due to the model under representing sub–mesoscale fea-

tures. Figures C.1.1 - C.1.3 in the supporting information show the decadal, annual

and monthly averaged circulation, of both model and satellite derived velocities, for

each island for illustrative purposes.

4.3.3 Advection of iron towards the bloom site

In this paper we hypothesize that the advection of iron downstream of islands allow

blooms to occur in the otherwise high nutrient, low chlorophyll regime of the Southern

Ocean. Here we investigate the timescales of fertilization, and the degree to which the

circulation can impact inter–annual variability, during the period 1998 – 2007.

The Kerguelen bloom occurs on decadal average during November to January, as

demonstrated in Figure 4.3a. For this analysis, we focus on the average surface chl–a

concentration over the bloom period (November to January in Kerguelen’s case) for

each year, referred to as the bloom. Figure 4.5 shows the patch around Kerguelen that

could potentially be fertilized with iron by the local circulation in the NEMO model.

The fertilized patch is depicted by colored markers, which represent the location of

trajectories in October for each year, with the different colors indicating the month

in which the particles were released from the island. Strikingly, the fertilized patch

is much larger than the bloom extent, represented by black contours in each annual

subplot. The trajectories propagate east from the island between the latitude band of

roughly 45◦S – 54◦S, but then spread both northward and southward in extent from

roughly 77◦E. However, despite the fertilized patch reaching as far north as 40◦S in
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Figure 4.5, we can see from the black contours that the bloom area is never north of

45◦S in any of the years.

Having found that the horizontal advection of iron would be sufficient to fertilize the

bloom in principle, a further question arises as to whether the bloom is terminated

by the exhaustion of iron in the surface water. This question cannot be addressed

directly using the NEMO 1/12◦ simulation, as it is not a coupled biogeochemistry

model. However, if the bloom is terminated by the exhaustion of iron then a question

that can be addressed is: can advection resupply iron in the period between the end of

one bloom and the start of the next? As addressed by Mongin et al. (2009), and more

recently by d’Ovidio et al. (2015). For Kerguelen, the location of the fertilized patch

was very consistent, however there are temporal differences in the timing of advection.

Nevertheless, the results show the maximum advection time for the particles to reach

the furthest extents of the bloom is on the order of 5 – 6 months, suggesting that

horizontal advection is sufficient to resupply the bloom area with iron, in agreement

with Mongin et al. (2009) and d’Ovidio et al. (2015).

Figure 4.6, is the same as 4.5, but focusing on Crozet. The Crozet bloom occurs one

month earlier than the Kerguelen bloom, on decadal average during October to De-

cember (Pollard et al., 2007a), and so the trajectories shown in Figure 4.6 represent

the fertilized patch in September. Figure 4.6 suggests there is more inter–annual vari-

ability in the circulation around Crozet than Kerguelen, both spatially and temporally.

In Figure 4.6, the fertilized patch tends to be north of the island and to the east, made

up of particles released in June through to August (light green to orange on the color

bar). This indicates that the timescale for fertilization, of water mass being within the
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Figure 4.5: Extent of Lagrangian trajectories around Kerguelen. 8240 particles
were released monthly from their starting positions, denoted in blue, however
only every second particle is shown here for clarity. Particle trajectories in
October (preceding the start of the bloom), are depicted by colored markers.
The color of the trajectory relates to the month in which it was released as
indicated by the color bar. The black contour represents the averaged bloom
area, over November – January, of chlorophyll–a concentrations above 0.5 mg
m−3. Only trajectories that are shallower than 200m are included in this plot.
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Figure 4.6: Extent of Lagrangian trajectories around Crozet. 465 particles
were released monthly from their sing positions, denoted in blue, however
only every second particle is shown here for clarity. Trajectories in September
(preceding the start of the bloom), are depicted by colored markers. The color
of the trajectory relates to the month in which it was released as indicated
by the color bar. The black contour represents the averaged bloom area, over
October – December, of chlorophyll–a concentrations above 0.5 mg m−3. Only
trajectories that are shallower than 200m are included in this plot.
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immediate vicinity of Crozet (where the particles are released) to outside of the bloom

area (the black contours), is on the order of 3 – 4 months, however Figure 4.6 clearly

shows the inter–annual variability in this timescale. There are some years in Figure 4.6

where we see the fertilized patch extending to the west of the island, most visibly in

the years 2000, 2002, 2003, and 2007. The color of the markers seen to the west of the

island in some of the years show the particles were released earlier in the year, ranging

from January (2000) to April (2002). Focusing on the black contours in Figure 4.6,

representing chl–a concentrations above 0.5 mg m−3 during the bloom period, there

are years in which the bloom is propagated to the west also, most clearly apparent in

2000 and 2007.

The bloom associated with South Georgia occurs on decadal average, during Octo-

ber to April, however South Georgia experiences the highest seasonality of all the

three islands in this study. Here we discuss the South Georgia bloom, although the

surrounding area is one of the most productive regions within the Southern Ocean

(Ardelan et al., 2010; Young et al., 2014), so separating a bloom associated with iron

only advected from South Georgia is not non–trivial. In order to address this issue,

we have applied a mask to the ocean color data, to remove chl–a that was most likely

fertilized from other iron sources in the region, guided by the surface chl–a climatology

around South Georgia produced by Borrione and Schlitzer (2013). Figure 4.7 is again,

the same as Figures 4.5 and 4.6, with the colored markers representing the particle

locations in September (preceding the start of the bloom). The extent of the fertilized

patch around South Georgia changes annually, although to a lesser degree than around

Crozet. What does remain almost annually consistent, is the north and eastward ad-

vection of the particles (with the exception of 2006) and an associated bloom occurring
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Figure 4.7: Extent of Lagrangian trajectories around South Georgia. 2820
particles were released monthly from their starting positions, denoted in blue,
however only every second particle is shown here for clarity. Trajectories, in
October (preceding the start of the bloom), are depicted by colored markers.
The color of the trajectory relates to the month in which it was released as
indicated by the colorbar. The black contour represents the averaged bloom
area, over October – April, of chlorophyll–a concentrations above 0.5 mg m−3.
Only trajectories that are shallower than 200m are included in this plot.
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within the Georgia Basin, which is just north of the island. In some of the years, most

distinctly in 2004 and 2005, there is a well defined boundary edge to the trajectories

on the western side of the fertilized patch. This sloping western boundary edge is also

apparent in the average bloom area in almost all years (2006 being the most apparent

exception). The trajectories and bloom are restricted to the east of this boundary

due to the eastward flowing PF which acts as a physical barrier (Moore et al., 1999;

Korb and Whitehouse, 2004). The colored markers represent the particles locations in

the month of September, and therefore particles that are released at the beginning of

September have only had one month to be advected, and consequently are the closest

to South Georgia. Focusing just on the recently released particles, from August and

September (orange and red), it is apparent that, for the majority of the years, this

western boundary of both the fertilized patch and bloom area is an important route

for iron to be advected away from South Georgia, flowing towards Shag Rocks and

then along the PF. This circulation feature was also found by Young et al. (2011) in

their higher resolution regional model, described as a unidirectional link between the

two land masses (see their Figure 7).

Table 4.1 provides the size of both the annual blooms and fertilized patches around

Kerguelen. As can also be seen in Figure 4.5, the fertilized patch is much larger than

the bloom, and there is more variability in the bloom size than in the fertilized patch.

Consequently, the annual percentage of the bloom area that is within the fertilized

patch is consistently very high, with an average of 77% (st dev ±6.5). As the fertilized

patch is much larger than the bloom area, it would suggest that iron availability is not

the only, or at least most important, factor controlling the Kerguelen bloom extent

and inter–annual variability. The year 2003 had the largest bloom in our study period,
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Table 4.1: Size of the annual bloom and fertilized patch around Kerguelen,
and the percent of each area that is overlapped by the other. Bloom Area is
the total area of the average (November to January) chl–a concentration above
0.5 mg m−3; Fertilized patch is the extent of particle trajectories in October
(prior to the start of the bloom); Bloom Overlap is the percent of the bloom
area overlapped by the fertilized patch; Fertilized Overlap is the percent of the
fertilized patch overlapped by the bloom.

Bloom Area Fertilized patch Bloom Overlap Fertilized Overlap
Year (km2) (km2) (%) (%)

1998 674572 2731476 74 18
1999 803847 2676533 64 19
2000 339783 2693883 78 10
2001 832765 2593000 84 27
2002 613450 2621786 75 18
2003 1602173 2435464 73 48
2004 729515 2637034 72 20
2005 532218 2568354 84 17
2006 1056154 2539699 82 34
2007 640068 2358635 86 23

Table 4.2: Size of the annual bloom and fertilized patch around Crozet, and
the percent of each area that is overlapped by the other. Bloom Area is the
total area of the average (October to December) chl–a concentration above 0.5
mg m−3; Fertilized patch is the extent of particle trajectories in September
(prior to the start of the bloom); Bloom Overlap is the percent of the bloom
area overlapped by the fertilized patch; Fertilized Overlap is the percent of the
fertilized patch overlapped by the bloom.

Bloom Area Fertilized patch Bloom Overlap Fertilized Overlap
Year (km2) (km2) (%) (%)

1998 223784 216357 35 36
1999 300810 251913 52 62
2000 168707 259734 59 38
2001 70586 231342 60 18
2002 195589 238834 42 34
2003 299167 232525 41 52
2004 355097 252176 48 67
2005 258354 246721 54 56
2006 209982 244683 47 40
2007 342084 282999 32 39
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Table 4.3: Size of the annual bloom and fertilized patch around South Georgia,
and the percent of each area that is overlapped by the other. Bloom Area is
the total area of the average (October to April) chl–a concentration above 0.5
mg m−3; Fertilized patch is the extent of particle trajectories in September
(prior to the start of the bloom); Bloom Overlap is the percent of the bloom
area overlapped by the fertilized patch; Fertilized Overlap is the percent of the
fertilized patch overlapped by the bloom.

Bloom Area Fertilized patch Bloom Overlap Fertilized Overlap
Year (km2) (km2) (%) (%)

1998 527788 801679 79 52
1999 671337 864382 70 54
2000 453359 810443 79 44
2001 560929 798532 74 52
2002 946833 704231 50 67
2003 854692 750085 56 64
2004 587281 713427 69 57
2005 626285 700466 66 59
2006 414108 703676 56 33
2007 543833 573456 61 58

in which the bloom did extend out across and to the southern edges of the fertilized

patch. It is possible, that in 2003 the primary limiting factor to the Kerguelen bloom

was alleviated so the bloom could extend further out into the regions of available iron.

This hypothesis will be considered later in the study.

Looking at Table 4.2, the Crozet bloom is a third of the size of the Kerguelen bloom,

with an average bloom size of 242,416 km2 compared to the Kerguelen average of

782,455 km2. Focusing on the percentage of the bloom site overlapped by the trajec-

tories (Fertilized patch) for each year, there is a range of 60% – 32% overlap. This

is reflected in the percentage of the fertilized patch overlapped by the bloom, ranging

from 67% – 34%. Both the bloom area and fertilized patch around Crozet vary annu-

ally, and Crozet has the lowest overlap out of the three islands studied.

The average size of the South Georgia bloom over 1998 – 2007 was 618,645 km2, smaller
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than the average size of the fertilized patch at 742,038 km2. In Table 4.3, we can see

a large range in the bloom area around South Georgia across the years, the maximum

being 946,833 km2 in 2002 and the minimum being 414,108 km2 in 2006 (see Figure

4.4). There is also a range in the size of the fertilized patch, although not as large as

the range in bloom size. Focusing on the amount of overlap between the bloom and

trajectories, we see that the annual bloom overlaps are generally larger than the fertil-

ized patch overlaps (2002 and 2003 being the exceptions). This is due to the fertilized

patch being larger than the bloom area for the majority of the years. However, as with

the other two islands, there is a range in the annual overlaps, which can be explained

by a combination of inter–annual variability in the sizes and locations of the annual

blooms, and also, to differing degrees for each island, the inter–annual variability in

the size and locations of the fertilized patches (Kerguelen being the most consistent,

and Crozet exhibiting the most variation).

Figure 4.8 shows the overlap of the bloom (bloom period average, chl–a concentration

greater than 0.5 mg m−3) by the fertilized patch from each individual monthly release

of particles. In the Kerguelen plot, we see a maximum range of around 10 – 25%

between years, in the overlap between monthly releases of particles and the average

bloom. The cause of this range is a combination of inter-annual variability in both

the advection and bloom extent. In comparison with Figure 4.5 and Table 4.1, it is

apparent that the highest degree of variability comes from the bloom, although the

inter-seasonal variation in advection timing and consequently fertilization could also

impact bloom development. Particles released in October, just prior to the start of the

bloom, cover around 10 – 15% of the bloom area, with the maximum bloom coverage

from releases in April – June for the majority of the years. This gives an advective
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fertilization timescale of between 5 – 7 months for maximum bloom coverage. The

circulation on the Kerguelen Plateau itself is known to be sluggish, certain parts even

described as stagnant (Park et al., 2014). This localized slow moving water on the

plateau (where particles start) may account for the low bloom overlap percentage by

particles released just prior to the start of the bloom (November).

In Figure 4.8, Crozet shows less inter–annual variability than Kerguelen, of less than

10% difference between years. The most apparent difference between Crozet, and the

other two islands, is that the advective fertilization timescale is much shorter, with

maximum bloom overlap from particles released in June – August, which is 2 – 4

months prior to the start of the bloom (typically October). However, Crozet has the

lowest bloom overlap, with a maximum of 25% from an August release in 2000. For

the majority of the years, the maximum percent coverage of the bloom is below 20%.

The South Georgia plot of Figure 4.8 shows a degree of consistency in the timing

of fertilization, but high variability in the bloom overlap from each monthly release,

across the years. The variability in bloom overlap is on the order of 10 – 15%, and

the advective fertilization timescale is roughly April – June, 4 – 6 months prior to the

typical start of the bloom. The maximum percentage bloom overlap is 40%.

4.4 Discussion

Here we consider other factors that could impact the bloom, light limitation and nu-

trient control, before addressing our three main research questions: Can advection
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Figure 4.8: The percent of the bloom area overlapped by Lagrangian tra-
jectories from each monthly release for each year. For each monthly release
of particles, trajectories that were within the bloom area, in the month that
is prior to the start of the bloom, were recorded and used to calculate the
percentage area coverage of the bloom by Lagrangian trajectories. Any par-
ticles deeper than 200 m were not included. The y axis, % bloom overlap,
indicates the percentage of the bloom area overlapped by particles from each
monthly release shown on the x axis, Particle release month. Each colored line
represents an individual year.
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explain the extent of the bloom area? Can advection explain the bloom inter–annual

variability? And what factors could cause bloom termination?

4.4.1 Light limitation

In addition to iron limitation in the Southern Ocean, light limitation also plays an

important role in controlling productivity Wadley et al. (2014). The light levels en-

countered by phytoplankton cells is partly determined by the mixed layer depth (MLD),

as they are vertically mixed between high surface irradiance and low subsurface irra-

diance (Venables and Moore (2010) – explanations and references therein). To assess

the light availability around the islands during the typical bloom periods, Figure 4.9

shows the decadal average monthly depths of the mixed layer, calculated online in the

NEMO model, over 1998 – 2007.

The top row of Figure 4.9, shows the MLD around Kerguelen which remains in a similar

spatial pattern during the bloom period, with a distinct divide between the shallower

north and deeper south. During the period 1998 – 2007, the Kerguelen bloom is

constrained to the south of this divide where the MLD is deepest. The middle row

shows the MLD around Crozet which exhibits the typical shallowing north to south

of the MLD from winter into summer. In Figure 4.9 the bottom row is a two month

decadal average of the mixed layer for the South Georgia region. Two months have

been averaged together in order to capture the entire bloom period within the plot,

from which we can see the typical north to south shallowing of the mixed layer from

winter into summer. Both the Kerguelen and Crozet Islands blooms have typically

terminated when the mixed layer is shallow enough for there still to be light available,
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Figure 4.9: Monthly climatologies (decadal, 1998 – 2007) of the modeled mixed
layer depth, calculated online by the NEMO model, around Kerguelen, Crozet
and South Georgia. The color scale is m below the surface, with warm colors
indicating shallow depths and cold colors representing deeper depths.

which suggests that neither bloom is terminated by light limitation (Venables et al.,

2007; Venables and Moore, 2010). The South Georgia bloom, however, persists for

the entire season and typically ends when the mixed layer begins to deepen in winter,

strongly indicating that the bloom is terminated by diminishing light, and not by the

exhaustion of iron.

4.4.2 Nutrient control

The depth of the mixed layer is also significant for the amount of nutrients being

brought to the surface from the deep, such as nitrate and silicate as well as iron.

World Ocean Atlas (WOA) climatologies show the concentration of nitrate to be high

across much of the Southern Ocean, south of the Sub-Antarctic Front, whereas silicate

concentrations decrease rapidly north of the Polar Front (Boyer, 2013). At Kerguelen,
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during the recent KEOPS 2 cruise (October – November 2011) Lasbleiz et al. (2014)

found higher concentrations of silicate south of the PF at roughly 72◦E, close to the

plateau.

One possible hypothesis is that silicate is the primary limiting factor controlling the

large and highly variable Kerguelen offshore bloom (i.e. longitudinally far away from

the plateau), both in spatial extent and inter–annual variability. This could explain

why the bloom is contained to the south (bloom northern limit of 44◦S), where a deeper

MLD can mix silicate to the surface, despite the iron potentially being advected and

available as far north as 40◦S (see Figure 4.5). Many previous Southern Ocean iron fer-

tilization studies, both artificial and natural, have reported the development of a large

diatom bloom in the fertilized patch (Blain et al., 2001; de Baar et al., 2008; Mongin

et al., 2008) and consequently, in the region of Kerguelen, depletion of silicate over

the plateau (Mosseri et al., 2008). The absence of a non-diatom bloom is explained

by the efficient grazing of microbial communities by copepods and salps as suggested

by Banse (1996) and Smetacek et al. (2004). However, the majority of studies have

been focused on the bloom above the plateau rather than further downstream, whereas

the 2011 KEOPS II cruise focused mainly on the bloom located just northeast of the

Kerguelen Islands above the abyssal plain. Their results suggest that the majority

of diatom silica production during the bloom event is sustained by ‘new’ silica, sup-

plied primarily from pre-bloom winter water and also vertical supply. As the bloom

progresses, the silicon pump is strengthened by the sinking of biogenic silica, and con-

sequently the standing stock of available silica diminishes over time. Estimates for the

duration of the high productivity bloom period is on the order of 85-86 days, after

which the bloom declines (Mongin et al., 2008; Closset et al., 2014). These conditions
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could also be true of the far offshore bloom, which in some years extends further east

than 95◦S (2003, in Figure 4.5), but further in–situ observations, of both silicate con-

centrations and bloom composition, would be necessary to either prove or disprove this.

4.4.3 Can advection explain the extent of the bloom area?

Focussing now on the circulation around each island, we discuss if the modeled advec-

tion can explain the spatial extent of the island blooms. Our results suggest that iron

advected from the Kerguelen and Heard Islands could fertilize an area which overlaps

the annual bloom extent, but is actually much larger than the area of the bloom. Figure

4.10 shows that the bloom which occurs over the plateau (southeast of the Kerguelen

island) is predominately fertilized by iron advected from Heard island (Zhang et al.,

2008). This is in agreement with a water mass path way study on the plateau using

radium isotopes during the 2005 KEOPS cruise, which also found the water mass on

the plateau to have originated from Heard island (van Beek et al., 2008).

We find that the larger bloom event, which extends as far as 100◦E in some years, is

mostly fertilized by iron advected from Kerguelen island (see Figure 4.10), in agreement

with Mongin et al. (2009) who also performed a modeled advection study on the

Kerguelen bloom.

During the recent KEOPS II cruise, iron budgets were calculated focusing on blooms

occurring on the plateau, and also offshore in the “plume”, which show the importance

of a horizontal supply of iron particularly, for the offshore bloom (Bowie et al., 2015).

This separation, in the fertilization of the plateau bloom and offshore bloom, is due

to the PF which occurs between the two islands, and flows close to the southern and



88 Chapter 4 A tale of three islands

Figure 4.10: Lagrangian trajectories originating from the Kerguelen and Heard
Islands in 2003. Collectively, 8240 particles were released monthly from their
starting positions, denoted in blue, however only every second particle is shown
here for clarity. Particle trajectories are depicted by colored markers, with the
color of the marker relating to the month in which it was released as indicated
by the color bar. Gray hatching represents the bloom area, averaged over
November – January, where chlorophyll–a concentrations are above 0.5 mg
m−3. The thick black contour represents the approximate location of the
Polar Front in the model for 2003. Only trajectories that are shallower than
200m are included in this plot.

eastern edge of Kerguelen. Using the definition described in Park et al. (2014), the

thick black contour in Figure 4.10 represents the modeled location of the PF for the

year 2003. The general position and shape of the PF is fairly consistent each year,

however the modeled PF does exhibit small annual variations. In Figure 4.10, it is

apparent that the extent of the Kerguelen island trajectories, and also in 2003 the

bloom, is strongly bounded (in the south) by the location of the PF.

The location of the Crozet bloom was different annually, in some years propagating

north west, but most frequently to the north east of the island. The fertilized patch

is also predominately to the north east of Crozet, but there are exceptions in some

years when small narrow currents flow north west from the island. Meridionally, both

the fertilized patch and consequently bloom area occur northwards of the islands, due

to the formation of a Taylor Column around the island vicinity (Popova et al., 2007).

Zonally, the majority of particles are advected by water which has detrained from a
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branch of the SubAntarctic Front (SAF), and are advected eastward which corresponds

with the orange Argo float trajectories in Figure 5 of Pollard et al. (2007b). Lagrangian

particles which are advected westward are entrained into a secondary branch from the

main SAF, which flows anticyclonic around Del Cano Rise (blue drifter trajectories in

Figure 5 (Pollard et al., 2007b)), before eventually turning eastward at roughly 44deg.

In Figure 4.6, we see that the years in which the fertilized patch is propagated to the

west (2000, 2002, 2003 and 2007), the particle trajectories are from releases earlier in

the year, roughly from January to April. This is due to the water mass north of the is-

land (but south of the SAF) being very sluggish, resulting in particle entrainment into

the anticyclonic component of the SAF around Del Cano Rise, taking several months.

The model does show potential iron advection extending into all regions of the Crozet

annual bloom areas, however the fertilized patch in the north west was never as large

as the blooms which occurred in the north west. Read et al. (2007) found that sub–

mesoscale features were important in the development and duration of the Crozet

bloom, and accounted for the bloom’s “patchiness”. Though the physical model used

in this study is at a very high resolution (1/12◦), it cannot reproduce the exact eddy

field behavior year–on–year, and therefore we do not expect the annual bloom to match

the annual fertilized patch. Considering the stochastic nature of eddies, we believe the

model to have demonstrated that the local Crozet advection is sufficient to disperse iron

into all annual extents of the bloom. Furthermore, the NEMO modeled Lagrangian

pathways are in general agreement with drifter data and also altimetry–based La-

grangian model results (Pollard et al., 2007b; Sanial et al., 2014).

A bloom associated specifically with iron advected from South Georgia is impossible
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to delineate in this study, as the surrounding region is one of the most productive

areas of the Southern Ocean (Figure. 4.1a), due to various other sources of iron e.g.

the Antarctic Peninsula (Ardelan et al., 2010; Murphy et al., 2013). Advection from

South Georgia is predominately northwards and then eastwards, joining with the ACC,

overlapping with the annual blooms that occur in the north easterly region of South

Georgia (Korb et al., 2004). There is a striking sloped western edge to both the bloom

area and fertilized patch in most years, caused by the position of the PF, which is

bounded by the local topography (Moore et al., 1999). Between South Georgia and

the PF and ACC, the modeled advection was annually consistent and likely to fertilize

the annually occurring bloom in this area.

4.4.4 Can advection explain the bloom inter–annual variability?

The area that could potentially be fertilized with iron via advection around Kerguelen

annually extends into a fairly consistent spatial coverage, although there are significant

inter–seasonal variations. Despite this, the fertilized patch was much larger than the

bloom area in all years of the study period, suggesting that advection alone cannot

explain the blooms inter–annual variability. Focussing on 2003, in Figure 4.10, we

see the open ocean bloom extending as far south as 60◦S between a southward and

then northward deviation of the PF (creating a v–shape). However in most years, the

bloom area does not closely match the fertilized patch, and in no years does the bloom

propagate as far north (bloom northern limit of 44◦S) as the Lagrangian particles. As-

suming that the modeled spread of Lagrangian particles is correct, this would suggest

that another factor is limiting the spread of the bloom into all areas of available iron,

a factor which could be the predominate driver of the inter–annual variability. This
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would support the theory of silicate limiting the Kerguelen bloom, but without more

silicate concentration observations in the far offshore area we can only speculate.

The Crozet blooms during 1998 – 2007 show a high degree of inter–annual variabil-

ity, most frequently extending far to the east, but in some years to the west and on

occasion extending further north than typical. Our results find a similar degree of

inter–annual variability in the modeled local circulation around Crozet, both in the

timing of fertilization (i.e. the speed of advection) and the extent of the fertilized

patch (i.e. size and direction of patch). Although the fertilized patch in our model

does not closely match the observed blooms, our results do suggest that iron advec-

tion could predominately control the inter–annual variability seen in the Crozet bloom.

The advection of iron from South Georgia annually covers a similar region (a pre-

dominately north, then eastward flow), although there are exceptions. The timescale

for fertilization is highly variable (distance travelled from the iron source out into the

bloom area per month), which could have an impact on the bloom.

4.4.5 Factors controlling bloom termination

As the NEMO model offers a range of diagnostics, we can also propose possible bloom

termination mechanisms for each island. In the modeled MLD data, the region sur-

rounding Kerguelen does not clearly follow the north to south shallowing of the MLD

in summer typical of the Southern Ocean (Figure 4.9a). There is a very clear divide in

the depths of the mixed layer between the shallower north and deeper south at roughly
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45◦S – 50◦S. The Kerguelen bloom is always to the south of 45◦S, however in the WOA

dataset there is nitrate available north of this, as well as iron according to our advec-

tion results (Figure. 4.5). Additionally, the WOA nitrate concentration is still high

in February, so it is unlikely to be nitrate exhaustion that terminates the bloom. We

conjecture that as the bloom is constrained to regions with a deep mixed layer, it is

dependant on a deep supply of silicate as suggested by Mongin et al. (2008), and found

to be the case by Closset et al. (2014) in the bloom just offshore of the plateau. There

is partial evidence from the WOA that the surface silicate concentration downstream

of Kerguelen is lower in February, than in the previous three months, however this is

based upon very few data. Looking at data from the first KEOPS cruise, figure 1 in

the supplementary material of Blain et al. (2007) shows the concentrations of both ni-

trate and silicate from locations inside and outside of the bloom. It shows that inside

the bloom there is no silicate but there is nitrate, whereas outside the bloom there

is plenty of both, suggesting silicate to be the limiting nutrient. This suggests that

the sampling conducted during the KEOPS II expedition close to the plateau (Closset

et al., 2014), needs to be repeated further downstream in future field work in order to

determine whether the offshore bloom has similar dynamics longitudinally.

The modeled monthly MLD around the Crozet region does exhibit some inter–annual

variability, but typically, shallows north to south from winter into summer, and is

shallower than 50 m by the end of the Crozet bloom. However the WOA climatology

suggests there is still nitrate available in January, which suggests that iron exhaustion

most likely terminates the bloom. This is supported by an experiment performed on

the CROZEX cruise, where the addition of iron to an area of bloom decline resulted

in the stimulation of further phytoplankton growth (Moore et al., 2007).
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The South Georgia bloom is the most variable in this study, varying in both timing

and extent. The decadal average bloom period is from October to April, although it

can last longer and also start earlier in some years. The nitrate concentration remains

high throughout the bloom period, which suggests a deepening mixed layer being the

limiting factor for the otherwise persistent South Georgia bloom. This is supported by

Korb et al. (2008), who found evidence of a persistent supply of both macronutrients

and iron, by physical processes, to the area throughout the growing season.

4.5 Conclusions

In the high nutrient, low chlorophyll Southern Ocean (Martin et al., 1990; de Baar

et al., 1995; Boyd et al., 2007), blooms are observed in satellite ocean color data oc-

curring annually downstream of Kerguelen, Crozet and the South Georgia islands. It

is generally accepted that the iron limitation prevailing across the Southern Ocean is

locally overcome by the horizontal advection of iron from island sources (Blain et al.,

2001; Murphy et al., 2013; Sanial et al., 2014). In this study, Lagrangian particle

tracking, with the NEMO 1/12◦ ocean general circulation model, was used to assess

whether potential iron advection can explain the extent of the blooms, and also their

inter–annual variability over the period 1998 – 2007. We also use the modeled circula-

tion and diagnostic variables to consider possible causes of bloom termination for each

of the islands.
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We find that lateral advection downstream of the Southern Ocean islands is sufficient

to fertilize all areas where annual blooms can occur. The patch fertilized by iron–rich

water from Kerguelen is much larger in extent than the area of the bloom, whereas the

patch fertilized around Crozet is comparable in size, taking into account inter–annual

variability, to the size of the bloom. The patch of water fertilized by iron–rich South

Georgia sediments also closely matches with the annual bloom, however delineating a

bloom associated only with South Georgia proved problematic.

The advection around Kerguelen was consistent in spatial extent annually, however

the timing of potential fertilization varied inter-seasonally across the years. This could

contribute to the blooms inter-annual variability, however the results suggest that the

far offshore Kerguelen bloom (in some years occurring as far east as 100◦E), has an-

other primary factor controlling its inter–annual variability, and we offer the hypothesis

of silicate being the ultimate limiting factor on a diatom dominated Kerguelen bloom.

This hypothesis could be tested with in–situ nutrient sampling of the area, similar

to the recent KEOPS II expedition (Closset et al., 2014), or alternatively by a high–

resolution coupled biogeochemical model to properly resolve the key biogeochemical

and physical processes. The results suggest that the inter–annual variability seen in

the Crozet bloom can be explained by variations in the advected iron supply. The

fertilized patch around South Georgia was fairly consistent spatially, however it did

have variations in the timing of advection from the island out to the bloom site. This

potentially could account for the inter–annual variability seen in the South Georgia

bloom.
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In assessing the possible causes of bloom termination, we find that nutrient exhaus-

tion is most likely to cause the Kerguelen and Crozet blooms to collapse (silica and

iron, respectively). Whereas winter convection causing the mixed layer to deepen is

most likely the terminating factor of the South Georgia bloom, as physical processes

maintain a continual supply of macronutrients and iron to the area, these are unlikely

to be limiting (Korb et al., 2008). Typically, both the Kerguelen and Crozet blooms

end well before the mixed layer begins to deepen in winter, whereas the South Georgia

bloom persists for the entire season until the mixed layer deepens.
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5.1 Introduction

The world’s oceans were once widely considered to be an inexhaustible resource, and

consequently undervalued. However, it is now clear that the health of various ecosys-

tems, and the fishery assets that they support, are deteriorating (Boehlert, 1996; Mills

et al., 2013; Doney et al., 2014). Global trends in world fisheries show a marked decline

since the late 1980s, with over five hundred species added to the Red List of Threat-

ened Species of International Union for Conservation of Nature (IUCN) – the World

Conservation Union (The World Bank, 2006; and references therein). Consequently,

food security issues are mounting with vulnerable communities in developing countries

worst affected (Watson and Pauly, 2001; Pauly et al., 2005; Golden et al., 2016).

In response to this danger, and the mounting threat of climate change, new marine

management and novel biodiversity conservation efforts are being developed and de-

ployed worldwide in order to curb the negative trends (Halpern et al., 2008; Day et al.,

2012; Barner et al., 2015). One such management tool is Marine Protected Areas

(MPAs), the definition of which varies considerably internationally, but a basic premise

defined by the IUCN describes “a clearly defined geographical space, recognised, ded-

icated and managed, through legal or other effective means, to achieve the long–term

conservation of nature with associated ecosystem services and cultural values” (Dud-

ley, 2008: 60). The biodiversity, conservation and fishery goals associated with MPAs

are numerous and wide ranging, including habitat and biodiversity protection, ecosys-

tem restoration, improved or restored fishery, the maintenance of spawning stock and

spillover benefits into fishing grounds (Christie and White, 2007). To validate the
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IUCN definition and realise these goals, it is necessary to minimise the impact of hu-

man activities on the MPAs, primarily achieved through designating “no-take zones”

to either completely stop or sustainably manage fishing in the area (Edgar et al., 2014).

An important component of the MPA framework is the areas’ connectivity with its sur-

roundings. In the marine environment connectivity plays a much more important role

than on land, as in the ocean everything is connected over long timescales (Jonsson and

Watson, 2016). Much work has gone into diagnosing biological outcomes of the down-

stream connectivity of MPAs, as it informs whether MPAs are successful in achieving

conservation goals, such as seeding species in other areas, and also directs spatial man-

agement for further conservation efforts (Fogarty and Botsford, 2007; Christie et al.,

2010). In order to seed species downstream, the timescale of connectivity is crucial,

as the pelagic larval duration of the species needs to be equal or greater than the

connectivity timescale (Cowen et al., 2007; Gawarkiewicz et al., 2007). However, both

directions of connectivity are important, and one aspect of MPA connectivity which

has received relatively little research attention or policy consideration, is the possible

negative impact of upstream connectivity. Upstream connectivity can determine an

MPAs exposure to pollution, for instance it is a known issue that coastal MPAs, within

close proximity to populated land, are at risk of pollution and other human impacts

(Partelow et al., 2015), but it is unclear whether these same risks apply to open sea

MPAs as a consequence of oceanic circulation. Additionally, there could be an im-

pact on the conservation efforts of the MPA if a key species in the ecosystem is being

overfished upstream of the MPA (Stoner et al., 2012), or risks from alien species which

may be come invasive as climate change forces species poleward (Wernberg et al., 2011;

Constable et al., 2014).
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In order to understand the upstream risks that an MPA is exposed to, and help MPAs

achieve their conservation goals (Jameson et al., 2002), it is necessary to diagnose the

origin of the water that flows into the region, and the timescales on which this occurs.

In doing so, one needs to take into account seasonal and inter–annual variability of

the ocean circulation. This study introduces the idea of a “connectivity footprint”,

by which an MPA is connected to the upstream area via ocean currents, which can

be estimated using high resolution ocean circulation models. This paper examines

the upstream connectivity of the UK’s largest currently designated open seas MPAs,

detailing the key circulation features and timescales in the results section, and then

discusses the possible negative implications associated with each. First, we introduce

the MPAs at the centre of this study, followed by the methodology and experiment

design.

5.1.1 Study sites: Marine protected Areas

While in 2010, the United Nations set a target of protecting over 10% of the World

Ocean by 2020 (Diversity, 2014), currently, however, only 2.8% is protected (IUCN and

UNEP-WCMC, 2013). In view of this conservation target, in its 2015 manifesto the

UK Conservative party promised to work towards preserving UK marine habitats, and

outlined plans to create a “blue belt” of protected oceans around the UK’s Overseas

Territories (Alexander and Osborne, 2015). Since then, it has designated an additional

two new large MPAs in quick succession. However, monitoring these requires constant

data-gathering and evaluation, in order to provide the best protection and conservation.
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In this paper, we compare four of the largest, managed, marine British Overseas Ter-

ritories: Pitcairn Island Marine Reserve (henceforth Pitcairn), South Georgia & South

Sandwich Islands Marine Protected Area (South Georgia), Ascension Island Ocean

Sanctuary (Ascension) and Chagos British Indian Ocean Territory Marine Protected

Area (BIOT). For the purpose of this paper, we avoid the international ambiguity

surrounding MPA terminology (The World Bank 2006; see chapter 2) and will only

consider the IUCN definition (Dudley, 2008: 60). We compare all four sites as equals,

referring to them in text as MPAs, however, first we briefly introduce them here in-

dividually describing their current management as well as their general biomes and

ecosystems.

Table 1 details some basic information about each of the MPAs included in this study,

the locations of which can be seen in Figure 5.1, with the initial indicating each MPA.

What is immediately apparent is the vast difference in size between the areas, with

South Georgia being the largest and Ascension the smallest. In terms of threatened

species, BIOT is the most precious habitat being home to over 80 IUCN Red List

species (List, 2015), however all of the MPAs are important sanctuaries for threatened

species.

Situated centrally in the South Pacific subtropics is the Pitcairn MPA, consisting of

four remote islands which form part of the Polynesia/Micronesia biodiversity hotspot

(Myers et al., 2000). The Pitcairn Island is of volcanic origin, and is the only in-

habited island of the four, whereas Henderson Island is a raised coral island, and the

islands of Oeno and Ducie are small atolls. Currently, these coral reef communities

are healthy environments, largely due to their uniquely isolated location and resulting
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Pitcairn S. Georgia Ascension BIOT a

Year
Designated

2015 b 2012 2016 c 2010

Location
24◦S,

127◦W
54◦S,
36◦W

7◦S,
14◦W

6◦S,
71◦E

SST d

(◦C)
24.75 1.78 25.89 28.19

MPA size
(km2)

834,334 e 1,070,000 234,291 545,000

No-take
(%)

100 2 52.6 f 100

Island size
(km2)

62 3755 88 60

Inhabitants
(#)

56 20 1122 4000

Threatened
Species g 37 9 53h 81

Table 5.1: A table of basic information on each of the MPAs in this study. Pitcairn, is
known as the Pitcairn Islands Marine Reserve; S. Georgia, as South Georgia & South
Sandwich Islands Marine Protected Area; Ascension, as Ascension Island Ocean Sanctu-
ary; and BIOT, as British Indian Ocean Territory Marine Protected Area. Information
from Petit and Prudent (2010) and Pelembe and Cooper (2011), unless otherwise stated
in the footnotes. SST, refers to sea surface temperature at the Lat/Lon given for each
MPA, which is an average of six decadal climatologies (1955-2012). Inhabitants, also
includes temporary persons at the time of census.

aStatus currently under dispute, see Lunn (2016) for latest update
bOfficially designated, but not yet implemented (Alexander and Osborne, 2015)
cOfficially designated, but not yet implemented (Foundation, 2016)
dLocarnini et al. (2010)
eTrusts (2015)
fCould be declared, subject to local agreement, as soon as 2017 (Foundation, 2016)
gIUCN Threatened species Version 2015-4 Animals (List, 2015)
hTotal threatened species for the Ascension Island including Saint Helena and Tristan da Cunha

near–pristine conditions (Friedlander et al., 2014). In a bid to maintain the unspoilt

nature of the Pitcairn Islands, the Exclusive Economic Zone (EEZ) surrounding Pit-

cairn has been designated as a marine reserve which will ban all commercial fishing in

the area, but allow for the continuation of local fishing activities, once implemented.

Due to the remote location of the islands’, enforcing the ban will require satellite mon-

itoring rather than the usual costly patrol boats. Once an effective monitoring and

enforcement regime is established and agreed upon by the Pitcairn community, inter-

ested NGOs and the UK government, the Pitcairn marine reserve will become one of
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the largest no-take areas in the world (France et al., 2015).

Parts of the most productive waters of the Southern Ocean are found within the South

Georgia MPA, located in the Atlantic sector, just east of Drake Passage. The MPA in-

cludes the South Sandwich Islands, which are approximately 700 kilometres south-east

of South Georgia. This diverse marine ecosystem is sustained by to the nutrient–rich

cold water which upwells from the deep ocean, and supports an abundance of wildlife

within its harsh polar environment (Murphy et al., 2013). Due to the nature of this

inhospitable island, there are no permanent inhabitants, just temporary populations of

scientists and tourists. The islands are home to several million seabirds of many differ-

ent species, a number of which are on the threatened species Red List (List, 2015), and

are considered to be one of the most important seabird habitats in the world. Conse-

quently, the MPA was designated in 2012, which prohibits all bottom trawling, a ban

on bottom fishing at depths less than 700 m, and no-take zones (IUCN Category 1)

around areas of high benthic biodiversity, totalling 20,431 km2. Additionally, there are

seasonal restrictions on certain fisheries to protect local predators (Petit and Prudent,

2010; Collins, 2013).

The most recently designated MPA in this study is the Ascension Island, which is

situated just south of the equator in the Atlantic Ocean. Ascension Island is of vol-

canic origin and includes a few small uninhabited islands just offshore. The islands

are young, formed only 1 million years ago, and consequently have relatively poor

terrestrial biodiversity. However, due to its isolated location there are many endemic

species, and the marine biodiversity is high. The island is also home to one of the most
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important populations of breeding Green turtles in the world, and is consequently con-

sidered to be an important habitat that needs to be preserved (Pelembe and Cooper,

2011). Ascension was designated as a marine reserve in 2016, closing just over half the

area to allow research to scope the eventual boundaries of the MPA, with the intention

to assigned the region a no-take area.

The BIOT MPA, also known as the Chagos Archipelago, is situated centrally within

the Indian Ocean, half way between Africa and Indonesia and to the south of India.

The area includes 55 coral islands spread over five atolls, of which Diego Garcia is

the largest, with approximately 4000 temporary residents. The 25,000 km2 coral reefs

of BIOT are unspoilt by human activity and in great health, owing to the protected

status and the pristine waters, which could act as a global benchmark for unpolluted

water (Guitart et al., 2007). This unique reef system supports a rich ecosystem that

includes over 80 species on the threatened species list, and is consequently judged as

possessing outstanding ecological value (Sheppard et al., 2012). In order to preserve

this environment, in 2010 the UK government declared the area around BIOT as the

then largest no-take marine reserve in the world at 544,000 km2. Since that time, there

have been legal issues surrounding BIOT’s designation as an MPA. However, efforts are

being made to confirm its status and ensure the future protection of this exceptionally

well–preserved marine ecosystem (Lunn, 2016).
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5.2 Methodology

In order to understand the potential exposure of MPAs to pollution and other risks,

here we diagnose the MPAs’ connectivity through ocean circulation. Once the connec-

tivity is defined, it is then possible to assess the level of contact with human activity,

and therefore risk. The tools and data used in this analysis are described here, along

with the experimental design aimed at addressing these issues.

5.2.1 Ocean GCM model and Lagrangian particle tracking

The NEMO (Nucleus for European Modelling of the Ocean) 1/12◦ resolution global

ocean general circulation model has been developed with particular emphasis on re-

alistic representation of fine–scale circulation patterns (Madec and the NEMO team,

2008; Marzocchi et al., 2015), which provides an ideal platform to conduct Lagrangian

particle–tracking experiments. Full details of the model run, including model setup

and configuration, can be found in Marzocchi et al. (2015) so only a brief description

will be given here. The model is initialized with World Ocean Atlas (WOA) 2005

climatological fields and forced with realistic 6–hourly winds, daily heat fluxes, and

monthly precipitation fields (Brodeau et al., 2010). The run begins in 1978, with out-

put through to 2010, of which we are interested in 2000 – 2009. Model output is stored

offline as successive 5 day means throughout the model run, of which the velocity fields

are used for the particle tracking in this paper.

The Ariane package (Blanke and Raynaud, 1997) is applied to the NEMO velocity field

to track 3D trajectories of water parcels using virtual particles that are released into
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the modeled ocean circulation (cf. Popova et al., 2013; Robinson et al., 2014; Srokosz

et al., 2015, who use a similar methodology). These Lagrangian particles are intended

here to represent water that enters within the boundaries of the MPAs. Further de-

tails about the Ariane package can be found in Blanke and Raynaud (1997) and Blanke

et al. (1999).

5.2.1.1 Modelled versus observed surface currents

The ability of the chosen model to accurately represent the circulation in the study

area is critical to the quality of the results. In order to qualitatively assess the perfor-

mance of the NEMO 1/12◦ model, we compare the modelled surface velocity with the

Ocean Surface Current Analysis-Real-time (OSCAR) dataset. The dataset provides

global sea surface currents at 1/3◦ spatial resolution and a time resolution of five day

averages (available at http://www.oscar.noaa.gov/). The OSCAR velocity field is

calculated by a linear combination of geostrophic, Ekman–Stommel, and thermal–wind

currents (Lagerloef et al., 1999; Johnson et al., 2007).

Figures 5.1[a] and [b] provide a comparison of the decadal (2000 – 2009) average ocean

surface current speed, from OSCAR and NEMO respectively, encompassing the four

MPAs. The comparison shows good agreement between observed and modelled sur-

face currents, in terms of both the correct locations and magnitudes. The model does

have known peculiarities at the equator, namely unexpected overturning cells at depth,

however this is unlikely to impact the surface or near–surface circulation. Additionally,

the Antarctic Circumpolar Current, is known to be weaker in the model than the real

world ocean, but the main circulation features of the Southern Ocean are in the correct

http://www.oscar.noaa.gov/
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Figure 5.1: Observed and modelled decadal average, 2000 – 2009, surface
current speed (m s−1). The observed velocity, panel [a], is the OSCAR data
set at 1/3◦ resolution and the modelled velocity, panel [b], is the NEMO ocean
general circulation model at 1/12◦ resolution. The black and white contours
denote the boundaries of the marine protected areas. The initials above each
contour, represents: P for Pitcairn, S for South Georgia, A for Ascension, and
B for BIOT.

location. There is also less small–scale variability in the model, owing to lower levels

of eddy kinetic energy than the real ocean, despite the model being eddy–resolving at

1/12◦ resolution. Nevertheless, studies have shown the model to realistically repro-

duce key circulation features, such as the North Atlantic Current and the Gulf Stream

separation (Marzocchi et al., 2015), and several western boundary currents (Popova

et al., 2016).

Figures D.1.1 – D.1.4 in the supplementary material show the decadal, annual and
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monthly averaged circulation, of both NEMO and OSCAR surface current speeds,

around the region of each MPA for illustrative purposes.

5.2.2 Experiment design

In order to diagnose the source regions of the water that enters the four MPAs, La-

grangian particles were released monthly into the modeled circulation, and followed

backwards in time (back tracked) during January 2000 to December 2009. Conse-

quently, each monthly release of particles is essentially the month in which the parti-

cles arrive at the MPA. Particle positions are recorded at 5–daily time intervals, for

a total of 72 time–steps with 5–day intervals, an advection period of 1 year. For the

purpose of this study, we found 1 year’s worth of trajectories to be sufficient in as-

sessing connectivity, as all but one MPA was connected to land within a 12 month

period (details in the results section). Particles are deployed at every 5th grid cell of

the 1/12◦ model grid horizontally (latitudinally and longitudinally) across the MPA

boundaries, and at depths of 1, 20, 40, and 60 meters. Particles were placed down to

a depth of 60 meters to approximate the euphotic zone (within which most organisms

reside). The final boundaries of the Ascension MPA are not yet designated, so for

the purpose of this study we have used the Ascension Exclusive Economic Zone as the

boundary. The particle placement was designed to be consistent in resolution across all

MPAs for comparable analysis. However, the MPAs vary drastically in size (see Table

1), resulting in a different number of particles within each MPA experiment. At the

horizontal and vertical grid spacing described, 1888 Lagrangian particles are released

at the beginning of each month for ten years from the Pitcairn MPA, 6155 particles

from South Georgia MPA, 844 particles from the Ascension MPA, and 1241 from the
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BIOT MPA.

5.2.3 Population density data

In discussing the MPAs connectivity with land in the results section, exposure to

risk is discussed in terms of connectivity with highly populated areas in the discus-

sion section. The population density data used for this is the Gridded Population of

the World, Version 3 (GPWv3) Future Estimates for 2015 produced by for Interna-

tional Earth Science Information Network et al. (2005), and can be seen in Figure

5.2. GPWv3 data provides estimated population density in persons per square km

at 1/4◦ resolution across the globe. The data used is a projection of population den-

sity from the 2004 dataset to 2015. The 2004 dataset it produced by dividing the

population count grids by the land area grid, then the values are extrapolated based

on a combination of subnational growth rates from census dates and national growth

rates from United Nations statistics to produce the 2015 projection. More information

and the itself data is available at http://sedac.ciesin.columbia.edu/data/set/

gpw-v3-population-density-future-estimates.

As a first-order approximation of population density effects, the 1/4◦ gridded popu-

lation density field was extrapolated out from the land into the entire ocean grid by

simple natural neighbour interpolation (using the Matlab v2013a scatteredInterpolant

function). This approach does not factor in the effect of cumulative population density,

i.e. where a stretch of coastline may be impacted by a significant inland population.

However, restrictions in the availability of data mean that the GPWv3 dataset fre-

quently averages population over an extended area, decreasing the significance of such

http://sedac.ciesin.columbia.edu/data/set/gpw-v3-population-density-future-estimates
http://sedac.ciesin.columbia.edu/data/set/gpw-v3-population-density-future-estimates
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errors (albeit locally). Note that this analysis also conflates human population density

with impact, when the latter may actually be a stronger function of local technology,

environmental regulations and resource management.

The interpolated population density was recorded for Lagrangian particle trajectories

which were within 85 km of the coast line. A distance of 85 km is used as it has been

used in previous studies as the global average width of the continental shelf (Walsh,

1991; Elrod et al., 2004), within which area, the water is considered as well mixed

(Nash et al. (2012), and references therein). Consequently, we assume water proper-

ties or human pollution, are evenly distributed throughout the water mass above the

shelf.

5.3 Results

In order to assess the degree of exposure to pollution risk from upstream sources, we

diagnose the origin of the water that enters the MPAs and the associated timescales.

Across parts of the World’s Oceans the circulation can shift both seasonally and inter–

annually, and at varying magnitudes, which can significantly alter an MPA’s connec-

tivity. In this section, we describe the general circulation around the four MPAs, and

the connectivity timescales with land. We then address the seasonal and inter-annual

variability of the circulation, across a ten year period.
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5.3.1 General circulation and connectivity of MPAs

Figure 5.2 includes all of the particle data, across all months and years, in the experi-

ments. Dark red trajectories represent an advection time of one month, before reaching

the MPAs and consequently are the closest to the boundaries (black contours). Dark

blue trajectories represent an advection time of 12 months, and are therefore at a

greater distance from the MPAs. This figure demonstrates all possible sources of wa-

ter to the MPAs throughout a ten year period, including inter–annual and seasonal

variability.

Figure 5.2: The time, in months, that it takes for ocean surface waters to
reach the marine protected areas. The colored area represents the trajectories
of particles which arrive at the marine protected areas, each month during
2000 – 2009. The colour of the trajectories indicate the time in months for the
particles to be advected to the marine protected area, termed on the color bar
as the connectivity time. The black contours represent the boundaries of the
marine protected areas. The greyscale land indicates the population density,
in persons per km2 at 1/4◦ resolution.

What is apparent from Figure 5.2, is that all the MPA’s, except Pitcairn, are con-

nected with land within a one year timescale. As can be seen from Figure 5.1, the

Pitcairn marine reserve is in an area of relatively slow surface currents. This is due to
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it being positioned towards the centre of the basin–wide, anti–cyclonic South Pacific

Gyre. There are two lobes of source water into the Pitcairn reserve, the main source

originating from the northeast, and the second source originating from the west. To

further understand the circulation pattern around Pitcairn, a ten year back tracking

simulation was performed in order to identify the key circulation features that influence

the Pitcairn MPA (Figure 5.3). This revealed that two major currents feed the Pitcairn

MPA, namely the Pacific Equatorial Undercurrent and the Humboldt Current. Parti-

cles travelling in the undercurrent across the entire basin, are at roughly 200 m on the

western side, and gradually shoal as they travel towards the east (Grenier et al., 2011).

Once reaching the west coast of South America, wind–driven coastal upwelling brings

all particles to the surface (Talley et al., 2011). The Humboldt Current is an eastern

boundary current flowing northwards along the west coast of the South American con-

tinent (Fiedler and Talley, 2006). The northeastern lobe of source water flows from

the northwest coast of South America, whereas the western source is formed of water

that has spent more time circulating in the anti–clockwise current of the sub–tropical

gyre. Ekman transport causes the surface water to move towards the central region

of a subtropical gyre (Martinez et al., 2009), as is visible in Figure 5.2. In terms of

Pitcairn’s connectivity, the MPA is connected to the South American continent within

a 2 year timescale (via both the Pacific Equatorial Undercurrent and the Humboldt

Current), and also the Malay Archipelago within 3–4 years (via the Pacific Equatorial

Undercurrent).

The South Georgia MPA has three main sources of water; the Antarctic Circumpo-

lar Current flowing from west to east around Antarctica, a southern source from the

Antarctic Slope Current, with flows east to west along the Antarctic shelf (Rintoul
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Figure 5.3: The time, in years, that it takes for ocean surface waters to reach
the Pitcairn marine protected area. The colored area represents the trajecto-
ries of particles which arrive at Pitcairn, each year during 2000 – 2009. The
colour of the trajectories indicate the time in years for the particles to be
advected to the marine protected area, termed on the color bar as the connec-
tivity time. The black contour represents the boundary of the Pitcairn marine
protected areas

et al., 2001), and a northern source via the return flow of the Malvinas Current, and

also small but frequent eddies which are shed from the Brazil Current and are associ-

ated with the Subantarctic Front (Peterson and Stramma, 1991). From these sources,

we can see in Figure 5.2 that the South Georgia MPA has a connectivity timescale on

the order of 3–4 months. However, in considering the exposure to human activity, the

only source for the South Georgia MPA that could be significant, taking into account

population density, is from the Brazil Western Boundary Current, which flows south-

ward along the east coast of the South American continent.

The Ascension MPA is positioned just south of the equator in the mid-Atlantic. Con-

sequently, the two main sources of water are the westward flowing South Equatorial

Current and the eastward flowing North Equatorial Countercurrent. There is also

an eastward flowing source, just subsurface, via the Atlantic Equatorial Undercurrent

(Brandt et al., 2014). The dominant source of water to the Ascension MPA is from
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the eastern side of the Atlantic, as seen in Figure 5.2. Parallel to the west coast of

Africa, are two main currents each flowing in a meridional direction, which meet in

a confluence region at about 15◦S before turning west to become part of the South

Equatorial Current. Flowing north to south is the Guinea Current and its extension

the Angola Current, and flowing south to north is the Benguela Coastal Current (Lass

et al., 2000). The highly seasonal eastward flowing North Equatorial Countercurrent

originates from the western side of the Atlantic at roughly 5–10◦N (Richardson et al.,

1992). A small proportion of the North Equatorial Countercurrent is fed by the north-

ward flowing North Brazil Current, but the majority of the countercurrent is fed by

northern hemisphere waters originating in the North Equatorial Current at roughly

10◦N (Goes et al., 2005). The eastward flowing North Equatorial Countercurrent is

strongest in the late boreal summer into fall, with a reversal of the near–surface current

in spring due to a change in the Northeast Trade winds (Richardson et al., 1992). The

Atlantic Equatorial current system connects the Ascension MPA with the west coast

of Africa within a time period of 2–3 months, and with the east coast of Brazil within

3–4 months.

The BIOT MPA is positioned towards the centre of the Indian Ocean, just south of

the equator. In Figure 5.2, it is apparent that the BIOT MPA has various sources

of water from across the entire Indian Ocean, and also from the Pacific through the

Indonesia Throughflow. The circulation of the Indian Ocean is extremely complex

(Wyrtki, 973b), owing in part to the geographical configuration, but primarily to the

unique monsoonal wind forcing. Here we provide a brief description of the typical

surface ocean circulation from the literature, focusing on key features relevant to the

analysis.
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The Indian Ocean is the smallest of the three major ocean basins, extending only as

far north as 25◦N on either side of the Indian subcontinent. The southern sector of

the Indian Ocean is bounded by the Antarctic Circumpolar Current through which

it is connected with the Atlantic and Pacific Oceans. There is also an important

connection with the low latitude Pacific via the Indonesian Throughflow, which flows

unidirectionally from the Pacific into the Indian through the Indonesian Archipelago.

Once exiting the Archipelago it flows westward within the South Equatorial Current.

However, annual variability is high, and an ENSO signal has been observed (Hautala

et al., 2001; Sprintall et al., 2014). In the southern half of the Indian Ocean is a

basin–wide subtropical gyre, which flows anti–cyclonically driven by westerly winds

at high (Southern) latitudes and south-easterly trade winds at low latitudes, similar

to the mean wind patterns of the Atlantic and Pacific. The South Equatorial Cur-

rent flows westward across the basin throughout the year at roughly 10–16◦S, with

a transport of some 50–55 SV, and separates the subtropical south from the tropical

and northern Indian Ocean (New et al., 2007). For parts of the year, a confluence of

two currents at roughly 2–3◦S along the east coast of Africa, results in the eastward

flowing South Equatorial Countercurrent, which together with the South Equatorial

Current, becomes the northern and southern branches of a transitory tropical cyclonic

gyre (Schott and McCreary, 2001; Talley et al., 2011).

North of the South Equatorial Current, is a unique circulation regime which sea-

sonally reverses driven by monsoonal wind forcing. The Southwest Monsoon winds

peaks in July–August, and the Northeast Monsoon winds in January–Februrary, driv-

ing seasonal reversals in the ocean currents in this region (Schott and McCreary, 2001).
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Greatly influenced by the reversing Southwest and Northeast Monsoons, are the two

large embayments to the east and west of the Indian subcontinent, the Arabian Sea

and the Bay of Bengal, respectively. During the Southwest Monsoon (winds blowing to

the north–east over India) the open-ocean currents that circulate between the Arabian

Sea and the Bay of Bengal flow eastward (Southwest Monsoon Current), whereas flow

is westward during the Northeast Monsoon (Northeast Monsoon Current), influenc-

ing the formation of the South Equatorial Countercurrent. These monsoon currents

are made up of many different branches, each forced individually by a combination of

both local and remote processes. However, the Northeast Monsoon Current is notably

weaker and more disorganised than the Southwest Monsoon Current, as the Southwest

Monsoon winds are stronger than the Northeast Monsoon winds, and consequently

the ocean response is stronger and more consistent to the Southwest Monsoon. The

transition between Southwest to Northeast Monsoons, and vice versa, occurs relatively

quickly during March–April and October, during which the equatorial winds are west-

erlies, rather than the typical trade winds (Schott and McCreary, 2001; Shankar et al.,

2002; Talley et al., 2011). This brief dominance of westerlies forms the eastward flowing

Wyrtki Jets, which are significantly stronger than the westward flowing South Equa-

torial Current during this time (Wyrtki, 1973).

For a schematic diagram of the Indian Ocean circulation and a thorough description

of the entire regime, see Schott and McCreary (2001), Figures 8 and 9. For a more

in–depth discussion specifically of the northern Indian Ocean monsoonal circulation,

see Shankar et al. (2002).

In terms of connectivity timescales, the BIOT MPA is connected to: the east coast of
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Africa within 3 months advection time; to Indonesia within 3–4 months, and via the

Indonesian Throughflow, to the Malay Archipelago within 4–7 months; and to India

within a range of 3–6 months. Northwards of 20◦S, particle trajectories from the BIOT

MPA fill the entire Indian Ocean basin, with the exception of the northern Arabian Sea.

5.3.2 Seasonal and inter–annual variability

Figure 5.4 shows all the particles from the monthly releases for each year of the ex-

periment, indicating the density of the trajectories and the inter–annual variability

for each MPA. Focusing on Pitcairn in Figure 5.4, the trajectory density “footprint”

in each subplot is generally the same in each year with the two distinct lobes to the

northeast and west. In some years, the particles backtrack further away from Pitcairn,

such as in years 2006 and 2007, and in others the particles remain closer to the MPA

boundary, such as in years 2002 and 2003. However, these variations are not large

enough to enable connectivity to any coastline.

For the South Georgia MPA, the highest trajectory density is within the Antarctic

Circumpolar Current, indicating this to be the dominant source current. Conversely,

Figure 5.4 also shows that the lowest density of trajectories advecting towards the

South Georgia MPA comes from the northern source. As with Pitcairn, the South

Georgia MPA has little inter–annual variability.

Focussing next on the Ascension MPA, Figure 5.4 shows the dominant source of water

to originate from the west coast of Africa, specifically the Angola Current and South
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Figure 5.4: Census of particle advection towards the marine protected areas
for each years trajectories. The annual plots include all the particles released
monthly from the marine protected area, each with an advection time of one
year. Colors denote the cumulative “density” of particle trajectories based
on their 5–daily position throughout the 10–year experiment, representing the
total number of trajectories that have passed through each 0.25◦ grid cell.

Equatorial Countercurrent. In terms of variability, the trajectory density footprint is

generally the same inter–annually, whereas further analysis revealed that there can be

seasonal variations due to the strength of the North Equatorial Countercurrent varying

seasonally (Richardson et al., 1992).
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Finally, focusing on the BIOT MPA in Figure 5.4, there are two dominant sources of

surface water for the MPA, one each from the east and the west. However, there is

a high degree of variability both across and within the years. In 2009, the dominant

source is from the east, indicated by the logarithmic color bar. Whereas in 2003, the

highest trajectory density is from the west, and in some years there is an equal amount

of water originating from both the east and west. This variability has a significant

impact on the connectivity times of the BIOT MPA to various continents. The BIOT

MPA experiences by far the highest degree of inter–annual circulation variability out

of the four MPAs in this study.

In order to examine the seasonal variability of circulation around the BIOT MPA,

Figure 5.5 shows the origin of the water for each climatological month that arrives

at BIOT, from which the impact of the seasonally reversing circulation is apparent.

Note that the colour scale of Figure 5.5 is different to that of Figure 5.4 because a

lower resolution grid was used for the BIOT monthly climatologies, which shows dom-

inant pathways more clearly. Figure 5.5 shows that the key features that determine

the source waters to the BIOT MPA are the South Equatorial Current (including the

Indonesian Throughflow), the periodic Countercurrent and Wyrtki Jets, and the re-

versing Monsoonal Currents.

Focusing on one of the clearer features within Figure 5.5, it is apparent that the In-

donesian Throughflow is an important source to the BIOT MPA of water arriving
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during September–December. Meyers et al. (1995), found that flow through the In-

donesian Archipelago is largest during the Boreal summer, and taking into account

an appropriate time lag between water passing through the Archipelago and arriving

at BIOT, agrees with Figure 5.5 where there is a high density of particles within the

Indonesian Throughflow during September–December arrival months. Other than the

Indonesian Throughflow, the remaining picture is unclear, due to the reversal of the

northern circulation and periodic appearance of the South Equatorial Countercurrent

and Wyrtki Jets. The Wyrtki Jets in particular confuse the plot as when these dom-

inate for 3 months out of the year, they are so strong that over an annual average of

surface currents, flow can appear eastward across the basin, despite the westward flow-

ing South Equatorial Current dominating for the majority of the year (Talley et al.,

2011). Furthermore, there is a time lag between the occurrence or reversal of these

features, which each influence the source water to the BIOT MPA at different times

of the year, and the arrival of the influenced water at the MPA. Each feature has its

own associated time lag, between the initial influence on the circulation, and the wa-

ters arrival at the MPA, for instance Wyrtki Jets are extremely fast, over 100 cm s−1

(Talley et al., 2011), whereas the Summer Monsoon Current has been observed to flow

much slower at 35 cm s−1 (August 1993) (Stramma et al., 1996).

The complex, seasonally transforming, circulation pattern of the Indian Ocean is nei-

ther spatially nor temporally consistent year–on–year (Shankar et al., 2002; Schott

et al., 2009). This explains why Figure 5.5 does not clearly represent the monsoon

driven circulation presented in Indian Ocean schematic circulation plots (such as Schott

and McCreary (2001) Figures 8 and 9). As Figure 5.5 represents climatological months,

the inter–annual variability smooths out the presence of any distinct features visible
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Figure 5.5: Census of particle advection towards the British Indian Ocean
Territory marine protected area for each climatological month. Each plot
includes the particles released in a given month for every year of the 10–year
experiment, with an advection time of one year. Colors denote the cumulative
“density” of particle trajectories based on their 5–daily position throughout
the 10–year experiment, representing the total number of trajectories that
have passed through each 1◦ grid cell.
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in the trajectories. To provide a clearer example, and also to demonstrate the degree

of inter–annual variability in addition to the seasonal variability, Figure 5.6 shows four

individual experiments of particle releases, arriving at the BIOT MPA within January

and July, from a selection of years within the 10–year study period. Focusing on the

top two panels, the origin of the water arriving in January 2005 was dominantly from

the northwest, the Bay of Bengal and Indonesia region, whereas in January 2009 the

majority came from the western side of the basin. This inter–annual variability also

occurs at other times of the season, as shown by the bottom two panels of water ar-

riving at BIOT in July for two different years. In 2001, the water is predominantly

from the west, whereas in 2003 there are significant sources from both the western and

eastern sides of the Indian Ocean.

Figure 5.6: Census of particle advection towards the British Indian Ocean
Territory marine protected area for four months of the experiment. The plots
include the particles released in a given month for every year of the 10–year
experiment, with an advection time of one year. Bottom left annotation details
which month and year each plot represents. Colors denote the cumulative
“density” of particle trajectories based on their 5–daily position throughout
the 10–year experiment, representing the total number of trajectories that
have passed through each grid cell.
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These variations in the circulation can arise as direct impacts of remote external factors,

as well as from the inter–annual and seasonal variability that exists in the monsoonal

wind forcing. The two principal large–scale climatological features which can impact

the Indian Ocean circulation, although there are several other seasonal oscillations, are

the local Indian Ocean Dipole (IOD) (Saji et al., 1999), and the globally impacting El

Niño/Southern Oscillation (ENSO) (Bjerknes, 1969; Diaz et al., 2001). It is outside the

scope of this work to describe these features in detail, but briefly the IOD is a shift in

sea surface temperatures between the western and eastern Indian Ocean sectors, with

each alternately becoming warmer and then colder in an irregular oscillation, typically

lasting the boreal summer and autumn (Saji et al., 1999). The ENSO is an irregularly

periodical occurrence of a warm phase (El Niño), and cool phase (La Niña) in sea

surface temperatures, caused by a variation in winds over the tropical eastern Pacific

Ocean, affecting much of the tropics and subtropics (Schott et al., 2009). El Niño

typically lasts for 9–12 months, whereas La Niña can last for 1–3 years. There is much

research and evidence of the influence of these phenomena directly on the currents of

the Indian Ocean (Gnanaseelan et al., 2012), indirectly via impacts on the monsoon

cycle (Ashok et al., 2001; Pillai and Chowdary, 2016), and importantly on how they

interact (Luo et al., 2010). For a thorough discussion on Indian Ocean circulation vari-

ability and associated climate variability, see Schott et al. (2009) and references therein.
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5.4 Discussion

5.4.1 Coastal Connectivity and exposure to human activity

In Figure 5.2, it is apparent that three of the four MPAs in this study are strongly

connected with land, over a one year timescale. Connectivity with land could be detri-

mental to the MPAs pristine condition, as land is the main source of pollution to the

ocean, of which plastic makes up the most significant part (Shahidul Islam and Tanaka,

2004; Gall and Thompson, 2015). Jambeck et al. (2015) estimated that in 2010, 275

million metric tons of plastic waste was generated in 192 coastal countries, of which

4.8–12.7 million metric tons entered the ocean (approximately 1.8–4.6%). Plastics are

produced as many different varieties of polymers, and from macro to micro in size, but

the key characteristic which makes plastic so commercially popular is also the reason

why they are so harmful and wide spread in the ocean: their durability (Cole et al.,

2011; UNEP, 2016). Depending on the type of plastic, once in the ocean it can either

sink to the ocean floor or be transported worldwide by surface currents (van Sebille

et al., 2015). Most famously, there is a relatively high concentration of floating plastic

which has accumulated in so called “garbage patches” in the five sub-tropical gyres in

the Indian Ocean, North and South Atlantic, and North and South Pacific (Martinez

et al., 2009; Maximenko et al., 2012; Eriksen et al., 2013). Marine plastics can have sig-

nificant detrimental ecological impacts, and consequently there has been much research

on the impacts of both macro and micro–plastics on biota. Direct impacts on marine

species includes entanglement in macro–plastics, and ingestion of micro–plastic and

subsequent absorption of toxic chemicals, namely polychlorinated biphenyls (PCBs).

Indirect negative impacts can come from the trophic transfer of plastics or toxins, and

also floating plastic debris transporting “invader” species (Derraik, 2002; Wright et al.,



Chapter 5 Four of a kind? 125

2013; Gall and Thompson, 2015). For a thorough synthesis on the issue of marine plas-

tics, see UNEP (2016).

Having outlined the issues surrounding marine plastics, and noting the findings of

Jambeck et al. (2015), who states that population size is a significant factor in the

amount of plastic litter from coastal regions, we now discuss the MPAs in this context.

Using the trajectory data presented in Figure 5.2, the percentage of source water that

originates from within 85 km of the coast (global average width of shelf) was calcu-

lated for each monthly experiment from each MPA, and presented in Tables D.2.1 –

D.2.4 of the supplementary material. The table demonstrates the degree of seasonal

and inter–annual variability discussed in the results section, but also quantifies what

is apparent in Figure 5.2. On average, over a one year timescale, the Pitcairn MPA

is not connected with land, whereas of the water than flows into the South Georgia

MPA, a fraction of 0.02 originates from the coast, a fraction of 0.34 for Ascension, and

0.71 for BIOT (see Figure 5.7). However, in terms of plastic pollution, connectivity

with land is only significant for the MPAs if the land is highly populated (Jambeck

et al., 2015). In Figure 5.2, the land is filled with population density data (for Inter-

national Earth Science Information Network et al., 2005), which was used to further

assess source water originating from the coast. As is apparent in Figure 5.2, India,

and parts of Indonesia and Africa, have the highest population density of the countries

which are connected with the MPAs, most notably to BIOT. To quantify this, Tables

D.2.5 – D.2.8 in the supplementary material details the maximum population density

person/km2 encountered by the source water, from each monthly experiment for each

MPA (see the methodology section for how this data was interpolated on to the ocean

grid). This information is significant, as even if an MPA has only a small fraction of
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its source water originating from land, if the coast is relatively densely populated, then

the degree of risk from pollution is higher, as is the case for the South Georgia MPA.

However, the worst case scenario, is to be highly connected with densely populated

coast, as is the case for the BIOT MPA. The highest population density encountered

by the South Georgia source water, was 3134 person/km2, originating from the coastal

cities of the State of São Paulo; for Ascension, 5288 person/km2, originating from the

coastal region of Lagos; and for the BIOT MPA, 15,203 person/km2, originating from

the coastal region of Mumbai. We note that this approach is a simplification, assum-

ing that a high population density equates to high levels of pollution. In reality, the

situation is more complex and depends on the economic status of the coastal region

which can determine factors such as the quality of waste management systems Jam-

beck et al. (2015). Nevertheless, we use this approach as a first–order approximation

of the possible pollution risk as a consequence of coastal connectivity. We also note

that a large proportion of plastics which enter the marine environment do not float,

and therefore would not impact the MPAs via circulation connectivity.

5.4.1.1 Four of a kind?

Having outlined the average coastal connectivity, and maximum population density,

encountered by the MPA source waters, Figure 5.7 presents this information for cross–

comparison of each MPA over a one year advection period. The previous section dis-

cussed the maximum population density ever encountered by the source water, whereas

the population density presented in Figure 5.7, is the average across the maximum pop-

ulation densities encountered for each of the 10 years.
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Figure 5.7: A comparison of the coastal connectivity of, and the population
density encountered by, water that flows in to each MPA over a 1–year advec-
tion period. The left pie chart shows the fraction of water entering each MPA
that originates from the coast. The coastal connectivity is an average across
the 10–year study period, of the annual maximum fraction of water originat-
ing from the coast. The right pie chart is the highest population density, in
person/km2, encountered by water that originates from the coast and flows
into the MPAs. The population density given is an average across the 10–year
study period, of the annual maximum population densities encountered. The
yellow segment represents the Pitcairn MPA (although the color is not visible
in the chart due to it being only a tiny fraction), green represents the Ascen-
sion MPA, red represents the South Georgia MPA, and blue represents the
BIOT MPA.

Focusing first on the Pitcairn MPA in Figure 5.7, it is immediately apparent that the

model suggests there is no risk of coastal pollution via ocean circulation. The South

Georgia MPA has a very low coastal connectivity fraction (0.02), however the coast

it is connected with includes the relatively highly populated southeast coast of Brazil.

Nevertheless, with such a low coastal connectivity the exposure to coastal pollution

is low. The Ascension MPA, has an average annual maximum coastal connectivity of

0.34, of which the average annual maximum population density encountered is 4878

person/km2. As such, the Ascension MPA is exposed to a significant pollution risk

via ocean circulation. This is a particular threat to the islands important rookery for
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the endangered green turtle (Petit and Prudent, 2010), as the juvenilles can perish

by ingesting less than 1 g of marine debris (Santos et al., 2015). Finally, the BIOT

MPA is the most vulnerable to coastal pollution via ocean circulation of all the MPAs

in this study, as it has both the highest coastal connectivity, at 0.71, and population

density encountered, at 5747 person/km2. The BIOT MPA is comprised of 55 coral

islands spread between five atolls, with more than 220 species of coral, and is cur-

rently considered to be one of the best preserved reefs in the world (Sheppard et al.,

2012). However, recent research has revealed that corals are ingesting micro–plastics,

which could potentially impair their health (Hall et al., 2015). The BIOT MPA corals

are currently reported to be in excellent health (Sheppard et al., 2008), but with the

revelation that corals are ingesting micro–plastics (Hall et al., 2015), and the results

presented here showing the high degree of exposure to densely populated coastlines

and consequent plastic pollution, the pristine condition of the BIOT corals may be

under threat.

5.4.2 Further negative impacts of connectivity

This paper has focussed on the pollution threat from land, specifically discussing plas-

tic, however connectivity with the coast and marine plastics are not the only issue.

Many other human activities take place in the ocean, from which a variety of hazards

to the marine environment can arise. Here we will briefly discuss other threats to

MPAs through their connectivity, namely issues associated with shipping, oil spills,

and fishing.
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The industrial scale shipping of cargo, making up 90% of world trade movement

(Kaluza et al., 2010), across all major ocean basins takes the risks associated with

human activity out into the open ocean. In 1995, it was reported that as many as

600,000 plastic containers worldwide were being dumped at sea per day from shipping

(Wace, 1995). There is also the daily disposal of onboard garbage and sewage from

both commercial and tourism ships (Shahidul Islam and Tanaka, 2004). In addition to

marine litter, there is the threat of oil spills, which are rare but devastating. One of the

most public and notorious spills, was the Exxon Valdez oil tanker spill in 1989, which

emitted 41.6 million litres of oil, and had a dramatic impact on Alaskan wildlife (Atlas

and Hazen, 2011). The incident killed more than 30,000 birds of 90 different species

in just over 4 months (Piatt et al., 1990). Over 25 years on since the disaster, and the

effect on the marine environment is still being felt, through the persistence of toxic

sub–surface oil and chronic exposure resulting in delayed population reductions and

cascades of indirect effects (Peterson et al., 2003). A final known threat strongly asso-

ciated with shipping, is marine bioinvasion. The two major routes by which invasive

species spread, is via discharged water from ships’ ballast tanks (Ruiz et al., 2000) and

hull fouling (Drake and Lodge, 2007). In several parts of the world, invasive species

have caused species extinction and habitat alteration (Mack et al., 2000). Kaluza et al.

(2010) produced a network map of global ship movements (their Figure 1), the style

of which can be overlaid with an MPAs connectivity footprint, to show which major

shipping routes could potentially affect the MPAs, either through an oil spill disaster

or increasing exposure to marine litter or invasive species.

The threat of oil spills is not solely limited to shipping incidents, there can also be rare

but catastrophic spills from oil wells, the most famous recently being the Deepwater
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Horizon Oil Spill in 2010. The oil from the spill, 779 million litres (Atlas and Hazen,

2011), was spread across the Gulf of Mexico region by ocean circulation (Liu et al.,

2011), with 847 km of shoreline still contaminated one year after the spill despite clean

up efforts (Michel et al., 2013). In the aftermath of this disaster, similar methods to

that used here have been used to calculate the “circulation footprint” from possible oil

spills, in order to reduce risk through better response and improved situational aware-

ness (Jacobs et al., tted). This approach, in combination with the results presented

here, can enable MPA managers to likewise be more aware of potential oil spill risks

within their connectivity footprint, and consequently be prepared in the event of a spill.

Fishing activities have marine litter issues such as fishing tackle (Shahidul Islam and

Tanaka, 2004), but more importantly, also have negative impacts on biology. Marine

species can have various stages to their life cycles, which can involve larval dispersal

during a pelagic stage. Dispersal via ocean currents determines the connectivity of

local populations and therefore the knowledge and understanding of it is vital for con-

servation strategies (Mora and Sale, 2002). Unless a system is efficiently self-sustaining

(retainment exceeds or equals overspill), overfishing in one region, can impact popu-

lations downstream, and consequently isolated MPA ecosystems could be vulnerable.

Figueira (2009) looked at identifying “patches” as either sources or sinks within a

metapopulation, in order to more effectively designate marine reserves. Knowing a

location’s contribution to the ecosystem, and using the MPA connectivity footprints,

can help fill in the knowledge gaps of population connectivity, and aid in the spatial

management of protection efforts (Sale et al., 2005).
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5.4.3 Future work

In this study we have produced a one year connectivity “footprint” for each MPA, and

used it to assess connectivity with land. However, as discussed in the previous section,

pollution is not restricted to the coast, there are various other sources of potential haz-

ards. The connectivity footprints produced in this study could be compared with other

risk factors, such as shipping lanes, oil rigs, or fishing grounds, similar to the global

human impact study by Halpern et al. (2008). Additionally, the work here focuses on

a timescale of one year, but a more detailed study of the timescales of particular risks

could be considered. This would fully assess the pollution threat, and or, ecological

implications posed to each MPA through connectivity.

In the introduction, the implications of downstream (forward) connectivity were in-

troduced, namely seeding species to other areas. In order to seed species downstream,

the timescale of connectivity is crucial, as the pelagic larval duration of the species

needs to be equal to or greater than the connectivity timescale (Cowen et al., 2007;

Gawarkiewicz et al., 2007; Heath, 2008). The methodology and analysis used in this

study can be performed in exactly the same way, but with forward Lagrangian par-

ticle tracking, enabling the timescales of downstream connectivity to be determined.

Forward connectivity footprints, in addition to the backward connectivity footprints,

would be extremely useful in the formation of networks, or ecological zones of MPAs,

to protect ecological processes and areas that are necessary for the full life cycle of

marine species (Halpern, 2003; Bank, 2006). Additionally, this could also be a tool to

aid marine spatial planning, as there are increasing calls for the integration of MPAs

with fisheries management to aid global biodiversity (Gell and Roberts, 2003; Hilborn,
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2016).

One final consideration, whether considering the forward or backward circulation con-

nectivity of MPAs, is the potential for the circulation itself to change, under the stress

of climate change. Observations show that the intensity and position of western bound-

ary currents are already changing (Wu et al., 2012; Yang et al., 2016). Also, a model

projection has forecast further deviations in the circulation between the 2000–2010

and 2050–2059 decadal averages (Popova et al., 2016). In order to assess the impact

such circulation changes may impose on ocean ecosystems, such as on the connectivity,

nutrient pathways, and migration of species, further in-depth Lagrangian study using

model future projections would be required.

5.5 Summary

• MPAs are typically established to conserve important ecosystems and protect

marine species, but their success in achieving these goals requires evaluation,

particularly with regard to their vulnerability to upstream impacts.

• Here we present the “connectivity footprints” of four MPAs, for a timescale of

one year, using a Lagrangian particle tracking technique within a high resolution

ocean general circulation model, and specifically consider their connectivity with

land.
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• Over a one year timescale, Pitcairn MPA is not connected with land, whereas of

the water than flows into the South Georgia MPA, a fraction of 0.02 originates

from the coast, a fraction of 0.34 for Ascension, and 0.71 for BIOT, with vari-

ability (both seasonal and inter–annual) found to be notably high for BIOT.

• Population density of the connected coastlines is considered in terms of exposure

to pollution, specifically plastics, and identified as a coastal connectivity risk that

needs to be considered in the management of MPAs.

• Further risks to MPAs, associated with open–ocean connectivity, namely ship-

ping, oil spills and fishing, are discussed and highlight the potential use of the

connectivity footprint in relation to these threats.

• We advocate connectivity footprints of MPAs should be used as a tool to improve

future MPA designation, and in spatial planning of current MPA networks, and

suggest future work to improve the diagnosis of connectivity footprints of MPAs.





Chapter 6

Summary and outlook

“And now, the end is near” (Sinatra, 1969)
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This chapter will summarise the findings of the research, and discuss alternative meth-

ods and analysis with acquired hindsight and experience. Finally, recommendations

for future work will be suggested, to follow on from what has been achieved in this

thesis.

6.1 Summary of research

The first piece of research focused on the potential long–term sequestration of carbon

in the deep Southern Ocean. For this study, it was assumed that ocean iron fertilisation

would stimulate a bloom across the iron-stressed Southern Ocean, which consequently

would trap carbon through photosynthesis into phytoplankton biomass. Secondly, it

was assumed that this biomass would sink down through the water column via the

biological pump to a depth of 1000 m, which literature (Intergovernmental Panel on

Climate Change) had indicated would be a depth great enough to isolate the carbon

from the atmosphere for a timeframe on the order of a century. The aim was to test

the hypothesis that carbon below a depth of 1000 m would remain sequestered in the

deep ocean for a period of 100 years. The methodology involved using the Ariane

Lagrangian particle tracking tool with velocity output from the NEMO general ocean

circulation model at 1/4◦ resolution. Ariane particles, representing water mass con-

taining sequestered carbon, were placed at a depth of 1000 m across the Southern

Ocean, and their trajectories within the NEMO circulation tracked for one hundred

years. The analysis showed that 66% of the carbon was advected into the mixed layer

and effectively into contact with the atmosphere in less than 100 years, with a mean

timescale of 37.8 years. Significantly, it was discovered that the vast majority of the
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carbon was being re-exposed to the atmosphere via advection in the Antarctic Circum-

polar Current. This strongly indicates that the export of carbon to a depth of 1000 m

in the Southern Ocean does not guarantee sequestration in the deep ocean for a period

of 100 years. The results emphasise that successful ocean iron fertilisation and carbon

sequestration require consideration of the role of circulation as well as biogeochemistry.

Having focused on the large–scale and long–term impact of water mass movement

within the Southern Ocean, the next step was to consider Southern Ocean circulation

on smaller scales and shorter timescales. A preliminary look at the trajectory data

within the Southern Ocean over shorter timescales revealed a high degree of both sea-

sonal and inter–annual variability in the circulation. Also, during work on the first

study, it was noted that there have been numerous studies focusing on natural iron

fertilisation to predict the efficacy of artificial iron fertilisation. A recurrent theme

within natural iron fertilisation studies is the “island mass effect” (Gilmartin and Rev-

elante, 1974; Bakker et al., 2007). Iron limitation of primary productivity prevails

across much of the Southern Ocean but there are exceptions; in particular, the phy-

toplankton blooms associated with the Kerguelen Plateau, Crozet Islands and South

Georgia. These blooms occur annually, fertilised by iron and nutrient–rich shelf waters

that are transported downstream from the islands, a process referred to as the island

mass effect. Considering the interesting dynamics across seasonal and inter–annual cir-

culation variability, this posed interesting questions about the impact of advection on

phytoplankton blooms around Southern Ocean islands. Here we use a high–resolution

(1/12◦) ocean general circulation model and Lagrangian particle tracking to investi-

gate whether inter–annual variability in the lateral advection of iron could explain the

inter-annual variability in the spatial extent of the blooms. Comparison with ocean
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colour data, 1998 to 2007, suggests that iron fertilisation via advection can explain

the extent of each island’s annual bloom, but only the inter-annual variability of the

Crozet bloom. The area that could potentially be fertilised by iron from Kerguelen was

much larger than the bloom, suggesting that there is another primary limiting factor,

potentially silicate, that controls the inter-annual variability of the bloom’s spatial ex-

tent. For South Georgia, there are differences in the year-to-year timing of advection

and consequently fertilisation, but no clear explanation of the inter–annual variability

observed in the bloom’s spatial extent has been identified. The model results suggest

that the Kerguelen and Crozet blooms are terminated by nutrient exhaustion, proba-

bly iron and/or silicate, whereas the deepening of the mixed layer in winter terminates

the South Georgia bloom. Therefore, iron fertilisation via lateral advection alone can

explain the inter–annual variability of the Crozet bloom, but not fully that of the Ker-

guelen and South Georgia blooms.

The second study looked at the advection of iron downstream from Southern Ocean

islands, and the consequent impact on the associated phytoplankton blooms. This also

revealed that South Georgia and the South Sandwich Islands’ phytoplankton blooms

were influenced by upstream sources of iron. This raised an interesting question as to

the remoteness of these seemingly isolated islands. An important outcome of the second

study, which was later employed in the third study, was “connectivity footprints”. The

footprints were a visualisation of the spatial extent of lateral advection from one loca-

tion over a given period of time, or in other words the timescale of connectivity between

locations. The final piece of research departed from the topic of iron to look at Marine

Protected Areas (MPAs). MPAs were a highly relevant contemporary topic at the time

of the research due to the announcement of the new Pitcairn MPA which would become
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one of the largest in the world, and also one of the remotest. MPAs are established

to conserve important ecosystems and protect marine species that may otherwise be

threatened in the wider ocean. However, even MPAs established in remote areas are not

wholly isolated from impacts from elsewhere. Upstream activities, possibly thousands

of kilometres away, can influence an MPA through ocean currents, which determine

the connectivity of MPAs. For example, persistent marine pollutants, such as plastics,

can be transported from neighbouring shelf regions to MPAs. Also, the ecosystem

may be affected if larval dispersal by ocean currents is reduced due to overfishing in a

seemingly remote upstream area. Thus, improved understanding of exactly what lies

upstream, and on what timescale it is connected to an MPA, is of great importance for

the ongoing protection and monitoring of these key marine areas. A high–resolution

ocean general circulation model (1/12◦ horizontal grid) and Lagrangian particle track-

ing were used to diagnose the connectivity of four of the UK’s largest MPAs: Pitcairn;

South Georgia & Sandwich Islands; Ascension; and the British Indian Ocean Territory

(BIOT). The idea of a circulation connectivity footprint was introduced by which an

MPA is connected to upstream areas. Annual connectivity footprints were calculated

for each of the four MPAs, taking into account seasonal and inter–annual variability.

These footprints showed that, on annual timescales, Pitcairn was not connected with

land over a twelve month timescale, whereas there was increasing land connectivity

for waters reaching South Georgia, Ascension and, especially, BIOT. BIOT also had

a high degree of both seasonal and inter–annual variability, which drastically changed

the footprint, year–on–year. Such connectivity footprints are an inherent property of

all MPAs, and need to be considered when MPAs are first proposed or their viability

as refuges evaluated.
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These three studies collectively show the importance of ocean connectivity, across all

timescales and from regional to global spatial scales. The work also highlights the

significance of temporal variability and how characterising this aspect is essential to

fully understand ocean connectivity. The work has shown the power and utility of La-

grangian methods in studying advection and its associated impacts, and how this can

be applied to a wide range of ocean problems as demonstrated by the three disparate

topics chosen in this thesis. It builds on previous work using the same Lagrangian

approach, such as Blanke and Raynaud (1997) who used a combined Eulerian and

Lagrangian method to study the annual mean mass balance of the Pacific Equatorial

Undercurrent and van Sebille et al. (2014) who used simulated Lagrangian particles

to study the inter–annual variability in Pacific–to–Indian Ocean connectivity, to name

just a couple. Furthermore, an important outcome of the work is to further raise the

profile of ocean sensitivity to human impacts through advective connectivity.

6.2 Alternative approaches

During the first study, analysis and optimisation of the Ariane code was undertaken.

This revealed that the majority of computational resources, namely memory and time,

were taken up by reading in and out the velocity data and that the number of particles

in an experiment had a relatively small impact on run time and memory usage. In

hindsight, the carbon sequestration experiment could have had a much higher density

of particles to cover such a vast region of highly dynamic circulation. Additionally,

repeat releases of particles would have given valuable information about the degree

of variability in the results. For the first 10 years, particles could have been released
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annually to look at annual variability and thereafter released each decade to study

variability across that timeframe. The two later studies proved the high degree of

variability in advection, both annually and seasonally, so an improvement to the first

study would have been to have looked at decadal variability.

In the natural iron fertilisation experiment, the analysis of South Georgia and Shag

Rocks was complicated by other sources of iron in the vicinity. The work could have

been supplemented by including the Antarctic Peninsula in the experiment, to see how

much of the downstream advection from the Peninsula influences the South Georgia

region. There are many studies, both observational and simulated, which could have

been used to support such an analysis.

The MPA chapter began by assessing the level of connectivity with human activ-

ity, which quickly evolved to focus on plastic marine pollution. If the analysis had

been devised with marine plastics at the forefront, then the study could have been

improved by using a function in the Ariane code which forces the particles to re-

main at the surface, analogous to floating plastic. This would have enabled the

analysis to be much more focused, rather than the generalised approach that was

adopted. In addition to forcing the particles to remain at the surface, an alterna-

tive Ariane code was developed by A J G Nurser that included realistic wind forcing

which would have been appropriate for a floating plastic study, accounting for wind

drift effects on floating material. However, this code was developed too late for the

final chapter and consequently not enough time was available to test the robustness

of the code, so it was not used here. Following publication of this chapter, an article

about marine plastics being found on Henderson Island (part of the Pitcairn Island
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group) was published https://www.theguardian.com/environment/2017/may/15/

38-million-pieces-of-plastic-waste-found-on-uninhabited-south-pacific-island?.

Had this article come out sooner, an additional experiment for Pitcairn could have been

performed, with parameters set to represent floating plastic.

In addition, if more time had been available Chapter 5 would have benefitted from

a more thorough investigation and understanding of the BIOT seasonal and annual

variability. Many features impact the Indian Ocean circulation, but one that could

have been considered with the model data is the Indian Ocean Dipole. Analysis could

have been performed to first establish if the NEMO model realistically reproduces the

dipole, and if so, it could have been included in the variability analysis.

6.3 Future work

To enhance the work done in this thesis and future work using the Ariane and NEMO

models, a sensitivity analysis of model resolution could be undertaken. Comparison

experiments could be devised, such as initially having 1 particle for every grid cell and

running with the 1/4◦ and 1/12◦ resolution data. One might expect the advection in

certain parts of the model domain to be similar (major ocean gyres), whereas in other

locations (Arctic and Southern Oceans) the results could look significantly different.

These results could be further validated by using satellite velocity data to determine

which model resolution accurately reproduces the real-world circulation and in which

areas. It is generally assumed that an increase in resolution equates to an increase in

realism with respect to the real world ocean. However, there is research to suggest that

https://www.theguardian.com/environment/2017/may/15/38-million-pieces-of-plastic-waste-found-on-uninhabited-south-pacific-island?
https://www.theguardian.com/environment/2017/may/15/38-million-pieces-of-plastic-waste-found-on-uninhabited-south-pacific-island?
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this is not always the case depending upon the focus of the study (Sonnewald, 2016).

To build upon the work undertaken in the carbon sequestration chapter, the same

methodology and analysis could be applied in other regions that have been identified

as possible ocean iron fertilisation sites, such as the equatorial and Northern Pacific

(Shepherd et al., 2009). Alternatively, a global experiment could be performed to pro-

duce a global map of suitable and unsuitable locations of carbon sequestration in the

deep ocean, which would produce a global version of Figure 3.3b. This is relevant for

other geoengineering schemes which are based on enhanced ocean productivity but not

on the micronutrient iron, such as Shoji and Jones (2001) and Yool et al. (2009).

Looking further ahead, if the climate continues to warm at the current rate there is

evidence to suggest that major circulation features will shift (Wu et al., 2012; Popova

et al., 2016; van Gennip et al., 2016). As has been discussed throughout this the-

sis, advective connectivity can have major impacts on several processes within the

ocean, ranging from biological implications to the spread of pollution. A Lagrangian

methodology within a Eulerian framework could be used to create global connectivity

maps, showing the shortest connection routes between basins (similar to Jonsson and

Watson, 2016 and Froyland et al., 2014) or showing the degree of connectivity of a

basin within different timeframes (i.e. degree of connectivity to other basins within

1 year versus 10 years). This could be further expanded to look at the surface and

deep ocean, to give insight into the connectivity of the overturning circulation. Once

a method to determine global connectivity (looking at various factors of connectivity)

has been devised, it can be applied to the NEMO forecast model, run forward until

2099 under the strong warming RCP8.5 scenario. This will provide a picture of how
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global connectivity might change throughout the century under a changing climate.

Connectivity, either directly or indirectly, impacts most ocean processes and therefore

understanding how it might change as a result of a changing climate could be vitally

important in aiding policy makers (such as MPA planners) to protect vulnerable ocean

ecosystems.

6.4 Concluding remarks

This thesis has shown the power of a Lagrangian approach in addressing three key

areas of oceanographic research: the global-scale efficiency of regional geoengineering

by iron fertilisation; the role of natural iron fertilisation in phytoplankton blooms; and

the connectivity of MPAs to upstream anthropogenic impacts. This approach is an

important tool which can be applied to many other related oceanographic research

problems and will continue to be so into the foreseeable future.
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&ARIANE 
  key_roms       = .FALSE. ,
  key_alltracers = .FALSE.,
  key_sequential = .TRUE.,
  mode           = 'qualitative',
  forback        = 'backward',
  bin            = 'NOBIN',
  nmax           = 120000,
  tunit          = 86400.,
  ntfic          = 5,
  key_approximatesigma=.FALSE.,
/
&SEQUENTIAL
  maxcycles = 1
/
&QUALITATIVE
  delta_t   = 86400.,
  frequency = 5,
  nb_output = 200,
  mask      = .FALSE.,
/
&OPAPARAM
  imt      = 4322,
  jmt      = 3059
  kmt      = 75,
  lmt      = 144,
  key_periodic     = .TRUE.,
  key_jfold        = .TRUE.,
  pivot            = T,
  key_computew     = .FALSE.,
  key_partialsteps = .TRUE.,
  key_sigma        = .TRUE.,
  zsigma           =   2000.,
/
&ZONALCRT
  c_dir_zo     = '/noc/msm/scratch/oikos/ekp/ARIANE/REGIONS/
NEMO_0083_1980_2010/means_5d/',
  c_prefix_zo  = 'U',
  ind0_zo      = 2118,
  indn_zo      = 2262,
  maxsize_zo   = 4,
  c_suffix_zo  = '.nc',
  nc_var_zo    = 'vozocrtx',
  nc_var_eivu  = 'NONE',
  nc_att_mask_zo = 'missing_value',
/
&MERIDCRT
  c_dir_me     = '/noc/msm/scratch/oikos/ekp/ARIANE/REGIONS/
NEMO_0083_1980_2010/means_5d/',
  c_prefix_me  = 'V',
  ind0_me      = 2118,
  indn_me      = 2262,
  maxsize_me   = 4,
  c_suffix_me  = '.nc',



  nc_var_me    = 'vomecrty',
  nc_var_eivv  = 'NONE',
  nc_att_mask_me = 'missing_value',
/
&VERTICRT
  c_dir_ve     = '/noc/msm/scratch/oikos/ekp/ARIANE/REGIONS/
NEMO_0083_1980_2010/means_5d/',
  c_prefix_ve  = 'W',
  ind0_ve      = 2118,
  indn_ve      = 2262,
  maxsize_ve   = 4,
  c_suffix_ve  = '.nc',
  nc_var_ve    = 'vovecrtz',
  nc_var_eivw  = 'NONE',
  nc_att_mask_ve = 'missing_value',
/
&TEMPERAT
  c_dir_te     = '/noc/msm/scratch/oikos/ekp/ARIANE/REGIONS/
NEMO_0083_1980_2010/means_5d/',
  c_prefix_te  = 'T',
  ind0_te      = 2118,
  indn_te      = 2262,
  maxsize_te   = 4,
  c_suffix_te  = '.nc',
  nc_var_te    = 'votemper',
  nc_att_mask_te = 'missing_value',
/
&SALINITY
  c_dir_sa     = '/noc/msm/scratch/oikos/ekp/ARIANE/REGIONS/
NEMO_0083_1980_2010/means_5d/',
  c_prefix_sa  = 'T',
  ind0_sa      = 2118,
  indn_sa      = 2262,
  maxsize_sa   = 4,
  c_suffix_sa  = '.nc',
  nc_var_sa    = 'vosaline',
  nc_att_mask_sa = 'missing_value',
/
&MESH
  dir_mesh     = '/noc/users/jr5g10/ariane/
nemo0083/2009_v3.3.1_dfs5.1.1/5_day', 
  fn_mesh      = 'allmeshes.nc', 
  nc_var_xx_tt = 'glamt', 
  nc_var_xx_uu = 'glamu',  
  nc_var_yy_tt = 'gphit', 
  nc_var_yy_vv = 'gphiv', 
  nc_var_zz_ww = 'gdepw_0',
  nc_var_e2u   = 'e2u', 
  nc_var_e1v   = 'e1v', 
  nc_var_e1t   = 'e1t', 
  nc_var_e2t   = 'e2t', 
  nc_var_e3t   = 'e3t',
  nc_var_tmask = 'tmask',
  nc_mask_val  = 0.,
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B.1 Supplementary tables

Table B.1.1: Mixed Layer Depth Sensitivity Analysis: Observation-derived vs.
model derived MLDX

MLD Calculation Method
Failed
(%)

Ave. Time
(years)

Mean
Global

MLD (m)

Mean SO
MLD (m)

World
Ocean
Atlas
2009

Sigma
(crit = 0.125)

Max 81 18.8 194 336
Monthly 75 23.0 97 165

Variable Sigma
(crit = 0.5◦C)

Max 68 34.6 149 193
Monthly 65 37.2 77 98

NEMO
Temperature

and
Salinity

Sigma
(Crit = 0.125)

Max 84 21.2 269 382
Mean 78 28.5 212 305
Monthly 77 29.5 112 168

Variable
Sigma

(crit = 0.5◦C)

Max 75 31.3 220 288
Mean 70 35.1 176 231
Monthly 70 35.6 91 122

Table B.1.1: Mixed Layer Depth Sensitivity Analysis: Observation-derived vs. model-

derived MLD. A sensitivity analysis on observation derived mixed layer depth (MLD)

versus model derived MLD. The observations are from the 2009 World Ocean Atlas
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data sets, using temperature and salinity (in table: World Ocean Atlas 2009), and the

model used is the NEMO 1/4◦ simulation which produces monthly mean temperature

and salinity output (NEMO Temp and Sal). The MLD’s have been calculated using

two methods, density (Sigma) and variable potential density (Variable sigma), with

critical values of 0.125 (sigma units) and 0.5◦C respectively (see section 3.2 of paper

for method description). With each method of calculation, a sensitivity test using two

possible climatologies and also the actual monthly MLD (Monthly) has been explored.

Model output from 1997 - 2006 (same as the velocity data used in Ariane) is used

to calculate the mean of each annual maximum MLD (Mean) and also the absolute

maximum of each annual maximum MLD (Max). Each of these MLD’s have been used

as MLDX in our main analysis to calculate percent failed (Failed) and average time

scale to failure (Ave. Time). Finally, of each MLD calculated and used as MLDX,

the table gives the overall global mean depth of the mixed layer (Mean Global MLD)

and the average depth of the mixed layer in the Southern Ocean (Mean SO MLD).

The maximum difference in failure rate between monthly MLD and the maximum of

the annual maximum MLD for each calculation method is 7% (NEMO data, sigma

method). In regard to observation vs. model derived MLD, the last two columns re-

veal the model to over-estimate the depth of the mixed layer compared to observations,

and consequently causes higher failure rates, but only slightly.



Appendix B Published supplementary material for Chapter 3 151

Table B.1.2: Mixed Layer Depth Sensitivity Analysis: Model diagnostic
MLDX

MLD Calculation Method
Failed
(%)

Ave. Time
(years)

Mean
Global

MLD (m)

Mean SO
MLD (m)

NEMO
Diagnostic

(Sigma: 0.01)

Max 69 35.6 166 221
Mean 66 37.8 130 173
Monthly 65 38.3 64 86

Re-calc
Diagnostic

MLD

Max 70 34.8 171 233
Mean 66 37.2 130 173
Monthly 66 37.7 63 88

Upper critical
value = 0.1

Max 81 25.7 251 350
Mean 75 30.5 199 281
Monthly 74 31.3 104 153

Lower critical
value = 0.001

Max 62 38.3 80 123
Mean 60 39.8 67 100
Monthly 59 40.3 35 49

Table B.1.2: Mixed Layer Depth Sensitivity Analysis: Model diagnostic MLDX sensi-

tivity. In Table B.1.1, MLD was calculated from NEMO data using different criteria

(density, variable potential density). These calculated MLDs differ from that used in

our default analysis because they were calculated from 30 day mean model output

of temperature and salinity rather than the diagnostic MLD calculated timestep-by-

timestep by NEMO whilst online. To assess the significance of this temporal difference

in calculation method, we recalculated MLD using the same criterion (sigma 0.01, 10

m reference depth) as our default analysis (in table: Diagnostic MLD) but using 30 day

mean model temperature and salinity output (Re-calc Diagnostic MLD). In spite of

this calculation difference, the recalculated MLD closely matched that produced online

by NEMO in simulation, and the particle failure rates and times are also very similar.

Next, we conducted a sensitivity analysis on the value of the sigma criterion using crit-

ical values lower (0.001; Lower Critical Value) and higher (0.1; Higher Critical Value)

than the default value (0.01). These aimed to provide respectively lower and higher

MLDs to estimate the sensitivity of our particle failure approach to MLD. As Table
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B.1.1, Table B.1.2 lists the global and Southern Ocean average MLDs determined using

these alternative criteria, together with the resulting failure rate (%) and average time

to failure (years). As previously, this analysis utilized Max, Mean and Monthly MLDs.

The MLDX used in the Results section of the paper is highlighted in red, the modeled

mean annual maximum MLD.



Appendix B Published supplementary material for Chapter 3 153

Table B.1.3: Failure sensitivity analysis: Outgassing timescale variability

Max. limit in
mixed layer
(months)

Failed
(%)

1 66

2 65

3 65

4 64

5 64

6 64

7 63

8 63

9 63

10 62

11 62

12 62

Table B.1.3: Failure sensitivity analysis: Outgassing timescale variability. A sensitiv-

ity analysis to assess the robustness of the fail criteria used in the main analysis of

the paper. Repeating the main analysis (calculating the % failed) the particles were

allowed to spend up to 12 months in the mixed layer without being classed as failed so

long as they are resubducted beneath MLDX within the specified number of months

(in table: Max limit in mixed layer). The second column (Failed) refers to the fail-

ure percentage at the end of the experiment having allowed for the defined number

of months a particle can spend in the UML. Even with a maximum allowance of 12

months in the UML, this only reduces the failure rate by 4%.
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Table B.1.4: Ocean Iron Fertilization Modeling Studies. The data presented in B.1.4

was extracted from papers outlined under Authors. The table includes details about

a selection of previous ocean iron fertilization modeling studies, specifically details

about the physical models used. Column Physical Model : The underlying physical

model used in the study. Column Resolution: The resolution of the underlying phys-

ical model. Column Coupled Model : Models that were coupled to the physical model

for the experiment. Column Simulation Time: Number of years the experiment was

run for. Column Sequestration Criteria: Details about how the study defines seques-

tration success.
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B.2 Supplementary figure

Figure B.2.1: The NEMO modeled mean annual (1997–2006) maximum MLD
used in the main analysis as MLDX. The color scale is logarithmic, and repre-
sents the depth (m) of the mixed layer. This is the NEMO models diagnostic
mixed layer, which was calculated using the density method with a critical
value of 0.01 sigma units.

B.3 Supplementary movies

To view the movies, see Supporting Information at: http://onlinelibrary.wiley.

com/doi/10.1002/2013GL058799/full.

http://onlinelibrary.wiley.com/doi/10.1002/2013GL058799/full
http://onlinelibrary.wiley.com/doi/10.1002/2013GL058799/full
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C.1 Supplementary figures

The supporting figures show the same velocity data as in Figure 4.1 [b] and [c] of

the main article, but are zoomed in on the three islands studied in this paper. The

supporting figures show the decadal, annual and monthly averaged velocity, from both

the NEMO model and Aviso satellite data, for illustrative purposes.

Figures C.1.1 - C.1.3 show the decadal, annual and monthly averaged circulation, of

both model and satellite derived velocities, for each island. The left column is the

Aviso velocity and the right column is the NEMO modeled velocity, the green contour

represents the 180 m isobath. The top two panels is the decadal average velocities

(same as Figure 4.1 [b] and [c]), the middle two panels are the 1998 annual average,
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Figure C.1.1: Average surface current speed [m−s] from model and satellite
data around the Kerguelen Plateau. The left column is the Aviso satellite
derived circulation, at 1/4◦ resolution, and the right column is the NEMO
modeled circulation, at 1/12◦ resolution. The top row, [a] – [b], is the decadal
average over 1998 – 2007; the middle row, [c] – [d], are the 1998 annual average;
and the bottom row [e] – [f], are monthly averages of January 1998. The green
contour represents the 180 m isobath.

and the bottom panels are the monthly average, January 1998.

As with the wider Southern Ocean, the model correctly captures the major features,

and also their magnitude, around each islands. In Figure S1, the model does a good job

at simulating the local circulation around the island, and further downstream, across
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Figure C.1.2: Average surface current speed [m−s] from model and satellite
data around the Crozet Islands. The left column is the Aviso satellite derived
circulation, at 1/4◦ resolution, and the right column is the NEMO modeled
circulation, at 1/12◦ resolution. The top row, [a] – [b], is the decadal average
over 1998 – 2007; the middle row, [c] – [d], are the 1998 annual average; and
the bottom row [e] – [f], are monthly averages of January 1998. The green
contour represents the 180 m isobath.

the three averaged periods. The only exception is the large current in the northeast

region of the Kerguelen plot, which is much stronger than in the observations, however

as there is no bloom occurring in this region it will not impact the results.
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Figure C.1.3: Average surface current speed [m−s] from model and satellite
data around South Georgia. The left column is the Aviso satellite derived
circulation, at 1/4◦ resolution, and the right column is the NEMO modeled
circulation, at 1/12◦ resolution. The top row, [a] – [b], is the decadal average
over 1998 – 2007; the middle row, [c] – [d], are the 1998 annual average; and
the bottom row [e] – [f], are monthly averages of January 1998. The green
contour represents the 180 m isobath.

Figure S2 demonstrates that the model is reproducing the Crozet Islands local circula-

tion very well. At the highest temporal resolution, the monthly averages (bottom row),

there are more noticeable variations between the model and observations. However,

the meandering current in the northeast of the plot is a complex feature which the

model captures in the correct location and magnitude, if not identical shape.
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In Figure S3, the model simulates the local circulation around South Georgia reason-

ably well, however the area is highly dynamic and consequently difficult to capture

exactly. Nevertheless, the model reproduces all the main features in the correct loca-

tions, and at a comparable magnitude to the observations.
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Figure D.1.1: Observed and modelled decadal, annual and monthly average
surface current speed (m s−1) around the Pitcairn marine protected area. The
observed velocity, panels [a,c,e], is the OSCAR data set at 1/3◦ resolution, and
the modelled velocity, panels [b,d,f], is the NEMO ocean general circulation
model at 1/12◦ resolution. Panels [a] and [b] are the decadal average surface
current speeds (2000 – 2009). Panels [c] and [d] are the annual average surface
current speeds (2000). Panels [e] and [f] are monthly average surface current
speeds (January, 2000). The black and white contour denotes the boundary
of the Pitcairn marine protected area.

D.2 Supplementary tables
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Figure D.1.2: Observed and modelled decadal, annual and monthly average
surface current speed (m s−1) around the South Georgia marine protected
area. The observed velocity, panels [a,c,e], is the OSCAR data set at 1/3◦

resolution, and the modelled velocity, panels [b,d,f], is the NEMO ocean gen-
eral circulation model at 1/12◦ resolution. Panels [a] and [b] are the decadal
average surface current speeds (2000 – 2009). Panels [c] and [d] are the annual
average surface current speeds (2000). Panels [e] and [f] are monthly average
surface current speeds (January, 2000). The black and white contour denotes
the boundary of the South Georgia marine protected area.
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Figure D.1.3: Observed and modelled decadal, annual and monthly average
surface current speed (m s−1) around the Ascension marine protected area.
The observed velocity, panels [a,c,e], is the OSCAR data set at 1/3◦ resolu-
tion, and the modelled velocity, panels [b,d,f], is the NEMO ocean general
circulation model at 1/12◦ resolution. Panels [a] and [b] are the decadal av-
erage surface current speeds (2000 – 2009). Panels [c] and [d] are the annual
average surface current speeds (2000). Panels [e] and [f] are monthly average
surface current speeds (January, 2000). The black and white contour denotes
the boundary of the Ascension marine protected area.
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Figure D.1.4: Observed and modelled decadal, annual and monthly average
surface current speed (m s−1) around the BIOT marine protected area. The
observed velocity, panels [a,c,e], is the OSCAR data set at 1/3◦ resolution, and
the modelled velocity, panels [b,d,f], is the NEMO ocean general circulation
model at 1/12◦ resolution. Panels [a] and [b] are the decadal average surface
current speeds (2000 – 2009). Panels [c] and [d] are the annual average surface
current speeds (2000). Panels [e] and [f] are monthly average surface current
speeds (January, 2000). The black and white contour denotes the boundary
of the BIOT marine protected area.
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Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

2000 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2001 0.00 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2002 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2003 0.05 0.16 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2004 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.05
2005 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2006 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2007 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.21
2008 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2009 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.05 0.00

Table D.2.1: Percentage of water source that originates within 85 km of land,
for the Pitcairn MPA. For each monthly release, throughout the 10–year ex-
periment, the percentage of particles which circulated within 85 km of the
coast.

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

2000 1.32 1.66 1.41 1.32 1.25 1.23 1.20 1.38 1.15 1.06 0.96 0.54
2001 0.81 1.06 0.99 0.97 0.86 0.47 0.47 0.67 1.07 1.28 1.14 1.45
2002 0.93 1.23 1.06 1.49 1.40 1.40 1.19 0.76 1.07 0.86 0.88 0.96
2003 0.68 0.62 0.54 0.41 0.57 0.50 0.45 0.47 0.36 0.94 0.76 1.01
2004 0.99 0.99 1.06 1.20 1.10 1.20 1.33 1.17 0.88 1.06 0.65 0.91
2005 0.94 0.93 0.99 0.99 1.56 1.92 1.66 1.15 1.53 1.64 1.14 1.38
2006 1.19 0.86 0.71 0.63 0.63 0.60 0.78 0.73 0.70 0.57 0.71 0.97
2007 0.94 0.83 0.76 1.19 1.10 1.38 1.15 1.17 1.28 1.07 1.33 1.06
2008 1.92 2.03 1.66 1.79 2.05 1.97 1.71 1.45 1.14 0.80 1.04 0.94
2009 1.01 1.09 1.25 1.06 1.35 1.41 1.40 1.67 1.51 1.40 1.40 1.48

Table D.2.2: Percentage of water source that originates within 85 km of land,
for the South Georgia MPA. For each monthly release, throughout the 10–year
experiment, the percentage of particles which circulated within 85 km of the
coast.

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

2000 21.92 24.88 22.27 21.21 18.36 22.27 19.08 15.64 14.81 11.26 12.20 17.18
2001 25.47 24.29 23.93 28.79 20.38 16.82 20.02 17.18 16.94 16.82 18.36 19.91
2002 24.05 24.41 27.61 24.53 26.30 28.91 26.30 29.50 23.70 19.19 20.50 23.58
2003 27.73 31.52 34.83 32.94 31.28 29.27 28.91 31.04 31.64 27.37 23.10 21.33
2004 34.48 30.69 30.33 34.36 35.07 37.56 33.29 31.99 29.03 21.45 21.45 23.22
2005 28.79 34.95 34.60 31.87 32.23 32.58 32.23 29.50 25.71 22.04 25.95 29.86
2006 30.92 31.64 38.03 34.24 32.58 33.65 32.94 28.55 25.00 23.93 22.63 20.38
2007 29.74 33.41 38.03 35.90 34.12 31.40 28.55 26.30 20.26 20.02 24.17 28.32
2008 26.18 29.38 30.81 32.94 29.74 32.46 34.24 32.46 32.35 28.08 26.18 27.37
2009 28.91 26.66 30.92 31.40 32.94 35.43 31.87 32.11 29.86 21.21 25.71 25.36

Table D.2.3: Percentage of water source that originates within 85 km of land,
for the Ascension MPA. For each monthly release, throughout the 10–year
experiment, the percentage of particles which circulated within 85 km of the
coast.
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Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

2000 34.57 35.05 62.77 67.04 64.87 67.77 62.77 50.44 48.27 58.66 43.59 34.25
2001 58.90 66.64 73.25 70.35 72.52 67.28 60.44 57.61 46.01 34.25 30.38 31.35
2002 55.36 51.41 57.13 62.85 59.55 63.17 54.47 29.33 29.33 42.63 53.02 58.42
2003 48.91 57.21 66.72 70.99 68.98 65.19 54.47 51.97 62.69 75.10 76.63 69.46
2004 52.14 49.56 56.57 65.03 71.07 67.69 56.73 42.39 53.91 70.83 68.09 54.71
2005 67.69 74.70 75.02 70.75 80.42 76.79 68.57 48.51 44.56 52.86 43.92 49.15
2006 58.74 60.76 64.30 66.48 57.05 51.57 43.92 46.90 57.86 75.10 74.94 69.54
2007 44.00 52.54 52.94 53.59 52.14 58.02 71.15 66.40 59.31 58.34 56.65 62.37
2008 48.51 55.84 62.13 61.97 66.48 65.35 54.07 51.01 49.23 56.97 65.59 62.69
2009 56.08 60.19 60.35 61.72 62.69 65.35 60.11 56.89 56.33 57.29 49.23 47.54

Table D.2.4: Percentage of water source that originates within 85 km of land,
for the BIOT MPA. For each monthly release, throughout the 10–year ex-
periment, the percentage of particles which circulated within 85 km of the
coast.

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

2000 0 0 0 0 0 0 0 0 0 0 0 0
2001 0 10 0 0 0 0 0 0 0 0 0 0
2002 0 0 0 0 0 0 0 0 0 0 0 0
2003 10 11 0 0 0 0 0 0 0 0 0 0
2004 0 0 0 0 0 0 0 0 0 0 29 10
2005 0 0 0 0 0 0 0 0 0 0 0 0
2006 32 0 0 0 0 0 0 0 0 0 0 0
2007 0 0 0 0 0 0 0 0 0 0 0 14
2008 0 0 0 0 0 0 0 0 0 0 0 0
2009 0 0 0 0 0 0 0 0 0 34 10 0

Table D.2.5: Maximum population density, persons per km2, encountered by
trajectories from the Pitcairn MPA. For each monthly release of particles,
throughout the 10–year experiment, of the particles than came within 85 km
of the coast, the maximum population density encountered is given.

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

2000 7 2683 1948 731 6 8 6 3 2 2 1 1
2001 2 3037 2094 3134 4 2 1 1 4 5 2 313
2002 6 2 2 132 2 1741 1212 2 2 68 2357 202
2003 12 2 2 1508 10 14 1 1360 1 159 1 1
2004 1 2 2 177 2 2 4 2 2 1 1 1
2005 2 2 2 2 326 5 2 114 1823 5 2 3
2006 7 1 1 1 1 1 1 2 1 2 5 2
2007 2 1 2 606 1 1 2 2 2 2368 2 2
2008 10 2 1 2 1 2 2 1 2 2 2 3
2009 3 1 2 1 2 2 2 2 2 2 2 2

Table D.2.6: Maximum population density, persons per km2, encountered by
trajectories from the South Georgia MPA. For each monthly release of parti-
cles, throughout the 10–year experiment, of the particles than came within 85
km of the coast, the maximum population density encountered is given.
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Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

2000 2725 2454 1793 1924 2459 2915 3167 2237 3202 2960 3530 1911
2001 4399 2620 2280 2246 2063 2915 3202 1911 2449 2237 2008 5288
2002 2915 4771 5288 2063 2063 2866 3530 4399 3105 3530 2725 2725
2003 3665 3060 3530 3167 2928 4883 2555 2723 2866 2649 2383 2063
2004 2063 2246 3073 2008 2014 2702 2960 3783 3530 2357 2454 2725
2005 2393 3131 2246 2318 3984 3167 1911 5105 3530 3149 3073 2722
2006 2063 2393 2960 3742 3530 5225 3869 3869 3984 2620 2346 2407
2007 2725 3131 5288 2325 3344 2699 3116 3149 1911 2028 1996 2866
2008 1925 2620 2246 3060 3149 5288 3925 2491 2209 3530 2142 2228
2009 2178 3197 2280 3202 3907 5105 2960 2960 2866 3073 3105 2384

Table D.2.7: Maximum population density, persons per km2, encountered by
trajectories from the Ascension MPA. For each monthly release of particles,
throughout the 10–year experiment, of the particles than came within 85 km
of the coast, the maximum population density encountered is given.

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

2000 1872 2162 4105 5133 4382 1826 2074 1587 1485 1528 1702 1635
2001 2131 4468 3933 3630 4098 4626 2089 1789 1824 1681 3034 1826
2002 7480 1830 4768 3166 2163 3880 1830 2163 2257 1793 2131 2077
2003 1966 3157 4961 4407 3816 1826 2163 2163 2017 2953 3777 1989
2004 2163 1830 2163 1722 2074 2163 2163 1455 1789 2442 3634 2442
2005 2729 4382 15203 4382 4783 4805 4625 2163 1717 2163 3471 2163
2006 2270 2116 2163 3753 1889 1889 2163 1472 2420 2784 3124 2420
2007 1830 1722 3648 4382 3369 1881 2074 1516 1811 1824 1890 2784
2008 2163 2078 3942 2074 3446 2163 2074 2163 1348 1717 3034 1824
2009 2074 1824 1830 4352 3984 1830 2163 1681 1592 2162 1989 2059

Table D.2.8: Maximum population density, persons per km2, encountered
by trajectories from the BIOT MPA. For each monthly release of particles,
throughout the 10–year experiment, of the particles than came within 85 km
of the coast, the maximum population density encountered is given.
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Abstract Artificial ocean iron fertilization (OIF) enhances phytoplankton productivity and is being
explored as a means of sequestering anthropogenic carbon within the deep ocean. To be considered
successful, carbon should be exported from the surface ocean and isolated from the atmosphere for an
extended period (e.g., the Intergovernmental Panel on Climate Change’s standard 100 year time horizon).
This study assesses the impact of deep circulation on carbon sequestered by OIF in the Southern Ocean, a
high-nutrient low-chlorophyll region known to be iron stressed. A Lagrangian particle-tracking approach is
employed to analyze water mass trajectories over a 100 year simulation. By the end of the experiment, for a
sequestration depth of 1000 m, 66% of the carbon had been reexposed to the atmosphere, taking an
average of 37.8 years. Upwelling occurs predominately within the Antarctic Circumpolar Current due to
Ekman suction and topography. These results emphasize that successful OIF is dependent on the physical
circulation, as well as the biogeochemistry.

1. Introduction

The Intergovernmental Panel on Climate Change Fifth Assessment Report (IPCC AR5) states that the cli-
mate has and is warming, unequivocally, and we can now be 95–100% certain that since the midtwentieth
century, it is primarily due to anthropogenic influence [Intergovernmental Panel on Climate Change (IPCC),
Working Group I (WGI), 2013]. Against this backdrop of increasing greenhouse gas emissions and global cli-
mate change, a number of schemes have been proposed to “geoengineer" the Earth’s climate. Ocean iron
fertilization (OIF) is one such scheme aimed at modifying the biogeochemical cycle of carbon in the ocean
in order to increase the oceanic uptake of CO2. OIF is intended to artificially stimulate the biological pump
by exploiting the surplus macronutrients found in so-called high-nutrient low-chlorophyll (HNLC) regions
where biological activity is restricted by the availability of the micronutrient iron [Martin, 1990]. The
Southern Ocean (SO) is by far the largest expanse of HNLC waters and is iron stressed because overlying
air masses circle the Earth in a latitude band that has sparse landmass and thus supplies little iron-rich
aeolian dust. Consequently, the SO has been identified as a particularly favorable location for OIF [Lampitt
et al., 2008].

In the Intergovernmental Panel on Climate Change Fourth Assessment Report (IPCC AR4) successful iron
fertilization is divided into phases, of which artificial stimulation of a surface phytoplankton bloom is only
the first. For the second phase, a proportion of the particulate organic carbon (POC) produced must sink
down the water column and reach the main thermocline or deeper before being remineralized. Finally,
the third phase is long-term sequestration of the carbon at depth out of contact with the atmosphere.
Characterizing the relevant time and space scales for sequestration is not a wholly objective procedure
[Leinen, 2008]. Nonetheless, the 100 year time scale adopted in IPCC forecasting is frequently used [Oschlies
et al., 2010; Rickels et al., 2010], and the typical depth of the main thermocline, 1000 m [IPCC, WGI, 2007,
chapter 5], serves as a vertical horizon clearly removed from the surface ocean and atmosphere [Passow and
Carlson, 2012].

Here we investigate these spatiotemporal scales, specifically the long-term fate of carbon that reaches the
deep ocean. Model simulations of the trajectories of Lagrangian particles associated with geoengineered
carbon are performed to establish the fate of such material. Statistical analysis of the resulting deep ocean
pathways is then used to evaluate carbon sequestration in the SO, with a particular focus on the significance
of the 1000 m depth horizon and centennial time scale.

ROBINSON ET AL. ©2014. American Geophysical Union. All Rights Reserved. 1
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2. Methodology

The Nucleus for European Modelling of the Ocean (NEMO) model is an ocean general circulation model
(GCM). The NEMO 1/4◦ resolution model has been developed with particular emphasis on realistic represen-
tation of fine-scale circulation patterns [Madec, 2008] and provides an ideal platform to conduct Lagrangian
particle-tracking experiments. Here we use 10 years of monthly averaged circulation output from 1997 to
2006 that we cycle 10 times to create a 100 year simulation. The Ariane package [Blanke and Raynaud, 1997]
(available online at: http://stockage.univ-brest.fr/~grima/Ariane) is applied to the resulting 100 year NEMO
velocity field to track water parcels using point particles that are released into the modeled ocean circula-
tion [Popova et al., 2013]. These particles are intended here to represent water masses within which sinking
POC, produced through the activities of surface OIF, has been remineralized to dissolved inorganic carbon.
They should not be confused with actual POC particles, since their modeled behavior (neutral buoyancy and
indefinite lifespan) does not emulate that of sinking biogenic material.

To test the suitability of the 1000 m minimum depth recommendation by the IPCC AR4 [IPCC WGI, 2007,
chapter 5; IPCC WGIII, 2007, chapter 11] for OIF, we deploy Lagrangian particles across the SO at a depth
of 1000 m. Particles are placed south of the midpoint between the nitrate maxima to the south and
nitrate-depleted waters to the north, which represents the northern limit of the HNLC region in the SO. The
particles are spaced regularly across the model grid, and, accounting for bathymetric features shallower
than 1000 m, this gives a total of 24982 particles, a sufficient number to resolve SO water mass path-
ways. During the 100 year simulation, particle trajectories (horizontal position and depth) are recorded at
monthly intervals.

The upper mixed layer (UML) of the ocean is characterized by vigorous mixing and near-homogeneous
physical and biogeochemical properties and represents the volume of water in close contact with the atmo-
sphere [Sprintall and Cronin, 2009]. Here we use the base of the UML, referred to as the mixed layer depth
(MLD), as the key boundary to separate failed and successful carbon sequestration, judging any Lagrangian
trajectories that enter the UML as potential pathways for OIF carbon to escape back in to the atmosphere. In
our analysis we specifically define our boundary, MLDX, as the modeled (local) mean annual maximum MLD
rather than instantaneous MLD. The advantage of this approach is that it uses a single horizon to determine
leakage of OIF carbon, however, a sensitivity analysis was performed using the maximum annual maximum
depth of the MLD and also the actual monthly MLD which only minimally altered the results.

The accuracy of the model-derived MLD was examined by comparison with the MLD calculated from World
Ocean Atlas (WOA) 2009 fields of temperature [Locarnini et al., 2010] and salinity [Antonov et al., 2010],
using two criteria: a density change of 0.125 (sigma units) and a variable density change corresponding to
a temperature change of 0.5◦C [Monterey and Levitus, 1997], both calculated 10 m from the surface to avoid
complications with ice cover. Repeating our central analysis using an observation-derived MLDX, we found
that the difference between using the WOA- and NEMO-calculated MLDX to be relatively small. Therefore,
and since it is consistent with NEMO’s velocity field, we refer only to the NEMO-derived MLDX in the rest of
this paper, which was determined using the density calculation method with a critical value of 0.01 (sigma
units). Full details on the MLDX sensitivity analysis and comparison with observations, including the global
and SO mean MLD, can be found in Tables S1 and S2 in the supporting information. Additionally, Figure S1
in the supporting information shows the NEMO-derived mean annual maximum MLD that is used in the
analysis, MLDX, referred to as NEMO Diagnostic (Sigma, 0.01) in Table S2.

3. Results

Of the 24982 Lagrangian particles that were injected into the SO at 1000 m, 66% were advected above
MLDX taking an average of 37.8 (𝜎 = 22.2) years. In Figure 1 each marker represents the location where a
particle crossed the MLDX boundary, with the color indicating the time in years. The most significant fea-
ture of Figure 1 is the large-scale sequestration failure within the SO, which accounts for the majority (97%)
of all leakage into the UML (average: 37.4 (𝜎 = 22.2) years to fail). The particle advection into the UML can be
attributed to the Antarctic Circumpolar Current (ACC), which circulates Antarctica in an eastward direction
[Rintoul, 2011]. Lagrangian particles caught in the ACC are transported across MLDX as the current is forced
up and over sea floor topography, predominately the Scotia Ridge Arc System and the Kerguelen Plateau.
The deep dense water (containing the particles at 1000 m) is mixed with the overlying lighter water mass,
gaining buoyancy and gradually transporting the particles above MLDX. In addition to advection into the
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Figure 1. Colored markers represent locations where the Lagrangian particles enter the upper mixed layer. The color of
a marker represents the time (years) it took to reach the upper mixed layer within the 100 year run.

UML, there is also Ekman suction occurring in the SO, which upwells the particles south of the Westerlies
wind stress maximum over the axis of the ACC [Sarmiento and Gruber, 2006]. This is particularly visible in the
Pacific and Atlantic sectors of Figure 1, between the latitude bands of 55◦S–65◦S.

The SO has a particularly energetic circulation connecting the three major ocean basins. Consequently, in
our experiment the geographical extent of the particles trajectories covers the entire global ocean (see
1000 m and 2000 m Movies S1 and S2 in the supporting information). By studying the trajectories of
successfully sequestered particles it becomes apparent that there is no well-defined deep advective
pathway out of the SO. Instead, particle advection out of the SO is distributed relatively evenly across all
longitudes, not including the western boundary currents. Figure 2 indicates the density of trajectories of
particles that remained sequestered for the entire 100 year simulation. In Figure 2 the highest density of
sequestered particle trajectories is within the Ross Gyre, which suggests that this location may facilitate
carbon sequestration. In our model the Ross Gyre feeds Lagrangian particles into the narrow westward
bound Antarctic Slope Current (ASC). Once within the ASC, particles can be entrained into Antarctic Bottom
Water via deep-water formation along the slopes of the Antarctic continent [Nicholls et al., 2009].

Figure 3a illustrates geographical patterns in the time taken for failed particles to be advected across MLDX,
relative to their starting positions. The Weddell Gyre is a prominent feature within Figure 3a, where the time
taken for particles to fail is longest in the center of the gyre, and then decreases toward its periphery. This
pattern occurs because particles starting in the Weddell Gyre become trapped in its strong cyclonic motion

Figure 2. Time-integrated (0–100 years) census of successfully sequestered particles to illustrate their horizontal
dispersal. Colors denote the cumulative “density” of particle trajectories based on monthly position throughout the
simulation. Note that, for clarity, the color scale is shown in log units.
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Figure 3. (a) Markers are located at the initial positions of unsuccessful Lagrangian particles at the beginning of the 100
year simulation. The color of a marker represents the time (years) at which the Lagrangian particle breached the mixed
layer depth. Particles that did not upwell during the simulation are not included in the plot. (b) Efficiency of sequestra-
tion based on the criterion that a particle has to remain below the upper mixed layer to be classed as sequestered. The
color of each 5◦ ×5◦ grid cell represents the percentage of particles initially in that cell which remain sequestered for the
entire 100 year simulation. Grid cells with fewer than 10 particles have not been included in the plot.

[Williams and Follows, 2011] which prolongs upwelling to an average of 55.2 years (𝜎 = 20.8) in the core of
the gyre (experiment average: 37.8 years, 𝜎 = 22.2). Of the particles that start in the Weddell Sea, 85% are
advected into the UML, which is the highest failure rate of any region within the SO. The Ross Gyre is also
a prominent feature in Figure 3a, though unlike the Weddell Gyre, this location may instead be suitable
for OIF due to the connection with the ASC and consequent deep-water formation along the edge of the
continental shelf.

Aside from the Weddell and Ross Gyres, there is little clustering within Figure 3a which suggests that par-
ticles that start next to each other in the experiment can experience radically different fates. This high
sensitivity to initial conditions may be attributed to the vigorous circulation of the SO which has a number
of meandering fronts particularly between the latitude bands of 60◦S and 40◦S [Rintoul, 2011].

Based on our criterion for carbon sequestration, Figure 3b shows the geographical distribution of seques-
tration efficiency, indicating how much sequestration results from particles seeded in each area. As in
Figure 3a, the Ross Sea shows up as an area that has high rates of success, while the Weddell Sea is a mix-
ture of areas of relatively high (center of the gyre) and low (peripheral regions) sequestration. A notable
low efficiency patch in Figure 3b occurs at roughly 45◦E and 60◦S. Particles starting in this location become
trapped in the ACC eastbound flow and consequently are lifted up and over the Kerguelen Plateau. Note
that sequestration efficiency here relates to the 100 year window of our simulation, and that numerous
particles ostensibly sequestered here might escape in a longer simulation.

Having studied the depth criterion (1000 m) suggested by the IPCC AR4, we conducted a sensitivity experi-
ment that injected Lagrangian particles at a depth of 2000 m. By the end of this experiment (100 years), only
29% of the particles had breached MLDX taking an average time of 58.4 years (𝜎 = 22.1), with 71% of the
particles remaining sequestered for the entire simulation. Further analysis revealed that, of the 29% of parti-
cles that did upwell, the vast majority (98%) were again upwelled within the SO, with an average time scale
of 58.3 years (𝜎 = 22.1).

4. Discussion

The SO has been repeatedly highlighted as the best area for OIF as it is the largest HNLC region on earth,
with potential for large-scale OIF leading to a noticeable impact on atmospheric CO2 concentrations
[Lampitt et al., 2008]. From the paleorecord it is evident that the SO plays a key role in regulating atmo-
spheric CO2 content, potentially sequestrating up to 100 Pg C in the past [Kohfeld et al., 2005]. Consequently,
the SO has been the site of a number of iron addition experiments [Boyd et al., 2012] which generally
suggest that OIF does result in enhanced export at the time of fertilization.
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Based on these experiments, this study assumes that OIF can enhance export of POC to depth and assesses
the impact of ocean circulation on the efficiency of intentional OIF in the SO, specifically focusing on how
much deep-sequestered carbon is brought back into contact with the atmosphere downstream of the fer-
tilization site. In our 1000 m experiment, designed to trace the fate of the sequestered carbon for 100 years,
66% was upwelled into the UML on a mean time scale of 37.8 (𝜎 = 22.2) years (Figure 2). The majority (97%)
of the carbon brought back into contact with the atmosphere is upwelled within the SO, taking an average
time scale of 37.4 (𝜎 = 22.2) years. Such a “leakage” within the vicinity of the fertilization patch questions
whether the SO is as good a location for OIF as initially thought.

However, even if the carbon is leaked into the UML there is no guarantee that it would be immediately
outgassed. To try and assess the robustness of the fail criteria used in the analysis, the percent failed was
recalculated, but allowing the particles 12 consecutive months in the UML without being classed as failed
so long as they are resubducted beneath MLDX within a year. This only reduced the failure rate by 4%,
which suggests that advection into the UML generally results in a long stay in the mixed layer, which greatly
increases the risk of outgassing. However, if the carbon is brought back to the surface, one must assume
so too is the Fe associated with it; however, this is highly dependent on the time scales of upwelling, and
whether this Fe would be bioavailable for further fertilization is nontrivial [Jiang et al., 2013].

Focusing on successful sequestration for 100 years in our experiment, Figure 2 illustrates the wide geo-
graphical extent of the sequestered carbon dispersed by ocean circulation. At the end of the 100 years,
only 46% of the sequestered carbon initialized at 1000 m remained within the SO, with the fraction being
slightly higher (56%) for the 2000 m experiment. The dispersion evident in our results demands highly
sophisticated methods of observation and modeling if validation of carbon sequestration is to be carried
out to an acceptable level. In any future commercialization of OIF, the fraction of the sequestered carbon
which remains in the deep ocean must be properly estimated [Rickels et al., 2010]. However, as Figure 2
illustrates, the global-scale dispersal of over half of the sequestered carbon presents serious logistical dif-
ficulties for monitoring. Furthermore, this dispersal may additionally interfere with attempts to attribute
ownership and to allocate carbon credits appropriately (see 1000 m and 2000 m Movies S1 and S2 in the
supporting information).

To date, intentional OIF has been examined in a number of modeling studies employing different criteria to
quantify the efficacy of OIF (Table S3 in the supporting information), such as the overall reduction in atmo-
spheric CO2 by the end of the simulation [Aumont and Bopp, 2006] or the cumulative CO2 uptake divided by
the cumulative iron addition [Sarmiento et al., 2010]. These studies have effectively assessed OIF efficiency
end to end: the impact on primary production, the impact on export of POC to the deep ocean, and the
downstream return of carbon to the surface ocean. Our study is unique in that it separates out the impact
of ocean circulation from other biogeochemical aspects of OIF to focus solely on phase 3 of OIF and the
long-term fate of carbon that has ostensibly been sequestered to depth.

A number of studies [Aumont and Bopp, 2006; Oschlies et al., 2010; Sarmiento et al., 2010] report a high pro-
portion of the sequestered carbon being reexposed to the atmosphere over a long time scale; however,
the processes or time scales in these models were not discussed. A particular advantage of our study is the
use of a much higher resolution 1/4◦ physical model. This provides an improved representation of impor-
tant fine-scale circulation features that are not present in the coarse-resolution models (2◦–3◦) previously
employed for OIF studies (see Table S3 in the supporting information). As our study highlights the impor-
tance of the circulation in determining global efficiency of OIF, this suggests that models of even higher
resolution may be required for an accurate assessment of the geoengineering potential of OIF.

In a related study, which does discuss sequestration time scales, DeVries et al. [2012] find a biological pump
sequestration efficiency over 100 years globally of about 0.3 (i.e., 30%) [DeVries et al., 2012, Figure 3c], with
higher efficiency in small regions, such as the Weddell Sea—results not dissimilar to those in this paper.
However, their study does not address the question of OIF explicitly and is carried out with a steady state
ocean circulation model at low resolution (2◦).

Figure 4 compares the 1000 m and 2000 m experiments, showing a decadal time series of the fraction of
carbon remaining below the UML. Unsurprisingly, carbon exported to depths of 2000 m has a significantly
higher probability of remaining sequestered for a period of 100 years than carbon exported to only 1000 m
depth. As only relatively modest sequestration of carbon reaching 1000 m occurs, this would suggest
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Figure 4. Decadal time series showing the number of parti-
cles that remain successfully sequestered below the upper
mixed layer for both the 1000 m (green line) and 2000 m
(blue line) experiments.

that 1000 m is insufficient as an ocean-wide stan-
dard for carbon sequestration and that deeper
depth horizons are necessary to provide more
reliable sequestration on a centennial time scale,
for in the SO at least. This raises the question of
how difficult is it to ensure such depth of export
and sequestration. de Baar et al. [2008] state that
below 100–250 m, particulate matter is vigorously
respired and remineralized by bacteria so that on
average only 1–10% of the sinking particulates
reach depths below 1000 m. Using the Martin et
al. [1987] export curve, we can estimate that of
the sinking material from 100m, 14% makes it to
1000 m and 8% reaches 2000 m, which means that
while more than 85% of the sinking flux is lost by
1000 m, the flux is decreased by less than a half
between 1000 m and 2000 m. By choosing 2000 m
as a reference depth, the 45% loss in exported
material can be compensated by 40% gain in

reducing advective leakage. This would increase the estimated efficiency of intentional OIF when the role of
ocean circulation is taken into account. However, it is important to note that the Martin et al. [1987] curve is
based on observations from the oligotrophic Pacific, whereas a recent experiment in a SO mesoscale eddy
concluded that—in contrast—over 50% of the biomass was exported below 1000 m [Smetacek et al., 2012].

There are several caveats for our work. One is that our experiments use present-day ocean circulation and
do not take into account future climate change which is widely anticipated to have a significant impact on
ocean circulation and mixing. The most pronounced impact on the conclusions of this study could be the
effects of a warming ocean and freshening at middle to high latitudes, both of which will tend to increase
vertical stratification [Doney et al., 2012; Sallée et al., 2013]. Within the framework of our experiments,
increased stratification would potentially decrease the amount of carbon reexposed to the atmosphere and
increase efficiency estimates. More generally, our work uses the ocean circulation from a single model at a
single resolution. Future work involving a variety of models with varying resolutions, as well as using circu-
lation fields from simulations that extend into perturbed projections of the 21st century ocean, may help
resolve these uncertainties.

5. Conclusions

1. The export of carbon to a depth of 1000 m in the Southern Ocean does not guarantee its sequestration
within the ocean for a period of 100 years.

2. More than 66% of sequestered carbon returns into contact with the atmosphere within 100 years, with a
mean time scale of 37.8 years.

3. Within 100 years, carbon originally sequestered in the Southern Ocean is redistributed throughout the
world ocean, with implications for monitoring.

4. The chaotic nature of Antarctic Circumpolar Current flow causes sequestered carbon initially in close
proximity to be unpredictably and widely dispersed to different fates.

5. Carbon exported to 2000 m experiences lower leakage to the atmosphere (29%), suggesting that more
stringent depth criteria may facilitate more accurate carbon credits systems.

6. Considering physical transport is just as critical as biogeochemical processes when evaluating the
efficiency of OIF schemes.

References
Antonov, J. I., et al. (2010), NOAA Atlas NESDIS 69, in World Ocean Atlas 2009, Volume 2: Salinity, edited by S. Levitus, 184 pp., U. S. Gov.

Printing Oficce, Washington, D. C.
Aumont, O., and L. Bopp (2006), Globalizing results from ocean in situ iron fertilization studies, Global Biogeochem. Cycles, 20, GB2017,

doi:10.1029/2005GB002591.
Blanke, B., and S. Raynaud (1997), Kinematics of the Pacific Equatorial Undercurrent: An Eulerian and Lagrangian approach from GCM

results, J. Phys. Oceanogr., 27, 1038–1053.

Acknowledgments
We thank the National Environmental
Research Council, part of the National
capability in ocean modeling, for fund-
ing this research (NE/K500938/1). This
study was carried out using the com-
putational tool Ariane, developed by
B. Blanke and N. Grima. The data pre-
sented in this study can be obtained
by contacting the lead author. We are
additionally grateful to a number of
colleagues at NOC for suggestions and
assistance, in particular A. L. New and
M. Sonnewald.

The Editor thanks Michael Hiscock
and an anonymous reviewer for their
assistance in evaluating this paper.

ROBINSON ET AL. ©2014. American Geophysical Union. All Rights Reserved. 6



Geophysical Research Letters 10.1002/2013GL058799

Boyd, P. W., D. C. E. Bakker, and C. Chandler (2012), A new database to explore the findings from large-scale ocean iron enrichments
experiments, Oceanography, 25, 64–71, doi:10.5670/oceanog.2012.104.

de Baar, H. J. W., L. J. A. Gerringa, P. Laan, and K. R. Timmermans (2008), Efficiency of carbon removal per added iron in ocean iron
fertilization, Mar. Ecol. Prog. Ser., 364, 269–282, doi:10.3354/meps07548.

DeVries, T., F. Primeau, and C. Deutsch (2012), The sequestration efficiency of the biological pump, Geophys. Res. Lett., 39, L13601,
doi:10.1029/2012GL051963.

Doney, S. C., et al. (2012), Climate change impacts on marine ecosystems, Annu. Rev. Mater. Sci., 4, 11–37, doi:10.1146/annurev–
marine-041911-111611.

Intergovernmental Panel on Climate Change (IPCC), Working Group I (WGI) (2007), Observations: Ocean climate change and sea level,
in Climate Change 2007: The Physical Science Basis, edited by S. Solomon et al., pp. 385-432, Cambridge Univ. Press, Cambridge, U. K.,
and New York.

Intergovernmental Panel on Climate Change (IPCC), Working Group I (WGI) (2013), Summary for Policymakers, in Climate Change 2013:
The Physical Science Basis, edited by T. F. Stocker et al., Cambridge Univ. Press, Cambridge, U. K., and New York.

Intergovernmental Panel on Climate Change (IPCC), Working Group III (WGIII) (2007), Mitigation from a cross-sectoral perspective, in
Climate Change 2007: Mitigation of Climate Change, edited by B. Metz et al., pp. 619-690, Cambridge Univ. Press, Cambridge, U. K., and
New York.

Jiang, M., et al. (2013), The role of organic ligands in iron cycling and primary productivity in the Antarctic Peninsula: A modeling study,
Deep Sea Res. Part II, 90, 112–133, doi:10.1016/j.dsr2.2013.01.029.

Kohfeld, K. E., C. Le Quéré, S. P. Harrison, and R. F. Anderson (2005), Role of marine biology in glacial-interglacial CO2 cycles, Science, 308,
74–77, doi:10.1126/science.1105375.

Lampitt, R. S., et al. (2008), Ocean fertilization: A potential means of geoengineering?, Philos. Trans. R. Soc. A, 366, 3919–3945,
doi:10.1098/rsta.2008.0139.

Leinen, M. (2008), Building relationships between sientists and business in ocean iron fertilization, Mar. Ecol. Prog. Ser., 364, 251–256,
doi:10.3354/meps07546.

Locarnini, R. A., et al. (2010), NOAA Atlas NESDIS 68, in World Ocean Atlas 2009, Volume 1: Temperature, edited by S. Levitus, pp. 184, U. S.
Gov. Printing Office, Washington, D. C.

Madec, G., (2008), NEMO reference manual, ocean dynamic component: NEMO-OPA, Notes du pole de modelisation, Tech. Rep. 27, Institut
Pierre Simmon Laplace (IPSL), France.

Martin, J. H., G. A. Knauer, D. M. Karl, and W. W. Broenkow (1987), VERTEX: carbon cycling in the northeast Pacific, Deep Sea Res. Part A,
34, 267–285.

Martin, J. M. (1990), Glacial-interglacial CO2 change: The iron hypothesis, Paleoceanography, 5, 1–13.
Monterey, G., and S. Levitus (1997), Seasonal Variability of Mixed Layer Depth for the World Ocean. NOAA Atlas NESDIS 14, 96, U. S. Gov.

Printing Office, Washington, D. C.
Nicholls, K. W., et al. (2009), Ice-ocean processes over the continental shelf of the southern Weddell Sea, Antarctica: A review, Rev.

Geophys., 47, RG3003, doi:10.1029/2007RG000250.
Oschlies, A., W. Koeve, W. Rickels, and K. Rehdanz (2010), Side effects and accounting aspects of hypothetical large-scale Southern Ocean

iron fertilization, Biogeosciences, 7, 4017–4035, doi:10.5194/bg-7-4017-2010.
Passow, U., and C. A. Carlson (2012), The biological pump in a high CO2 world, Mar. Ecol. Prog. Ser., 470, 249–271, doi:10.3354/meps09985.
Popova, E. E., A. Yool, Y. Aksenov, and A. C. Coward (2013), Role of advection in Arctic Ocean lower trophic dynamics: A modeling

perspective, J. Geophys. Res. Oceans, 118, 1571–1586, doi:10.1002/jgrc.20126.
Rickels, W., K. Rehdanz, and A. Oschlies (2010), Methods for greenhouse gas offset accounting: A case study of ocean iron fertilization,

Ecol. Econ., 69, 2495–2509, doi:10.1016/j.ecolecon.2010.07.026.
Rintoul, S. R. (2011), The Southern Ocean in the Earth System, in Science Diplomacy: Antarctica, Science, and the Governance of

International Spaces, edited by P. A. Berkman et al., pp. 175–187, Smithsonian Institution Scholarly Press, Washington, D. C.
Sallée, J. B., E. Shuckburgh, N. Bruneau, A. J. S. Meijers, T. J. Bracegirdle, and Z. Wang (2013), Assessment of Southern Ocean mixed-layer

depths in CMIP5 models: Historical bias and forcing response, J. Geophys. Res. Oceans, 118, 1845–1862, doi:10.1002/jgrc.20157.
Sarmiento, J. L., and N. Gruber (2006), Ocean Biogeochemical Dynamics, Princeton Univ. Press, Princeton, N. J., and Oxford, U. K.
Sarmiento, J. L., et al. (2010), Efficiency of small scale carbon mitigation by patch iron fertilization, Biogeosciences, 7, 3593–3624,

doi:10.5194/bg-7-3593-2010.
Smetacek, V., et al. (2012), Deep carbon export from a Southern Ocean iron-fertilized diatom bloom, Nature, 487, 313–319,

doi:10.1038/nature11229.
Sprintall, J., and M. F. Cronin (2009), Upper Ocean Vertical Structure, in Elements of Physical Oceanography, edited by H. Steele, S. A.

Thorpe, and K. K. Turekian, Elsevier Ltd., London, U. K.
Williams, R. G., and M. J. Follows (2011), Ocean Dynamics and the Carbon Cycle Principles and Mechanisms, Cambridge Univ.

Press, Cambridge, U. K.

ROBINSON ET AL. ©2014. American Geophysical Union. All Rights Reserved. 7



Appendix E Publications 179

E.2 Location Location Location

This article was written following the publication of Robinson et al. 2014. It was

published in the 2014 Winter Edition of NERC’s Planet Earth Magazine.



14    PLANET EARTH  Winter 2014

The idea of scientists manipulating 
nature to avoid climate change 
evokes images of Dr Evil toying 

with volcanoes. Yet the concept – known 
as geoengineering – is a very real one. It’s 
controversial, but it may be a necessary last 
resort if we don’t lower our CO2 emissions.

If we reach a fatal tipping point with 
climate change – a serious possibility – we 
would look to scientists for help, like in the 
film The Day After Tomorrow. So although 
geoengineering is far from ideal – it’d be 
better not to emit the CO2 in the first 
place – scientists are a well-prepared bunch, 
and we research every option. Proposed 

If we could trap the CO2 we 
produce in the deepest depths 
of the ocean, where should 
we do it? Maybe not where 
scientists first thought, says 
Josie Robinson. She explores 
the theory behind ocean iron 
fertilisation in the Southern 
Ocean, and describes her 
work on testing it.

geoengineering methods range from 
orbiting space mirrors to simply pumping 
CO2 into the ground. The one I focus on 
is ocean iron fertilisation (OIF) which aims 
to make the oceans absorb more CO2, 
removing it from the atmosphere before it 
can affect the climate.

You might remember from school 
biology that plants take up CO2 during 
photosynthesis so they can grow. In the 
oceans this job is done by tiny plants, 
known as phytoplankton or algae – like 
the green sludge that grows in lakes. 
When the phytoplankton die, they slowly 
sink down into the depths. Most of the 

dead plant matter decomposes as it sinks, 
releasing the carbon that was absorbed 
during photosynthesis into the water; from 
there it ultimately escapes back into the 
atmosphere. But if the phytoplankton sink 
deep enough before being broken down, 
the sheer volume of the ocean could keep 
the carbon confined to the deep dense 
water – perhaps for centuries.

This happens naturally across the world’s 
oceans, enabling the sea to sponge up a third 
of human CO2 emissions and reducing our 
impact on the climate. It doesn’t happen in 
the Southern Ocean, though. The water 
here contains lots of nutrients, but it lacks 

Output of the oceanographic model, showing where the ocean’s circulation carried the carbon over the course of the experiment.

 Josie Robinson.
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iron, which phytoplankton need to grow. So 
an oceanographer got the idea of fertilising 
the Southern Ocean with the missing 
nutrient iron to allow algae to grow there as 
well, soaking up more CO2 into the ocean.

Just add iron?
That’s the theory, but would it actually 
work? In field studies when scientists have 
gone to the Southern Ocean and thrown 
iron into the sea, they did indeed cause algal 
blooms. We’ve also looked at places around 
islands in the Southern Ocean where iron 
fertilisation happens naturally as iron is 
released from the mud; there, we do see 
more carbon sinking to the deep.

Now if the first stage of OIF is trapping 
CO2 in plant form and the second is 
transporting the carbon to the deep ocean 
when the phytoplankton die, then what’s 
the third and final stage? This is where 
I come in. The third stage is long-term 
carbon sequestration in the deep ocean. To 
sequester something means to keep it out 
of reach in a safe place; the goal is to keep 
CO2 out of the atmosphere by trapping it 
deep under water for a long time, at least a 
century. 

I assume that steps one and two have 
been successful, and we’ve managed to get a 
lot of carbon into the deep ocean – actually 
quite a big assumption and a hot research 
topic in itself. So what happens next? By 
using a computer model which replicates 
the ocean’s circulation, we can predict 
what might happen to the carbon over 100 
years. To do this I put markers, representing 
the carbon, across the Southern Ocean 
at a depth of 1,000m within the ocean 
circulation model. The markers have no 

weight so neither sink nor float; instead 
they ride the ocean currents, just like CO2 
molecules would. I tracked the markers 
within the simulated ocean for 100 years 
to see where they’d end up and, crucially, 
if the carbon would stay away from the 
atmosphere – the whole purpose of OIF.

Having analysed 25,000 markers, I can 
tell you that a lot of them (66 per cent) did 
find a way out of the deep ocean and back 
into contact with the atmosphere, taking 
on average 38 years. We expected some of 
the carbon would leak out over 100 years, 
but two thirds is quite a lot. Not only that, 
but it escaped very quickly!

With over half the carbon escaping 
back into the atmosphere, you may be 
beginning to wonder what the point is, but 
remember this is only one experiment and 
only a computer simulation of the ocean. 
The real ocean is such a complex system 
that recreating its behaviour in a computer 
model is immensely difficult, a bit of a black 
art of oceanography. We can never fully 
rely on simulations – although the level of 
accuracy in ours is impressive – but we 
can use them to provide us with potential 
scenarios, whose likelihood we can then 
check with further research. 

So how did this Houdini carbon manage 
to escape in our experiment? The key 
factor is the ocean circulation. The 
Southern Ocean is like the M25; it connects 
all major oceans – not just horizontally, but 
also vertically. Here, deep water rises up to 
the surface on a massive scale. This is due 
to the trade winds, which push water near 
the surface away from Antarctica so that 
water from the deep rises to fill the gap. In 
our experiment this was the carbon’s main 

escape route from the deep ocean. 
The bottom line is that location is 

crucial. We were half right to think the 
Southern Ocean is a good place for OIF; it 
has an abundance of all essential nutrients 
except iron. Yet our research suggests 
that although there are some areas that 
are suitable for geoengineering, ultimately 
it’s a bad location because of its highly 
dynamic circulation. Even carbon that did 
stay in deep water for the full century was 
spread all over the world by the circulation, 
making it almost impossible to monitor 
the sequestered carbon – this would be 
essential in a carbon credit market where 
someone would be paying to have carbon 
locked up on their behalf to offset the 
pollution they were causing.

All this suggests OIF alone is probably not 
the miracle cure for all our climate-change 
problems. But it may have a role to play 
alongside other geoengineering methods. 
There are places in the world’s oceans 
that do seem to be suitable for OIF, so the 
research must continue. Of course, the 
best course of action is to cut our carbon 
emissions, and leave geoengineering to 
movie directors. 

Algae coated ice off the Antarctic coast.

LANCE/EOSDIS MODIS Rapid Response Team at NASA GSFC
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E.3 Could the Madagascar bloom be fertilized by Mada-

gascan iron?

This paper was co-authored with M A Srokosz along side the thesis work.
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Abstract In the oligotrophic waters to the east of Madagascar, a large phytoplankton bloom is found to
occur in late austral summer. This bloom is composed of nitrogen fixers and can cover up to �1% of the
world’s ocean surface area. Satellite observations show that its spatial structure is closely tied to the underly-
ing mesoscale eddy field in the region. The causes of the bloom and its temporal behavior (timing of its ini-
tiation and termination) and spatial variability are poorly understood, in part due to a lack of in situ
observations. Here an eddy resolving 1/128 resolution ocean general circulation model and Lagrangian par-
ticle tracking are used to examine the hypothesis that iron from sediments around Madagascar could be
advected east by the mesoscale eddy field to fertilize the bloom, and that variability in advection could
explain the significant interannual variability in the spatial extent of the bloom. The model results suggest
that this is indeed possible and furthermore imply that the bloom could be triggered by warming of the
mixed layer, leading to optimal conditions for nitrogen fixers to grow, while its termination could be due to
iron exhaustion. It is found that advection of Madagascan iron could resupply the bloom region with this
micronutrient in the period between the termination of one bloom and the initiation of the next in the fol-
lowing year.

1. Introduction

The area to the east of Madagascar lies in the southwestern Indian Ocean subtropical gyre and biologically
is one of the oligotrophic regions of the world’s oceans. In the late austral summer, a major phytoplankton
bloom develops in this region, which varies from year-to-year both in terms of timing and spatial extent.
The bloom is easily observed in ocean color measurement of chlorophyll and is known to be composed of
nitrogen fixing phytoplankton [Poulton et al., 2009]. In some years, when fully developed, this late austral
summer Madagascar bloom can cover �1% of the world’s ocean surface area. It has been described as one
of the strongest examples of interannual variability, with respect to ocean biology, after El Ni~no [Uz, 2007;
Srokosz and Quartly, 2013]. Thus, the Madagascar bloom has a major impact on the biogeochemistry of the
Indian Ocean basin [Uz, 2007]. Notably, unlike similar late summer blooms elsewhere in the ocean as docu-
mented by Wilson and Qiu [2008], the Madagascar bloom propagates to the east, away from Madagascar.
Despite the significance of the bloom, the lack of supporting in situ data has led to uncertainty surrounding
the mechanisms of its formation, propagation, and termination.

Longhurst [2001] was the first to describe the seasonal development of this major bloom, using ocean color
observations from space (from POLDER and Sea-viewing Wide Field-of-view Sensor (SeaWiFS)). He noted
that the bloom typically occurred during the period February to April but was not present every year. Subse-
quent studies have elucidated various aspects of the bloom [e.g., Srokosz et al., 2004; Uz, 2007; Wilson and
Qiu, 2008; Poulton et al., 2009; Huhn et al., 2012; Srokosz and Quartly, 2013], but many questions still remain
regarding its nature (see Srokosz and Quartly [2013] for a review of what is currently known about the
bloom). Based on limited in situ observations [Poulton et al., 2009; Srokosz and Quartly, 2013], it is known
that the bloom is composed of nitrogen fixing phytoplankton: Trichodesmium and the diatom Rhizosolenia
clevei with its symbiont Richelia intracellularis. Other notable features of the bloom are that it propagates
east away from Madagascar and exhibits significant interannual variability in terms of the timing of its initia-
tion and termination, and also in terms of its spatial extent [Wilson and Qiu, 2008]. In his original study, Long-
hurst [2001] noted the importance of the mesoscale eddy field in the development of the bloom, describing
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the bloom’s spatial structure as dendritic. Subsequent studies have confirmed the impact of the eddy field
on the bloom [e.g., Huhn et al., 2012; Srokosz and Quartly, 2013]. Although there have been recent studies of
the effect of eddies on chlorophyll in the South Indian Ocean [Dufois et al., 2014; Gaube et al., 2013, 2014],
these have been focused more on an area further east toward Australia and on austral winter conditions, so
have not address the influence of eddies on the bloom directly.

The reasons for the occurrence of the bloom are unclear. Uz [2007] proposed that the bloom was fertilized
by riverine iron washed off Madagascar by tropical cyclones and then advected to the east by the ocean cir-
culation, and in particular by the mesoscale eddy field. Srokosz and Quartly [2013], while accepting the idea
of iron fertilization, questioned the river runoff mechanism as the major Madagascan rivers flow into the
Mozambique Channel to the west of Madagascar. Instead, they proposed that iron could be supplied from
the sediments from the continental shelves to the east and south of Madagascar. As Elrod et al. [2004], Jean-
del et al. [2011], and Dale et al. [2015] show, continental shelf sediments can be a major source of iron to
the water column and then by advection to the open ocean. Srokosz and Quartly [2013] argued that a simi-
lar mechanism had been shown to explain both the Kerguelen and Crozet blooms in the Southern Ocean
[Blain et al., 2007; Pollard et al., 2009] and, by analogy, could explain the Madagascar bloom. Unfortunately,
unlike the Crozet and Kerguelen studies, there are no iron measurements from the Madagascan region.
Mongin et al. [2009] used a modeling study to demonstrate that winter advection of iron could explain the
Kerguelen bloom and a related approach will be used in this study. The hypothesis here is: iron from sedi-
ments around Madagascar is advected east by the mesoscale eddy field to fertilize the bloom, and the vari-
ability in the advection explains the significant interannual variability in the spatial extent of the bloom. This
hypothesis will be examined using a high-resolution (1/128) ocean model and Lagrangian particle tracking.
Given the importance of the mesoscale eddy field for the development of the bloom [Longhurst, 2001], it is
crucial to use a truly eddy resolving ocean model for this study [Marzocchi et al., 2015].

In the same region to the east of Madagascar, there is also an annual weak austral spring bloom [see, for
example, Uz, 2007, Figure 2], which is followed by the development of a deep chlorophyll maximum [Sro-
kosz and Quartly, 2013]. This austral spring bloom and the subsequent development of a deep chlorophyll
maximum are reproduced in biogeochemical models without an iron component, whereas the late austral
summer bloom studied here is not (see discussion by Srokosz and Quartly [2013] and references therein). In
part, the inability of the models to reproduce the late austral summer bloom is due to the omission of the
nitrogen fixing phytoplankton, composing the bloom [Poulton et al., 2009], from the ocean biogeochemical
models. An exception is the global model of Monteiro et al. [2010] which shows pronounced variability over
a year in diazotrophs to the east of Madagascar. However, they do not investigate the Madagascar bloom
per se and their model resolution is only 18, so it does not resolve the mesoscale features that are an impor-
tant aspect of the bloom. The point to draw from these model results is that if iron is advected east from
Madagascar probably not all of it will be used up during the weak austral spring bloom and so some will be
available to fertilize the late austral summer bloom, which is the focus of this study.

The paper proceeds as follows: section 2 describes the data and model; section 3 explains the methodology
used and gives the results obtained by applying Lagrangian particle tracking to the model output; section 4
discusses other factors that affect the bloom; section 5 gives the conclusions of this study.

2. Data and Model Description

2.1. Satellite Data
2.1.1. SeaWiFS Chlorophyll
For simplicity and because it provides a uniform data set, here a decade, 1998–2007, of SeaWiFS ocean color
observations of chlorophyll for the bloom area are used. The specific products used are the SeaWiFS
monthly, level 3 Standard Mapped Images with a 9 km resolution [NASA, 2009]. These were obtained from
http://oceandata.sci.gsfc.nasa.gov/SeaWiFS/L3SMI/. In Figure 1, the SeaWiFS data for the bloom period Janu-
ary to April are plotted for each of the 10 years [cf. Wilson and Qiu, 2008, Figure 10]. The interannual variabil-
ity of the bloom, both in terms of timing and of spatial extent, can be clearly seen over the decade of
observations.

One point to note is that the criterion for the existence of a late austral summer bloom in the SeaWiFS
ocean color data differs amongst studies. For example, Uz [2007] uses a ratio of the mean surface
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Figure 1. SeaWiFS monthly chlorophyll concentration in mg chl m23. Maps for (left to right) January to April for each year (top to bottom)
from 1998 to 2007. The interannual variability of both the timing and the spatial extent of the bloom is apparent.
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chlorophyll over the bloom area to the
mean surface chlorophyll over an area
further east, while Wilson and Qiu’s
[2008] criterion for the existence of a
bloom is that the chlorophyll concen-
tration exceeds 0.15 mg m3. Here the
latter criterion will be used to define
the presence and extent of the bloom,
and to examine its interannual variabil-
ity as it allows the spatial extent of the
bloom to be delineated.
2.1.2. Altimetric Sea Surface
Currents
The satellite altimeter data used here
are produced by Ssalto/Duacs and dis-
tributed by AVISO (http://www.aviso.
altimetry.fr/duacs/) [AVISO, 2014]. A
merged data product, from only two
satellites at any one time, is used as
this provides consistent data set appro-
priate for interannual variability stud-
ies. The Absolute Dynamic Topography

(ADT) is obtained by adding the Sea Level Anomaly to the Mean Dynamic Topography, which is the part of
the Mean Sea Surface Height caused by permanent currents (Mean Sea Surface Height minus Geoid). A
mapping procedure using optimal interpolation gives ADT maps (MADT or L4 products) at a given date
(daily temporal resolution) on 1=4˚ 3 1=4˚ spatial grid. Here the sea surface geostrophic velocities computed
from the ADT over the period of 1998–2007 are used, to match the SeaWiFS data record.

2.2. NEMO Model and Ariane Lagrangian Particle Tracking
The Nucleus for European Modelling of the Ocean (NEMO) model is an ocean general circulation model
(GCM). The NEMO 1/128 resolution model has been developed with particular emphasis on realistic repre-
sentation of fine-scale circulation patterns [Madec, 2008; Marzocchi et al., 2015] and provides an ideal plat-
form to conduct Lagrangian particle-tracking experiments as it captures the mesoscale behavior, necessary
to investigate the Madagascar bloom. The run of the 1/128 NEMO that is used here is that described by
Marzocchi et al. [2015] (section 2.1). In brief, the run starts in 1978 and is 30 years long, ending in 2007. It is
initialized with World Ocean Atlas (WOA) 2005 climatological fields and forced with 6 hourly winds, daily
heat fluxes, and monthly precipitation fields [Brodeau et al., 2010]. There is moderate relaxation of the sea
surface salinity fields, which are restored toward WOA 2005. Model outputs are stored as successive 5 day
means throughout the model run and these are the outputs used for the particle tracking in this paper. For
more details of the model setup and configuration, see Marzocchi et al. [2015].

Here we use 11 years of 5 day mean velocity fields (from 1997 to 2007 inclusive) to drive particle tracking in
order to make a qualitative comparison with the SeaWIFS 1998–2007 observations. The reason for the extra
year of model run is that particle tracking is applied in the period leading up to each year’s bloom (see sec-
tion 3.1 below). An example of a 5 day velocity field from NEMO for the bloom area is shown in Figure 2
and displays a highly variable mesoscale eddy field similar to that known to exist in the bloom area [cf.
Longhurst, 2001, Figure 2]. It is recognized that the mesoscale eddy field plays a key role in the development
and propagation of the bloom [Longhurst, 2001; Srokosz et al., 2004; Srokosz and Quartly, 2013]; therefore, it
is important that the model is able to reproduce a realistic eddy field to the east of Madagascar. Marzocchi
et al. [2015] have demonstrated that the NEMO 1/128 model produces a realistic mesoscale eddy field in the
North Atlantic (their Figure 8), which gives added confidence in using the same model run here.

The Ariane package [Blanke and Raynaud, 1997] (available online at: http://stockage.univ-brest.fr/�grima/
Ariane) is applied to the NEMO velocity field described above to track water parcels using point particles
that are released into the modeled ocean circulation (cf. Popova et al. [2013] and Robinson et al. [2014], who

Figure 2. NEMO 1/128 model 5 day ‘‘snapshot’’ of the surface current speeds in
the Madagascar bloom area, displaying a highly variable mesoscale eddy field
that is accord with that seen in observations [cf. Longhurst, 2001, Figure 2]). This
illustrates that the high resolution of the NEMO 1/128 model enables it to capture
the behavior at the mesoscale that is important for the Madagascar bloom (see
also Figure 10 below).
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used output from a NEMO 1=48 run). The
method is presented in detail and discussed
by Blanke and Raynaud [1997] and Blanke
et al. [1999].

3. Lagrangian Particle Tracking

3.1. Methodology
In order to study the possible advection of
iron, either from sediments or from riverine
input, 275 particles were deployed at the sur-
face, on the 1/128 model grid, in the area to
the south and east of Madagascar where the
bathymetry lies between 50 and 300 m in
depth (see Figure 3). This choice is a balance
between remaining close to the coast yet
avoiding particles bumping into it and cover-
ing the shelf region from which iron might
enter the water column [Elrod et al., 2004;
Dale et al., 2015]. This provides sufficient par-
ticles to track in order to get a reasonable
representation of their dispersal away from
Madagascar.

Initially, two Lagrangian particle-tracking
experiments were performed. In both experi-
ments, the particles were released at the
ocean surface. No attempt was made to dis-
tinguish between possible upwelling from
sediments or input from rivers per se. It was
simply assumed that the particles tracked
were representative of iron that had entered
the surface waters around Madagascar from
whichever source. The first experiment
released particles every 5 days each year (73
releases per year, giving a total of 20,075 par-

ticles per year) and simply followed the particles from their release for 1 year to see whether advection
could disperse them sufficiently to fertilize a bloom in the region to the east of Madagascar.

The second experiment was based on the assumption that the bloom would utilize all the available iron
and addressed the question of whether advection could resupply iron for a bloom in the following year. In
this experiment, particles were released from a nominal end of the bloom in May until January of the follow-
ing year and tracked during the nine intervening months until the nominal start of the bloom in February
of the following year.

A third particle-tracking experiment was also carried out to determine whether the particle released to the
east of Madagascar, in the East Madagascar Current, or those released to the south of Madagascar on the
shallow shelf were more likely to be advected to the east. Here the results of the second experiment were
used, with the simple variation of subsetting the particles as shown in Figure 3; this results in 194 particles
being released to the south and 81 to the east of Madagascar.

An important caveat to the results discussed below is that the NEMO 1/128 model, while run for specific
years, will not be able to provide a direct comparison with the satellite observations for the same year. The
reason for this is that the mesoscale eddy field in NEMO is not initialized to match the real-world eddy field
(because of chaotic dynamics this is only possible using data assimilation). Therefore, while in a statistical
sense, the model might be expected reproduce the mesoscale eddy field behavior [see Marzocchi et al.,
2015], it is not expected to reproduce the exact eddy field behavior year-on-year. However, as will become

Figure 3. Lagrangian particle release area around Madagascar (as repre-
sented in the model grid)—differentiating particle to east (green—EMC)
and south (blue—shallow shelf). A total of 275 particles are released every
5 days; of which 81 particles are released to the east and 194 particles to
the south. The particles are released at the surface in the area that lies
between the 50 and 300 m depth contours in the model. See text for dis-
cussion of release timings.
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apparent below, this caveat does not affect the usefulness of the model results for testing the hypothesis
stated in section 1.

3.2. Results
Consider, to begin with, the results from the first Lagrangian particle-tracking experiment. There are 275 par-
ticle starting positions spaced on the 1/128 grid to the east and south of Madagascar at the surface, with the
region of release being bounded by the 50 and 300 m depth contours (Figure 3). Particles are released every
5 days and tracked for 1 year. During the 10 model years for which the experiment was run, it was found
that in some years few particle trajectories entered the bloom area, while other years showed a significant
spreading of particle trajectories into the bloom area. These initial results (not shown) indicate that Lagran-
gian particles released to the south and east, near to the coast of Madagascar, can be advected far enough
to the east to potentially fertilize the bloom. In addition, they show that there is significant interannual vari-
ability in the Lagrangian particle trajectories and so the bloom area could be subject to an intermittent sup-
ply of iron from year-to-year. These results support the hypothesis stated at the beginning of the paper.

Having found that the advection of iron east away from Madagascar could fertilize the bloom in principle, a
further question arises as to whether the bloom is terminated by the exhaustion of iron in the surface water
by the phytoplankton. This question cannot be addressed directly using the NEMO 1/128 simulation, as it
does not model iron per se. However, if the bloom is terminated by the exhaustion of iron then a question
that can be addressed is: can advection resupply iron in the period between the end of one bloom and the
start of the one in the following year? This corresponds to the question addressed by Mongin et al. [2009] for
the Kerguelen bloom using a model tracer experiment. Here it is addressed using Lagrangian particle track-
ing. In this second experiment, the release of Lagrangian particles is restricted to the months between the
end of one bloom and the start of the next, and they are tracked during the nine intervening months. For
simplicity, the end of the bloom is taken to be the end of April and the start to be the beginning of February
of the following year, while acknowledging that in practice there is interannual variability in the timing of
both the initiation and the termination of the bloom. However, since the model does not reproduce perfectly
the actual behavior in any specific year (due to chaotic dynamics as noted above) this simplification is not a
problem as a qualitative, rather than quantitative, answer is all that is required from this experiment.

Figure 4 shows the results for all 10 years of the NEMO 1/128 model run, with the particles color coded by their
release month. It can be seen that in some years, the Lagrangian particle trajectories extend sufficiently far to
the east to allow iron fertilization of the bloom in the following year, even if the iron had been exhausted in
the previous year. Unsurprisingly, the particles released first, at the end of the previous year’s bloom in May,
travel furthest generally. In contrast, the particles released last, in the January of the bloom year, are closest to
Madagascar having had less time to be advected away. Note that particles are not just advected east, but also
south and west, and even north into the Mozambique Channel. As expected from the first NEMO experiment,
the spatial extent of the particle advection displays considerable interannual variability. This result is similar to
that obtained by Mongin et al [2009] for the Kerguelen bloom using model tracers.

A further qualitative comparison is shown in Figure 5. Here model year results, for 2000 and 2007, have
been overlaid with the SeaWiFS chl data for the month of March in the years 2002 and 1999, using the
Wilson and Qiu [2008] criterion for the bloom of 0.15 mg chl m23. The SeaWiFS observation years were cho-
sen to illustrate the case of an extensive (1999) and a less extensive bloom (2002). While the model years
were chosen on being the best match to the observations, as noted above (section 3.1), there is no expecta-
tion that model results will match observations on a year-by-year basis. Nevertheless, this qualitative com-
parison shows that the behavior of the Lagrangian particles in the model can roughly match the observed
spatial extent of the bloom, even though year-by-year the model cannot reproduce the details of the bloom
as it has an internally generated chaotic mesoscale eddy field that may not match that in the real world
(except in a statistical sense over many realizations). Of course, a better match between the extent of the
particle trajectories and the extent of the bloom might have been obtained by varying the criterion for the
bloom (to a different value than 0.15 mg chl m23) but it seemed a much more stringent test to use the
independently chosen value of Wilson and Qiu [2008]. A further point to note from Figures 2, 4, and 5 is that
the particle trajectories seem to spread further north and south than the bloom itself, a point confirmed by
comparing 10 year composites of both fields (not shown). This could be an artifact of either the choice of
bloom criterion or an indication that the model eddy field dispersing the particles differs somewhat from
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the real world, being less tightly constrained in the north-south direction (on this latter point see section 4.2
and Figure 10 below).

One question that the results so far do not answer is whether the iron would be primarily supplied from the
shallow sediments to the south of Madagascar, where upwelling is known to occur [DiMarco et al., 2000;

Figure 4. Lagrangian particle trajectories for NEMO model years 1998–2007. The blue area is where the particles are released. In this
experiment, the 275 particles are released every 5 days outside the bloom period (taken as beginning of May of the previous year to the
end of January of the bloom year) and tracked for the intervening 9 months. The particles are spaced 1/128 apart. The color scale gives the
month of the particle release.
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Machu et al., 2002], or from the east
where the strong East Madagascar Cur-
rent could potentially scour sediment
from the sea bed? To examine this ques-
tion, the particles that are released are
divided into those initially lying to the
east and those lying to the south (see Fig-
ure 3). Tracking the two sets of particles
reveals that both areas contribute to the
particles that are advected to the east
away from Madagascar. However, the
particles released to the east tend to con-
tribute more to the eastward advection.
In contrast, the particles released to the
south tend to contribute more to advec-
tion into the Mozambique Channel (see
Figures 6 and 7; note that the results
shown in Figure 4 are a combination of
those in these two figures). Looking at all
10 years of particle releases from the east
and south, there is considerable interan-
nual variability as to where the trajecto-
ries end up without any simple
discernible pattern emerging. Therefore,
no strong conclusion can be drawn
regarding whether the origin of any iron
being advected is to the east or the south
of Madagascar—both regions potentially
contribute.

Having examined the potential for iron
advection using Lagrangian particle tracking, the next step is to take advantage of the NEMO 1/128 model
output to look at the possible effects of changes in mixed layer temperatures and depths, and of the South
Indian Ocean Counter-Current (SICC), on the bloom.

4. Other Factors Affecting the Bloom

As noted by Srokosz and Quartly [2013, and references therein], other factors that affect the bloom are the
mixed layer temperatures and depths needed to provide optimum conditions for the growth of the nitro-
gen fixing phytoplankton that form the bloom. Ward et al. [2013], in discussing diazotroph biogeography,
note the preference of some species for warm temperatures and stratified, high-light environments, as
found in this area in late austral summer [Srokosz and Quartly, 2013]. In addition, the South Indian Ocean
Counter-Current (SICC) may play a role in the advection of iron, though its exact nature is disputed (see
below) [Palastanga et al., 2007; Siedler et al., 2006; Menezes et al., 2014]. Finally, the so-called Indian Ocean
Dipole (IOD) may possibly influence the bloom through its effect on Indian Ocean circulation. These factors
that could influence the bloom are examined next.

4.1. Temperature and Mixed Layer Depth
Wilson and Qiu [2008, and references therein] note that nitrogen fixing Trichodesmium, one of the key phy-
toplankton species that compose the Madagascar bloom, rarely bloom below 258C. Srokosz and Quartly
[2013] (Figure 3) found from in situ observations that the bloom was confined to near-surface waters with
temperatures greater than 26.58C, with mixed layer depths of �20–30 m. Therefore, it is unlikely that the
bloom will occur if the mixed layer temperature is less than 258C. On examining the model output, the
mixed layers are found to be relatively shallow (<30 m) in the periods leading up to, during, and following

Figure 5. Lagrangian particle trajectories (green) for the NEMO model years
(top) 2000 and (bottom) 2007. These are overlaid (hatched) with the SeaWiFS
chl data for the month of March in the years 2002 and 1999, using the Wilson
and Qiu [2008] criterion for the bloom of 0.15 mg chl m23. Note that this is
only a qualitative comparison as the NEMO model is not expected to repro-
duce the actual mesoscale eddy field in a particular year.
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the bloom. Therefore, it seems doubtful that light limitation plays a role in its initiation and termination.
However, the mixed layer temperatures may do so, so these are examined next.

Figure 8 shows results from the NEMO 1/128 ocean model for the months in which surface temperature
(representative of the mixed layer temperature) exceeds 258C, leading up to the bloom period. In contrast,

Figure 6. Lagrangian particle trajectories for NEMO model years 1998–2007. The blue area is where 81 particles are released every 5 days.
This experiment is identical to that shown in Figure 4 but with the release of the particles restricted to the east of Madagascar in the area
of the East Madagascar Current that runs south along the coast. The color scale gives the month of the particle release.
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Figure 9 shows when the surface temperature cools to 258C, after the bloom period. In both figures, interan-
nual variability can be seen in the spatial structure of the warming and cooling. For the bloom region, the
surface waters warm to 258C around January/February each year (Figure 8). In the postbloom period,
the surface temperature drops below 258C around June/July. These results suggest that the initiation of the

Figure 7. Lagrangian particle trajectories for NEMO model years 1998–2007. The blue area is where 194 particles are released every 5
days. This experiment is identical to that shown in Figure 4 but with the release of the particles restricted to the south of Madagascar in
the upwelling area on the shelf. The color scale gives the month of the particle release.
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Figure 8. Results from NEMO showing the month in which surface temperatures exceed 258C prior to the bloom period over the decade
of model output examined. Note that in the white area, the temperatures never exceed 258C.

Figure 9. Results from NEMO showing the month in which surface temperatures drop below 258C after the bloom period over the decade
of model output examined. Note that in the white area, the temperatures never exceed 258C, so cannot drop back below 258C either.
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bloom could be triggered by the rise in
the temperature of the surface water, as
the mixed layer shallows. In contrast,
from examining the model mixed layer
depths (not shown), it would appear that
the termination of the bloom is unlikely
to be caused by either mixed layer deep-
ening (for the bloom area it is never
deep enough for light limitation to come
into play) or by cooling as this occurs
much later than the observed timing of
the termination of the bloom (Figure 9).

These results are suggestive but not con-
clusive regarding the possible causes of
the initiation and termination of the
bloom and will be discussed further in
section 5 (below).

4.2. South Indian Ocean Counter-
Current (SICC) and Eddy Field
It has been suggested by Wilson and Qiu
[2008] and Huhn et al. [2012] that the
SICC, a shallow (�200 m deep) current

flowing eastward at approximately 258S [Palastanga et al., 2007], may play a role in the development and
propagation of the Madagascar Bloom. One way that the existence of the SICC has been inferred is by aver-
aging altimetric sea surface geostropic currents over a number of years [Siedler et al., 2006]. Here the 10
year (1998–2007) average of AVISO produced altimetric sea surface geostropic current speeds is compared
to the corresponding 10 year (1998–2007) average of 1/128 NEMO surface current speeds.

The results of comparing AVISO and NEMO surface currents are shown in Figure 10 and there is agree-
ment generally, in line with similar comparisons by Marzocchi et al. [2015] for the North Atlantic (their
Figure 8). The NEMO results are somewhat smoother overall and the residual variability in the 258S band,
on which the bloom is centered, slightly weaker. Both the AVISO and NEMO results show the existence of
the East Madagascar Current flowing south along the east coast of Madagascar, then turning west to flow
toward South Africa. Note that once the current leaves the Madagascan coast it interacts with the meso-
scale eddy field and is less well defined. There is no clear evidence for the existence of the SICC in either
the altimetry or the NEMO decadal means. Therefore, it can be concluded that the existence of the SICC is
not necessary for iron advection to fertilize the bloom. The presence of the mesoscale eddy field (see
Figure 2) is sufficient to transport particles, and therefore iron, east away from Madagascar. The averaging
period used by Siedler et al. [2006], August 2001 to May 2006, was also examined for the AVISO data and
their Figure1c reproduced (not shown), which appears to show the existence of the SICC. This seems at
odds with our 10 year average which shows no SICC but this simply indicates that caution is required
both in the choice of averaging period and in the interpretation of the results obtained from altimetry
(see discussion in Schlax and Chelton [2008]). More recently, Menezes et al. [2014], based on Argo and
hydrographic observations, have suggested that the SICC has a three-branched structure, three distinct
eastward flowing jets that they denote as northern, central, and southern SICC. Therefore, the exact struc-
ture of the SICC seems to be a matter of some uncertainty at present but it is beyond the scope of this
paper to pursue this question.

4.3. Indian Ocean Dipole (IOD)
Given the importance of the Indian Ocean Dipole [Saji et al., 1999] for the Indian Ocean Circulation [Schott
et al., 2009], its possible role in the interannual variability of the Madagascar bloom is considered briefly
here. Over the period studied here (1998–2007), the variability in the IOD dipole mode index seems to have
no clear relationship to the behavior of the bloom from year-to-year. Indeed, over this period, the IOD
mode index exhibits low variability except in 1998 (negative) and 2006 and 2007 (positive). The lack of a

Figure 10. (top) Ten year (1998–2007) average of AVISO sea surface geostro-
phic current speeds, and a (bottom) 10 year (1998–2007) average of 1/128

NEMO sea surface current speed.
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relationship between the bloom and the IOD might be considered unsurprising as the impacts of the IOD
on the circulation are seen primarily in the tropical Indian Ocean [Schott et al., 2009]. Previously, Srokosz
et al. [2004] found no obvious link in this area to meteorological parameters (winds and fluxes) and Uz
[2007] had concluded that the interannual variability did not correlate well with any obvious physical
parameter. Likewise, the modeling and satellite observations study of Currie et al. [2013] shows no indica-
tion of IOD (or ENSO) influence on chlorophyll anomalies to the east of Madagascar, though their model
does lack nitrogen fixers. Finally, Longhurst [2007] also noted the lack of any relationship between the
bloom and climatic indices more generally. Consequently, the role of the IOD is not considered any further
here.

5. Conclusions

The original hypothesis of this paper was that: iron from sediments around Madagascar is advected east by
the mesoscale eddy field to fertilize the bloom, and the variability in the advection explains the significant
interannual variability in the spatial extent of the bloom. The Lagrangian particle tracking results using
NEMO 1/128 ocean model output (described in section 3) support this hypothesis by showing that iron
could be advected east by the mesoscale eddy field in the nonbloom period to support a bloom in the
following year. Furthermore, the model results show sufficient interannual variability in the spatial extent
of the Lagrangian particle advection to explain the observed interannual variability in the spatial extent of
the SeaWiFS ocean color observations of the bloom. The results also show (section 4.2) that the existence of
the SICC is not necessary to explain either the extent or the interannual spatial variability of the bloom. The
exact nature and form of the SICC seem unclear [Palastanga et al., 2007; Siedler et al., 2006; Menezes et al.,
2014] but it is not necessary to solve these problems here, as the conclusions are not dependent on
doing so.

From the numerical experiments presented in this paper, it is not possible to distinguish between iron
advection from sediments and iron advection from riverine input [Uz, 2007; Srokosz and Quartly, 2013]. Both
would enter the surface waters and be advected east. However, as noted by Srokosz and Quartly [2013],
most of the major Madagascan rivers drain into the Mozambique Channel well away from the area of
Lagrangian particle release (see Figure 3), so iron from sediments seems a more likely source (by analogy
with Kerguelen and Crozet) [see Blain et al., 2007; Pollard et al., 2009]. Jeandel et al. [2011] note that 23 times
more iron could reach the ocean from margin sources than that supplied by river fluxes. Only future in situ
measurements are likely to be able to distinguish between these two possible sources of iron (possibly
through the use of isotopic composition measurements) [Jeandel et al., 2011].

In addition to its use for Lagrangian particle tracking, the model output has also been examined to see
whether it might give further insight into physical factors that could affect the initiation and termination
of the bloom. The nitrogen fixing phytoplankton that compose the bloom are known to be sensitive to
temperature and to require a relatively shallow mixed layer [Srokosz and Quartly, 2013; Ward et al., 2013;
Wilson and Qiu, 2008, and references therein]. The model results (section 4.1) show that the interannual
variability of mixed layer temperatures over the bloom area could explain the interannual variability in the
timing of the initiation but not the termination of the bloom. The initiation of the bloom could be due to
the warming of the surface waters leading to optimal conditions for the growth of the nitrogen fixing
phytoplankton. Thereafter the termination of the bloom could be due to the exhaustion of iron by the
phytoplankton as the bloom develops, since the model results suggest that the surface waters do not
start to cool until after the bloom terminates. Again in situ observations of iron are required to confirm, or
otherwise, that this is the case.

In summary, the picture that emerges from the above analysis is that the Madagascar bloom is fertilized by
iron advected east from the island. The bloom is initiated in the late austral summer, when the upper ocean
is depleted of nitrate due to the prior spring bloom, and the conditions (mixed layer temperatures) become
suitable for nitrogen fixing phytoplankton to flourish. The bloom is terminated by the exhaustion of iron.
This picture potentially explains both the interannual variability in the spatial extent of the bloom and of
the timing of its initiation and termination. As noted above, this picture can only be confirmed (or dis-
proved) by making further in situ measurements of the bloom, and particularly of iron availability for which
no data are extant for this region.
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Analytical solution for the vertical profile of daily production in the ocean (doi 10.1002/2015JC011293)

2858



3549 Shai Asher, Stephan Niewerth, Katinka Koll, and Uri Shavit
Vertical variations of coral reef drag forces (doi 10.1002/2015JC011428)

3564 Bicheng Chen, Di Yang, Charles Meneveau, and Marcelo Chamecki
Effects of swell on transport and dispersion of oil plumes within the ocean mixed layer*
(doi 10.1002/2015JC011380)

*This article is part of a Special Section—Physical Processes Responsible for Material Transport in the Gulf of
Mexico for Oil Spill Applications

3579 Nobuhiro Suzuki and Baylor Fox-Kemper
Understanding Stokes forces in the wave-averaged equations* (doi 10.1002/2015JC011566)

*Companion to Suzuki et al. [2016], doi:10.1002/2015JC011563
*This article is part of a Special Section—Physical Processes Responsible for Material Transport in the Gulf of
Mexico for Oil Spill Applications

3597 Nobuhiro Suzuki, Baylor Fox-Kemper, Peter E. Hamlington, and Luke P. Van Roekel
Surface waves affect frontogenesis* (doi 10.1002/2015JC011563)

*Companion to Suzuki and Fox-Kemper [2016], doi:10.1002/2015JC011566.
*This article is part of a Special Section—Physical Processes Responsible for Material Transport in the Gulf of
Mexico for Oil Spill Applications

3625 M. V. Bilskie, S. C. Hagen, S. C. Medeiros, A. T. Cox, M. Salisbury, and D. Coggin
Data and numerical analysis of astronomic tides, wind-waves, and hurricane storm surge along the northern Gulf
of Mexico (doi 10.1002/2015JC011400)

Commentary

3659 Peter G. Brewer and Edward T. Peltzer
Ocean chemistry, ocean warming, and emerging hypoxia: Commentary (doi 10.1002/2016JC011651)

2859



RESEARCH ARTICLE
10.1002/2015JC011319

A tale of three islands: Downstream natural iron fertilization in
the Southern Ocean
J. Robinson1,2, E. E. Popova1, M. A. Srokosz1, and A. Yool1

1National Oceanography Centre, University of Southampton, Southampton, UK, 2Ocean and Earth Science, University of
Southampton, Southampton, UK

Abstract Iron limitation of primary productivity prevails across much of the Southern Ocean but there
are exceptions; in particular, the phytoplankton blooms associated with the Kerguelen Plateau, Crozet
Islands, and South Georgia. These blooms occur annually, fertilized by iron and nutrient-rich shelf waters
that are transported downstream from the islands. Here we use a high-resolution (1/128) ocean general cir-
culation model and Lagrangian particle tracking to investigate whether inter-annual variability in the poten-
tial lateral advection of iron could explain the inter-annual variability in the spatial extent of the blooms.
Comparison with ocean color data, 1998–2007, suggests that iron fertilization via advection can explain the
extent of each island’s annual bloom, but only the inter-annual variability of the Crozet bloom. The area
that could potentially be fertilized by iron from Kerguelen was much larger than the bloom, suggesting that
there is another primary limiting factor, potentially silicate, that controls the inter-annual variability of bloom
spatial extent. For South Georgia, there are differences in the year-to-year timing of advection and conse-
quently fertilization, but no clear explanation of the inter-annual variability observed in the bloom’s spatial
extent has been identified. The model results suggest that the Kerguelen and Crozet blooms are terminated
by nutrient exhaustion, probably iron and or silicate, whereas the deepening of the mixed layer in winter
terminates the South Georgia bloom. Therefore, iron fertilization via lateral advection alone can explain the
annual variability of the Crozet bloom, but not fully that of the Kerguelen and South Georgia blooms.

1. Introduction

It is now generally accepted that iron, in conjunction with light, is a major limiting factor of primary produc-
tion in the Southern Ocean, indirectly controlling the biological pump and drawdown of carbon dioxide
from the atmosphere [Takahashi et al., 2009; Blain et al., 2007; Boyd et al., 2007; de Baar et al., 1995; Martin,
1990; Martin et al., 1990]. However, there are exceptions to the high-nutrient, low-chlorophyll conditions
that prevail across most of the Southern Ocean. Large phytoplankton blooms are observed downstream of
continental shelf and land mass [Blain et al., 2007; Pollard et al., 2007; Korb et al., 2008], where iron is sug-
gested to be supplied to surface waters predominately from ocean sediments [Bakker et al., 2007; Tyrrell
et al., 2005; Thomalla et al., 2011]. In order to understand these important high-productivity regions, we
need to characterize the time scales and mechanisms that transport iron to where primary production
occurs [Boyd et al., 2012a, 2012b; d’Ovidio et al., 2015; Wadley et al., 2014]. Here we focus on three Southern
Ocean islands groups, the Kerguelen Plateau, Crozet Islands, and South Georgia and Shag Rocks, outlined
by black boxes in Figure 1a, specifically looking at the role of advection in determining the spatial extent of
the downstream blooms.

Iron supply in the Southern Ocean comes from a variety of different sources including: aeolian input, brine
rejection and drainage from sea ice, sediments, entrainment from the deep ocean via winter mixing, Ekman
pumping, and upwelling at ocean fronts, and it is also constantly resupplied via rapid recycling of organic
material [Boyd and Ellwood, 2010; Gille et al., 2014; Graham et al., 2015; Korb et al., 2008; Schallenberg et al.,
2016; Tagliabue et al., 2014]. A recent study by Graham et al. [2015] suggests that coastlines, continental
and island, are key sources of iron to the Southern Ocean, and also provides a comprehensive descrip-
tion of the behavior of iron in sediment pore waters and the mechanisms behind its flux into over-lying
bottom water. Another source, recently found to be relevant to the Kerguelen Plateau, is riverine input
associated with snowmelt. This source is important during spring, as there is increased rainfall and run-
off, whereas freezing conditions during the winter inhibit this iron supply [van der Merwe et al., 2015]. In
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Figure 1. A Southern Ocean overview of satellite ocean color, satellite and modeled surface current speed, and the bathymetry in the model. (a) Decadal average, 1998–2007, of the
chlorophyll a concentration (mg m23) in the month of November. (b and c) The decadal averages (1998–2007) of surface current speed (m21), from the NEMO model, at 1/128, and the
Aviso data, at 1/48 resolution, respectively. (d) The Southern Ocean bathymetry within the NEMO 1/128 model, contours are in meters below the sea surface. Black boxes denote the
study areas: South Georgia, left; Crozet Islands, middle; Kerguelen, right.
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this paper, we focus on the potential for iron fertilization from island sources, primarily from sediments
and runoff.

As iron is released from island sediments, internal waves and turbulence mix the iron up into surface waters
which then fuels phytoplankton production [Bowie et al., 2015; Boyd, 2007; Korb et al., 2008; Park et al.,
2008a, 2008b]. Iron that is not immediately utilized by biota or scavenged from the water column can be
transported downstream of its source via lateral advection within the local circulation and also by stirring
within mesoscale features [Abraham et al., 2000; d’Ovidio et al., 2015]. As it advects, iron can undergo many
processes and transformations as part of the complex iron cycle, which can alter both the transport and
bioavailability of iron. For instance, iron can be diluted by physical mixing, it can be kept in circulation by
iron-binding ligands, or there can be luxury uptake of the iron by biota and hence ‘‘internal advection’’
[Mongin et al., 2008]. In various forms, iron can be lost from the surface by sinking or it can be retained in
the surface water and then remineralized downstream of the original source and supply a new area with
iron [Boyd et al., 2000; Boyd, 2007].

In order to test the hypothesis that inter-annual variability observed in the spatial extent of downstream
island blooms could be explained by horizontal advection, the details of the iron cycle are not considered
here. In this paper, the term ‘‘iron advection’’ refers to any iron from island sources in a form that can be lat-
erally transported, via either advection or stirring, and is also bioavailable at the bloom site, hence what is
demonstrated in this paper is the potential for iron fertilization. To diagnose the advection around each
island, Lagrangian particles were released within velocity fields from the NEMO (Nucleus for European Mod-
elling of the Ocean) 1/128 ocean general circulation model, a resolution high enough to resolve eddies and
small-scale circulation patterns around the islands. In the analysis, the Lagrangian trajectories, representing
water mass potentially fertilized with iron, are compared against the observed bloom areas in the satellite
data. Additionally, the possible causes for bloom termination will be considered for each island, utilizing the
model diagnostics and also World Ocean Atlas nutrient data.

2. Methodology

In order to assess the impact of iron that could potentially be advected downstream of Southern Ocean
islands, satellite-derived data (chlorophyll a concentrations and sea surface currents) were compared with
Lagrangian particle trajectories within velocity output from the NEMO 1/128 model. Here we give a brief
description of each of the three study sites, the tools used, and explain the experimental design.

2.1. Study Sites
The Kerguelen Plateau and Heard Island (southeast of the Kerguelen Island), depicted by the box on the
right of Figure 1d (bathymetry plot), is a major bathymetry feature within the Indian Ocean sector of the
Southern Ocean, extending from 468S to 648S at the 3000 m isobath. It forms a major barrier to the east-
ward flowing Antarctic Circumpolar Current (ACC), with most of the flow being deflected to the north of the
plateau (�100 Sv), and the substantial remainder to the south (30–40 Sv), steered primarily by the

Figure 2. The starting positions of the Lagrangian particles around the islands. Particles are placed over shallow bathymetry (<180 m),
around (a) Kerguelen and Heard Island, (b) Crozet Islands, and (c) South Georgia and Shag Rocks. In plots 2a and 2c, only every other parti-
cle is plotted for clarity. The plot also includes contours of 500 m (dark blue), 1500 m (green), and 3000 m (red) isobaths. Note that the axis
for each plot is not consistent.
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topography. The circulation over the plateau between the two islands is rather stagnant, <5 cm2s on aver-
age. A major circulation feature within the region is the Polar Front (PF), which cuts between the two
islands, flowing close to the southeast Kerguelen Island [Park et al., 2008a, 2008b, 2014]. The Kerguelen
bloom occurs on decadal average during November to January, as demonstrated in Figure 3a, and is
predominately made up of diatom species above the plateau [Blain et al., 2001]. However, note that the
Kerguelen bloom can persist for much longer periods, due to a concurrent resupply of essential nutrients
via remineralization and entrainment from the deep ocean during vertical mixing [Boyd, 2007].

Crozet Islands (468S, 528E), depicted by the central black box in Figure 1d, are separated from the Del
Cano Rise plateau to the west by the Subantarctic Front (SAF), which is the dominant circulation fea-
ture in the area. The SAF predominately lies west to east within the ACC, but turns sharply north
between the two plateaus (Crozet and Del Cano Rise), before turning eastward to the north of Crozet
as it comes into contact with the Agulhas Return Current [Bakker et al., 2007; Pollard et al., 2007]. Over
the plateau and to the north of the island (bounded by the SAF) is an area of Polar Frontal Zone char-
acterized by weak circulation (15–20 Sv), within which iron can accumulate during the winter months
that can subsequently fuel a bloom [Planquette et al., 2007]. The phytoplankton community structure of
the Crozet bloom, described by Poulton et al. [2007], is made up of varying sizes of diatoms, and very
small prymnesiophyte Phaeocystis antarctica. Biomass varies considerably near to the plateau between
species, but further away from the plateau, to the northwest and east, prymnesiophyte P. antarctica
can dominate.

South Georgia and Shag Rocks (northwest of South Georgia), hereafter referred to collectively as South
Georgia, are located to the east of Drake Passage, highlighted by the left black box in Figure 1d. The islands
form part of the North Scotia Ridge at roughly 548S, 378W, directly in the path of the ACC. The PF lies north
of the islands, and the Southern ACC Front flows to the south, looping anticyclonically around South Geor-
gia before flowing east again [Orsi et al., 1995; Meredith et al., 2003]. North of the island, enclosed by the PF
and Southern ACC Front, is the South Georgia Basin, within which prolonged blooms exist throughout the

Figure 3. The average chlorophyll a concentration (mg m23) (satellite ocean color) of each month over the 10 year period. Concentrations
are from two locations, one inside (thick green line with markers) and one outside of the bloom region (dashed green line), for each island.
The data points from inside the bloom region include error bars which are plus and minus one standard deviation in chlorophyll a for
each month, over the 10 year period. The blue line represents the decadal average of the mixed layer depth of each location inside the
bloom. (a) Kerguelen, (b) Crozet, and (c) South Georgia. Note the x axis, ‘‘Month,’’ begins from June to May.

Journal of Geophysical Research: Oceans 10.1002/2015JC011319

ROBINSON ET AL. A TALE OF THREE ISLANDS 4



growing season [Borrione and Schlitzer, 2013]. This paper will focus on the South Georgia Basin bloom, but
there are blooms occurring to the south and west of the islands [Ward et al., 2007], although these blooms
are partly subsurface and may not be represented by satellite observations. Furthermore, the region is one
of the most productive regions across the entire Southern Ocean, with various sources of iron and phyto-
plankton [Ardelan et al., 2010; Murphy et al., 2013; Thomalla et al., 2011]. Consequently, from satellite ocean
color data alone, it is not possible to delineate blooms fertilized by iron from South Georgia sediments or
from elsewhere within the basin (Antarctic peninsula or ice melt). The South Georgia Basin bloom (hereafter
referred to as the South Georgia bloom) is dominated by large diatom species, but is described as ‘‘patchy’’
over scales of 10–20 km, with fragmented diatom colonies occurring alongside a more invariant community
of small autotrophs and heterotrophs [Atkinson et al., 2001; Korb et al., 2008].

Each of the three islands has different characteristics which determine the ecosystem that they support and
its functioning, but for a generalized overview of the Southern Ocean ecosystem, see Boyd [2002]. These
islands have been selected for this study as their blooms have been extensively explored in the field [Blain
et al., 2008; Pollard et al., 2007; Korb et al., 2008; Murphy et al., 2013], the results from which can be used to
support our own analysis.

2.2. Satellite Data
2.2.1. Chlorophyll Observations
The ocean color data used in this study come from the ESA Ocean Colour Climate Change Initiative. Here
we use a (level 3 geographically mapped) merged and bias corrected product from the MERIS, MODIS, and
SeaWiFS data sets, with a horizontal resolution of up to 4 km [Storm et al., 2013]. Because of the low solar
elevation and sea-ice coverage in winter, data are unavailable in some areas, most visibly the Weddell Sea
in Figure 1a, but by averaging over a month, year, and decade, we can fill in many of the gaps. This study
has utilized monthly chlorophyll a (chl a) concentrations over the period 1998–2007, the first decade in
which we have good satellite coverage across the world. In this study, the chlorophyll data are used to rep-
resent phytoplankton biomass, defining the island blooms.
2.2.2. Altimetric Sea Surface Currents
The satellite altimeter data are produced by Ssalto/Duacs and distributed by the Archiving Validation and
Interpretation of Satellite Data in Oceanography (Aviso) group, with support from CNES (http://www.aviso.
altimetry.fr/duacs/). Here we utilize a merged data set, from only two satellites at any one time, each having
the same ground track and stable sampling which provides a homogenous time series. This along-track,
delayed time data product has great stability and therefore is the ideal product for use in inter-annual com-
parison studies [Le Bars et al., 2014].

The along-track Absolute Dynamic Topography (ADT) is obtained by adding the Sea Level Anomaly to the
Mean Dynamic Topography (Mean Sea Surface Height minus Geoid). A mapping procedure using optimal
interpolation with realistic correlation functions is applied to produce ADT maps (MADT or L4 products)
onto a Cartesian 1/48 3 1/48 grid [Aviso, 2014]. Here we use the sea surface geostrophic velocities computed
from the ADT over the period of 1998–2007.

2.3. NEMO Model and Ariane Lagrangian Particle Tracking
The NEMO 1/128 resolution ocean general circulation model has been developed with particular emphasis
on realistic representation of fine-scale circulation patterns [Madec, 2008], which provides an ideal platform
to conduct Lagrangian particle-tracking experiments around the small islands of the Southern Ocean. Full
details of the model run, including model setup and configuration, can be found in Marzocchi et al. [2015]
as only a brief description will be given here. The model is initialized with World Ocean Atlas (WOA) 2005
climatological fields and forced with 6 hourly winds, daily heat fluxes, and monthly precipitation fields [Bro-
deau et al., 2010]. The run begins in 1978, with output through to 2010, of which we are interested in 1998–
2007. Model output is stored offline as successive 5 day means throughout the model run, of which the
velocity fields are used for the particle tracking in this paper.

The Ariane package [Blanke and Raynaud, 1997] (available online at: http://stockage.univ-brest.fr/~grima/
Ariane) is applied to the NEMO velocity field to track water parcels using point particles that are released
into the modeled ocean circulation (cf. Popova et al. [2013] and Robinson et al. [2014], who used output
from the NEMO 1/48 model). These particles are intended here to represent water masses fertilized by iron
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scoured from the island sediments. Further details about the Ariane package can be found in Blanke and
Raynaud [1997] and Blanke et al. [1999].

An important caveat to the results is that we do not expect the NEMO 1/128 model to reproduce the
detailed mesoscale flows year-by-year due to chaotic dynamics, as the mesoscale eddy field is not initialized
to match that of the real world (only possible using data assimilation). Nevertheless, the model does repro-
duce the larger-scale flow field in the vicinity of the islands, which is important for downstream advection
(see Figures 1b and 1c).

2.4. Experiment Design
In order to study the advection of iron from island sources and make a qualitative comparison with the
ocean color 1998–2007 observations, Lagrangian particles were released monthly into the modeled circula-
tion from around the shelf regions of each island, from January 1998 to December 2007. Particles are
deployed in every other grid cell of the 1/128 model grid along the horizontal (latitudinally and longitudi-
nally), and at each level of the NEMO grid depth domain down to a maximum depth of 180 m (30 depth
levels, not equally spaced see Madec [2008]), around each of the three islands (cf. Srokosz et al. [2015], who
used a similar analysis for the Madagascar bloom). Figure 2 shows the starting positions of the particles
around each of the islands. The particles had to be spaced at a high enough resolution to resolve the fine-
scale circulation patterns around each island, but the experiments were limited computationally, as the
islands are not of a comparable area, so there could not be a particle within every model grid cell. The par-
ticles are released in both the horizontal and vertical extent, to represent iron that is scoured from the shelf
sediment (down to 180 m in this experiment) and mixed upward [Ardelan et al., 2010; Blain et al., 2001;
Hewes et al., 2008; Planquette et al., 2007] as well as other island sources, such as river runoff [van der Merwe
et al., 2015]. Particles that are subducted deeper than 200 m, i.e., out of the euphotic zone, along their tra-
jectory are removed from the analysis. At the horizontal and vertical grid spacing described, that results in
8240 Lagrangian particles being released each month from the Kerguelen and Heard Island, 465 particles
from Crozet, and 2820 particles from South Georgia and Shag Rocks.
2.4.1. Assumptions and Limitations of Method
The main assumption in this study is that surface waters in the Southern Ocean are iron limited, and that
the addition of iron to an area, via horizontal advection, would initiate a bloom. However in reality, produc-
tivity can be colimited in the Southern Ocean, with light or silicate, for example, and there are also seasonal
factors which control phytoplankton growth, which can vary in both time and space [Boyd, 2002].

In the analysis to follow, the advection time over a period of 12 months is discussed. Note that the resi-
dence time of bioavailable iron in surface waters is not yet fully understood, but thought to be relatively
short, on the order of only weeks to months [Boyd and Ellwood, 2010; Shaked and Lis, 2012; Schallenberg
et al., 2016]. However, studies have also shown that iron can be transported during winter months and
remain in the upper ocean to be available to stimulate blooms in the summer months [Mongin et al., 2009;
d’Ovidio et al., 2015]. Graham et al. [2015] postulates that this might be possible due to intense biological
recycling of iron, or the long-range transport of particulate iron, or even by currently unknown processes.
For the time being, these questions remain unanswered, and so for the purpose of this study all of the iron
from the islands is assumed to remain available throughout the year. A further assumption is that all advec-
tive pathways have the potential to be fertilized with iron.

A caveat to this analysis is that, in using satellite ocean color data, it is not possible to detect subsurface
chlorophyll maxima, which are known to exist in certain regions of the Southern Ocean [Holm-Hansen et al.,
2005; Tripathy et al., 2015]. Therefore, we cannot use our analysis to draw any conclusions on the location or
variability of known subsurface chlorophyll maxima [Ward et al., 2007], and make the distinction now that
only surface blooms are considered, hereafter just referred to as blooms.

As touched upon in section 1, the representation of iron and its transport in this method is a simplification.
Ideally, this study would be performed using tracers in a high-resolution, fully coupled biogeochemical
model, but the computational resources required for this would be extreme. Such a study would need a
coupled model at a resolution high enough to formally resolve the small-scale circulation features that
occur around the islands at the center of this study. As such, the analysis presented in our results and dis-
cussion is restricted to consider only potential iron advection and consequent fertilization.
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3. Results

3.1. Ocean Color
Figure 1a is a 10 year average of satellite-derived sea surface chl a concentrations in November, over
1998–2007. The islands of interest are highlighted by black boxes, from which it is clear that these island
blooms can be more than double the magnitude of productivity anywhere else in the Southern Ocean.
Figure 3 is the decadal monthly averages, of surface chl a concentration, for a single location inside, and
a single location outside of the bloom sites for each island. Each location was selected arbitrarily based
on persistence either inside or outside (upstream of the ACC) of the annual bloom. The latitude and longi-
tude coordinates of each location inside the bloom are 728E and 498S, 52.58E and 45.58S, and 38.58W and
52.58S for Kerguelen, Crozet, and South Georgia, respectively. The coordinates of each location upstream
of the bloom are 668E and 488S, 45.58E and 46.58S, and 49.58W and 52.58S (cf. Park et al. [2008a, 2008b,
Figure 11], Pollard et al. [2009, Figure 1], and Korb et al. [2004, Figure 1], for schematic positioning of the
ACC around Kerguelen, Crozet and South Georgia respectively). In this paper, a bloom is defined by chl a
concentrations higher than 0.5 mg m23, as it is consistently higher than chl a outside of each islands
typical bloom regions [Comiso et al., 1993; Moore and Abbott, 2000]. Also, when 0.5 mg m23 of chl a is
exceeded in Figure 3, it occurs on a steep gradient from 1 month to the next, indicating the start of a
bloom. Additionally, this concentration is low enough to avoid complications with double peaks in chl a
associated with South Georgia, as can be seen in Figure 3c. South Georgia is a region that frequently has
two bloom peaks per year [Borrione and Schlitzer, 2013]; however, it is outside of the scope of this work to
analyze peak bloom events. Therefore, in order to focus on inter-annual rather than inter-seasonal
variability, we consider the average chl a concentration over the bloom period. The error bars in Figure 3
are 1 standard deviation in chl a for each month, over the 10 year period. The size of the error bars is an
indication of the seasonality across the regions and annual cycles. South Georgia, in particular, has large
error bars which are due to the range in magnitude of annual blooms. For instance, the average chl a for
January over 1998–2007 is <1 mg m23, however, in January of 2002, the concentration was as high as
15 mg m23 [Korb and Whitehouse, 2004].

Figure 3 also includes the averaged (decadal) monthly mixed layer depth (MLD) in the ‘‘bloom’’ site for each
island, calculated online in the NEMO model. Comparing the bloom and MLD curves, we see that the bloom
is likely triggered by the onset of a shallowing mixed layer [Venables and Moore, 2010]. The MLD, specifically
its role in terminating the blooms, is considered in further detail in the discussion.

Figure 4 shows example years of a small and a large averaged bloom period (hereafter referred to as the
bloom) for each island, during 1998–2007. Maximum and minimum blooms for Kerguelen occur in 2003
and 2000, Crozet is 2004 and 2001, and South Georgia is 2002 and 2006. Strikingly, Figure 4 demonstrates
the strong inter-annual variability in both bloom magnitude and area, which may be explainable by study-
ing the potential iron advection from the islands.

3.2. NEMO Versus Aviso Surface Current Speed
The ability of the chosen model to accurately represent the circulation in the study area is critical to the
quality of the results. In order to assess the performance of the NEMO 1/128 model, we can compare with
satellite-derived sea surface currents (Aviso). The Aviso data are the geostrophic component of the velocity,
whereas the NEMO model is the absolute velocity, but this should not impact a comparison between the
two as they are near equal at the surface. By comparing the decadal averages of NEMO and Aviso, side by
side (Figure 1), we can assess the models performance.

Figures 1b and 1c are a comparison of the decadal (1998–2007) average ocean surface current speed, from
NEMO and Aviso, respectively, across the Southern Ocean. Qualitatively, the model correctly captures the
major features, and also their magnitude. Fast flowing currents are stronger in the model than Aviso, and
also boundaries of fast flowing currents within the modeled circulation are more defined than in the obser-
vations. This may be due to data smoothing caused by the correlation function applied to the Aviso data or
due to the model under representing submesoscale features. Figures S1–S3 in the supporting information
show the decadal, annual, and monthly averaged circulation, of both model and satellite-derived velocities,
for each island for illustrative purposes.
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3.3. Advection of Iron Toward the Bloom Site
In this paper, we hypothesize that the advection of iron downstream of islands allows blooms to occur in
the otherwise high-nutrient, low-chlorophyll regime of the Southern Ocean. Here we investigate the time
scales of fertilization, and the degree to which the circulation can impact inter-annual variability, during the
period 1998–2007.

The Kerguelen bloom occurs on decadal average during November to January, as demonstrated in Figure
3a. For this analysis, we focus on the average surface chl a concentration over the bloom period (November
to January in Kerguelen’s case) for each year, referred to as the bloom. Figure 5 shows the patch around
Kerguelen that could potentially be fertilized with iron by the local circulation in the NEMO model. The fer-
tilized patch is depicted by colored markers, which represent the location of trajectories in October for each
year, with the different colors indicating the month in which the particles were released from the island.
Strikingly, the fertilized patch is much larger than the bloom extent, represented by black contours in each
annual subplot. The trajectories propagate east from the island between the latitude band of roughly 458S–
548S, but then spread both northward and southward in extent from roughly 778E. However, despite the fer-
tilized patch reaching as far north as 408S in Figure 5, we can see from the black contours that the bloom
area is never north of 458S in any of the years.

Figure 4. Example years of satellite ocean color plots of each island. Chlorophyll a concentrations have been averaged over the bloom
period for each year. The top row is Kerguelen (bloom period: November–January), years (a) 2000 and (b) 2003; the middle row is Crozet
(bloom period: October–December), years (c) 2001 and (d) 2004; and the bottom row is South Georgia (bloom period: October–April),
years (e) 2006 and (f) 2002. Figures 4a, 4c, and 4e are examples of a small bloom extent during the 1998–2007 year period, and Figures 4b,
4d, and 4f are years with a large bloom extent.
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Having found that the horizontal advection of iron would be sufficient to fertilize the bloom in principle, a
further question arises as to whether the bloom is terminated by the exhaustion of iron in the surface water.
This question cannot be addressed directly using the NEMO 1/128 simulation, as it is not a coupled

Figure 5. Extent of Lagrangian trajectories around Kerguelen. Eight thousand two hundred forty particles were released monthly from
their starting positions, denoted in blue; however, only every second particle is shown here for clarity. Particle trajectories in October (pre-
ceding the start of the bloom) are depicted by colored markers. The color of the trajectory relates to the month in which it was released as
indicated by the color bar. The black contour represents the averaged bloom area, over November–January, of chlorophyll a concentra-
tions above 0.5 mg m23. Only trajectories that are shallower than 200 m are included in this plot.
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biogeochemistry model. However, if the bloom is terminated by the exhaustion of iron then a question that
can be addressed is: can advection resupply iron in the period between the end of one bloom and the start
of the next? as addressed by Mongin et al. [2009], and more recently by d’Ovidio et al. [2015]. For Kerguelen,
the location of the fertilized patch was very consistent, however, there are temporal differences in the

Figure 6. Extent of Lagrangian trajectories around Crozet. Four hundred sixty-five particles were released monthly from their sing posi-
tions, denoted in blue; however, only every second particle is shown here for clarity. Trajectories in September (preceding the start of the
bloom) are depicted by colored markers. The color of the trajectory relates to the month in which it was released as indicated by the color
bar. The black contour represents the averaged bloom area, over October–December, of chlorophyll a concentrations above 0.5 mg m23.
Only trajectories that are shallower than 200 m are included in this plot.
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Figure 7. Extent of Lagrangian trajectories around South Georgia. Two thousand eight hundred twenty particles were released monthly
from their starting positions, denoted in blue; however, only every second particle is shown here for clarity. Trajectories, in October (pre-
ceding the start of the bloom), are depicted by colored markers. The color of the trajectory relates to the month in which it was released
as indicated by the colorbar. The black contour represents the averaged bloom area, over October–April, of chlorophyll a concentrations
above 0.5 mg m23. Only trajectories that are shallower than 200 m are included in this plot.
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timing of advection. Nevertheless, the
results show the maximum advection
time for the particles to reach the fur-
thest extents of the bloom is on the
order of 5–6 months, suggesting that
horizontal advection is sufficient to
resupply the bloom area with iron, in
agreement with Mongin et al. [2009]
and d’Ovidio et al. [2015].

Figure 6 is the same as 5, but focusing
on Crozet. The Crozet bloom occurs 1
month earlier than the Kerguelen
bloom, on decadal average during
October to December [Pollard et al.,
2007], and so the trajectories shown in
Figure 6 represent the fertilized patch
in September. Figure 6 suggests that

there is more inter-annual variability in the circulation around Crozet than Kerguelen, both spatially and
temporally. In Figure 6, the fertilized patch tends to be north of the island and to the east, made up of
particles released in June–August (light green to orange on the color bar). This indicates that the time
scale for fertilization, of water mass being within the immediate vicinity of Crozet (where the particles
are released) to outside of the bloom area (the black contours), is on the order of 3–4 months; however,
Figure 6 clearly shows the inter-annual variability in this time scale. There are some years in Figure 6
where we see the fertilized patch extending to the west of the island, most visibly in the years 2000,
2002, 2003, and 2007. The color of the markers seen to the west of the island in some of the years show
the particles were released earlier in the year, ranging from January (2000) to April (2002). Focusing on
the black contours in Figure 6, representing chl a concentrations above 0.5 mg m23 during the bloom
period, there are years in which the bloom is propagated to the west also, most clearly apparent in 2000
and 2007.

The bloom associated with South Georgia occurs on decadal average, during October to April; however,
South Georgia experiences the highest seasonality of all the three islands in this study. Here we discuss the
South Georgia bloom, although the surrounding area is one of the most productive regions within the
Southern Ocean [Ardelan et al., 2010; Young et al., 2014], so separating a bloom associated with iron-only
advected from South Georgia is not nontrivial. In order to address this issue, we have applied a mask to the
ocean color data, to remove chl a that was most likely fertilized from other iron sources in the region,
guided by the surface chl a climatology around South Georgia produced by Borrione and Schlitzer [2013].
Figure 7 is again the same as Figures 5 and 6, with the colored markers representing the particle locations
in September (preceding the start of the bloom). The extent of the fertilized patch around South Georgia
changes annually, although to a lesser degree than around Crozet. What does remain almost annually con-
sistent is the north and eastward advection of the particles (with the exception of 2006) and an associated
bloom occurring within the Georgia Basin, which is just north of the island. In some of the years, most dis-
tinctly in 2004 and 2005, there is a well-defined boundary edge to the trajectories on the western side of
the fertilized patch. This sloping western boundary edge is also apparent in the average bloom area in
almost all years (2006 being the most apparent exception). The trajectories and bloom are restricted to the
east of this boundary due to the eastward flowing PF which acts as a physical barrier [Moore et al., 1999;
Korb and Whitehouse, 2004]. The colored markers represent the particles locations in the month of Septem-
ber, and therefore particles that are released at the beginning of September have only had 1 month to be
advected, and consequently are the closest to South Georgia. Focusing just on the recently released par-
ticles, from August and September (orange and red), it is apparent that, for the majority of the years, this
western boundary of both the fertilized patch and bloom area is an important route for iron to be advected
away from South Georgia, flowing toward Shag Rocks and then along the PF. This circulation feature was
also found by Young et al. [2011] in their higher-resolution regional model, described as a unidirectional link
between the two land masses (see their Figure 7).

Table 1. Size of the Annual Bloom and Fertilized Patch Around Kerguelen, and
the Percent of Each Area That is Overlapped by the Othera

Year
Bloom

Area (km2)
Fertilized

Patch (km2)
Bloom

Overlap (%)
Fertilized

Overlap (%)

1998 674,572 2,731,476 74 18
1999 803,847 2,676,533 64 19
2000 339,783 2,693,883 78 10
2001 832,765 2,593,000 84 27
2002 613,450 2,621,786 75 18
2003 1,602,173 2,435,464 73 48
2004 729,515 2,637,034 72 20
2005 532,218 2,568,354 84 17
2006 1,056,154 2,539,699 82 34
2007 640,068 2,358,635 86 23

aBloom Area is the total area of the average (November–January) chl a con-
centration above 0.5 mg m23; Fertilized Patch is the extent of particle trajecto-
ries in October (prior to the start of the bloom); Bloom Overlap is the percent
of the bloom area overlapped by the fertilized patch; Fertilized Overlap is the
percent of the fertilized patch overlapped by the bloom.
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Table 1 provides the size of both the annual
blooms and fertilized patches around Ker-
guelen. As can also be seen in Figure 5, the
fertilized patch is much larger than the
bloom, and there is more variability in the
bloom size than in the fertilized patch. Con-
sequently, the annual percentage of the
bloom area that is within the fertilized patch
is consistently very high, with an average of
77% (st dev 66.5). As the fertilized patch is
much larger than the bloom area, it would
suggest that iron availability is not the only,
or at least most important, factor controlling
the Kerguelen bloom extent and inter-
annual variability. The year 2003 had the
largest bloom in our study period, in which
the bloom did extend out across and to the
southern edges of the fertilized patch. It is

possible, that in 2003 the primary limiting factor to the Kerguelen bloom was alleviated so the bloom could
extend further out into the regions of available iron. This hypothesis will be considered later in the study.

Looking at Table 2, the Crozet bloom is a third of the size of the Kerguelen bloom, with an average bloom
size of 242,416 km2 compared to the Kerguelen average of 782,455 km2. Focusing on the percentage of the
bloom site overlapped by the trajectories (Fertilized patch) for each year, there is a range of 60%–32% over-
lap. This is reflected in the percentage of the fertilized patch overlapped by the bloom, ranging from 67%
to 34%. Both the bloom area and fertilized patch around Crozet vary annually, and Crozet has the lowest
overlap out of the three islands studied.

The average size of the South Georgia bloom over 1998–2007 was 618,645 km2, smaller than the average
size of the fertilized patch at 742,038 km2. In Table 3, we can see a large range in the bloom area around
South Georgia across the years, the maximum being 946,833 km2 in 2002 and the minimum being
414,108 km2 in 2006 (see Figure 4). There is also a range in the size of the fertilized patch, although not as
large as the range in bloom size. Focusing on the amount of overlap between the bloom and trajectories,
we see that the annual bloom overlaps are generally larger than the fertilized patch overlaps (2002 and
2003 being the exceptions). This is due to the fertilized patch being larger than the bloom area for the
majority of the years. However, as with the other two islands, there is a range in the annual overlaps, which
can be explained by a combination of inter-annual variability in the sizes and locations of the annual
blooms, and also, to differing degrees for each island, the inter-annual variability in the size and locations of

the fertilized patches (Kerguelen being
the most consistent, and Crozet exhibit-
ing the most variation).

Figure 8 shows the overlap of the bloom
(bloom period average, chl a concentra-
tion greater than 0.5 mg m23) by the fer-
tilized patch from each individual
monthly release of particles. In the Ker-
guelen plot, we see a maximum range of
around 10–25% between years, in the
overlap between monthly releases of
particles and the average bloom. The
cause of this range is a combination of
inter-annual variability in both the advec-
tion and bloom extent. In comparison
with Figure 5 and Table 1, it is apparent
that the highest degree of variability

Table 2. Size of the Annual Bloom and Fertilized Patch Around Crozet,
and the Percent of Each Area That is Overlapped by the Othera

Year
Bloom

Area (km2)
Fertilized

Patch (km2)
Bloom

Overlap (%)
Fertilized

Overlap (%)

1998 223,784 216,357 35 36
1999 300,810 251,913 52 62
2000 168,707 259,734 59 38
2001 70,586 231,342 60 18
2002 195,589 238,834 42 34
2003 299,167 232,525 41 52
2004 355,097 252,176 48 67
2005 258,354 246,721 54 56
2006 209,982 244,683 47 40
2007 342,084 282,999 32 39

aBloom Area is the total area of the average (October–December) chl
a concentration above 0.5 mg m23; Fertilized Patch is the extent of par-
ticle trajectories in September (prior to the start of the bloom); Bloom
Overlap is the percent of the bloom area overlapped by the fertilized
patch; Fertilized Overlap is the percent of the fertilized patch over-
lapped by the bloom.

Table 3. Size of the Annual Bloom and Fertilized Patch Around South
Georgia, and the Percent of Each Area That is Overlapped by the Othera

Year
Bloom

Area (km2)
Fertilized

Patch (km2)
Bloom

Overlap (%)
Fertilized

Overlap (%)

1998 527,788 801,679 79 52
1999 671,337 864,382 70 54
2000 453,359 810,443 79 44
2001 560,929 798,532 74 52
2002 946,833 704,231 50 67
2003 854,692 750,085 56 64
2004 587,281 713,427 69 57
2005 626,285 700,466 66 59
2006 414,108 703,676 56 33
2007 543,833 573,456 61 58

aBloom Area is the total area of the average (October–April) chl a concen-
tration above 0.5 mg m23; Fertilized Patch is the extent of particle trajecto-
ries in September (prior to the start of the bloom); Bloom Overlap is the
percent of the bloom area overlapped by the fertilized patch; Fertilized
Overlap is the percent of the fertilized patch overlapped by the bloom.
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comes from the bloom, although the inter-seasonal variation in advection timing and consequently fertiliza-
tion could also impact bloom development. Particles released in October, just prior to the start of the
bloom, cover around 10–15% of the bloom area, with the maximum bloom coverage from releases in April–
June for the majority of the years. This gives an advective fertilization time scale of between 5 and 7 months
for maximum bloom coverage. The circulation on the Kerguelen Plateau itself is known to be sluggish, cer-
tain parts even described as stagnant [Park et al., 2014]. This localized slow moving water on the plateau
(where particles start) may account for the low bloom overlap percentage by particles released just prior to
the start of the bloom (November).

In Figure 8, Crozet shows less inter-annual variability than Kerguelen, of less than 10% difference between
years. The most apparent difference between Crozet, and the other two islands, is that the advective fertil-
ization time scale is much shorter, with maximum bloom overlap from particles released in June–August,
which is 2–4 months prior to the start of the bloom (typically October). However, Crozet has the lowest
bloom overlap, with a maximum of 25% from an August release in 2000. For the majority of the years, the
maximum percent coverage of the bloom is below 20%.

Figure 8. The percent of the bloom area overlapped by Lagrangian trajectories from each monthly release for each year. For each monthly
release of particles, trajectories that were within the bloom area, in the month that is prior to the start of the bloom, were recorded and
used to calculate the percentage area coverage of the bloom by Lagrangian trajectories. Any particles deeper than 200 m were not
included. The y axis, % bloom overlap, indicates the percentage of the bloom area overlapped by particles from each monthly release
shown on the x axis, Particle release month. Each colored line represents an individual year.
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The South Georgia plot of Figure 8 shows a degree of consistency in the timing of fertilization, but high var-
iability in the bloom overlap from each monthly release, across the years. The variability in bloom overlap is
on the order of 10–15%, and the advective fertilization time scale is roughly April–June, 4–6 months prior to
the typical start of the bloom. The maximum percentage bloom overlap is 40%.

4. Discussion

Here we consider other factors that could impact the bloom, light limitation, and nutrient control, before
addressing our three main research questions: Can advection explain the extent of the bloom area? Can
advection explain the bloom inter-annual variability? And what factors could cause bloom termination?

4.1. Light Limitation
In addition to iron limitation in the Southern Ocean, light limitation also plays an important role in control-
ling productivity [Wadley et al., 2014]. The light levels encountered by phytoplankton cells is partly deter-
mined by the mixed layer depth (MLD), as they are vertically mixed between high surface irradiance and
low subsurface irradiance (Venables and Moore [2010]—explanations and references therein). To assess the
light availability around the islands during the typical bloom periods, Figure 9 shows the decadal average
monthly depths of the mixed layer, calculated online in the NEMO model, over 1998–2007.

The top row of Figure 9 shows the MLD around Kerguelen which remains in a similar spatial pattern during
the bloom period, with a distinct divide between the shallower north and deeper south. During the period
1998–2007, the Kerguelen bloom is constrained to the south of this divide where the MLD is deepest. The
middle row shows the MLD around Crozet which exhibits the typical shallowing north to south of the MLD
from winter into summer. In Figure 9, the bottom row is a 2 month decadal average of the mixed layer for
the South Georgia region. Two months have been averaged together in order to capture the entire bloom
period within the plot, from which we can see the typical north to south shallowing of the mixed layer from
winter into summer. Both the Kerguelen and Crozet Islands blooms have typically terminated when the
mixed layer is shallow enough for there still to be light available, which suggests that neither bloom is ter-
minated by light limitation [Venables et al., 2007; Venables and Moore, 2010]. The South Georgia bloom,

Figure 9. Monthly climatologies (decadal, 1998–2007) of the modeled mixed layer depth, calculated online by the NEMO model, around Kerguelen, Crozet, and South Georgia. The color
scale is meter below the surface, with warm colors indicating shallow depths and cold colors representing deeper depths.
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however, persists for the entire season and typically ends when the mixed layer begins to deepen in winter,
strongly indicating that the bloom is terminated by diminishing light, and not by the exhaustion of iron.

4.2. Nutrient Control
The depth of the mixed layer is also significant for the amount of nutrients being brought to the surface
from the deep, such as nitrate and silicate as well as iron. WOA climatologies show the concentration of
nitrate to be high across much of the Southern Ocean, south of the Subantarctic Front, whereas silicate con-
centrations decrease rapidly north of the Polar Front [Boyer et al., 2013]. At Kerguelen, during the recent
KEOPS 2 cruise (October–November 2011), Lasbleiz et al. [2014] found higher concentrations of silicate
south of the PF at roughly 728E, close to the plateau.

One possible hypothesis is that silicate is the primary limiting factor controlling the large and highly variable
Kerguelen offshore bloom (i.e., longitudinally far away from the plateau), both in spatial extent and inter-
annual variability. This could explain why the bloom is contained to the south (bloom northern limit of
448S), where a deeper MLD can mix silicate to the surface, despite the iron potentially being advected and
available as far north as 408S (see Figure 5). Many previous Southern Ocean iron fertilization studies, both
artificial and natural, have reported the development of a large diatom bloom in the fertilized patch [Blain
et al., 2001; de Baar et al., 2008; Mongin et al., 2008] and consequently, in the region of Kerguelen, depletion
of silicate over the plateau [Mosseri et al., 2008]. The absence of a nondiatom bloom is explained by the effi-
cient grazing of microbial communities by copepods and salps as suggested by Banse [1996] and Smetacek
et al. [2004]. However, the majority of studies have been focused on the bloom above the plateau rather
than further downstream, whereas the 2011 KEOPS II cruise focused mainly on the bloom located just
northeast of the Kerguelen Islands above the abyssal plain. Their results suggest that the majority of diatom
silica production during the bloom event is sustained by ‘‘new’’ silica, supplied primarily from prebloom win-
ter water and also vertical supply. As the bloom progresses, the silicon pump is strengthened by the sinking
of biogenic silica, and consequently the standing stock of available silica diminishes over time. Estimates for
the duration of the high-productivity bloom period are on the order of 85–86 days, after which the bloom
declines [Mongin et al., 2008; Closset et al., 2014]. These conditions could also be true of the far offshore
bloom, which in some years extends further east than 958S (2003, in Figure 5), but further in situ observa-
tions, of both silicate concentrations and bloom composition, would be necessary to either prove or dis-
prove this.

4.3. Can Advection Explain the Extent of the Bloom Area?
Focusing now on the circulation around each island, we discuss if the modeled advection can explain the
spatial extent of the island blooms. Our results suggest that iron advected from the Kerguelen and Heard
Islands could fertilize an area which overlaps the annual bloom extent, but is actually much larger than the
area of the bloom. Figure 10 shows that the bloom which occurs over the plateau (southeast of the Kergue-
len Island) is predominately fertilized by iron advected from Heard Island [Zhang et al., 2008]. This is in
agreement with a water mass pathway study on the plateau using radium isotopes during the 2005 KEOPS

Figure 10. Lagrangian trajectories originating from the Kerguelen and Heard Islands in 2003. Collectively, 8240 particles were released
monthly from their starting positions, denoted in blue; however, only every second particle is shown here for clarity. Particle trajectories
are depicted by colored markers, with the color of the marker relating to the month in which it was released as indicated by the color bar.
Gray hatching represents the bloom area, averaged over November–January, where chlorophyll a concentrations are above 0.5 mg m23.
The thick black contour represents the approximate location of the Polar Front in the model for 2003. Only trajectories that are shallower
than 200 m are included in this plot.
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cruise, which also found the water mass on the plateau to have originated from Heard Island [van Beek
et al., 2008].

We find that the larger bloom event, which extends as far as 1008E in some years, is mostly fertilized by iron
advected from Kerguelen Island (see Figure 10), in agreement with Mongin et al. [2009] who also performed
a modeled advection study on the Kerguelen bloom.

During the recent KEOPS II cruise, iron budgets were calculated focusing on blooms occurring on the pla-
teau, and also offshore in the ‘‘plume,’’ which show the importance of a horizontal supply of iron particu-
larly, for the offshore bloom [Bowie et al., 2015]. This separation, in the fertilization of the plateau bloom and
offshore bloom, is due to the PF which occurs between the two islands, and flows close to the southern and
eastern edge of Kerguelen. Using the definition described in Park et al. [2014], the thick black contour in Fig-
ure 10 represents the modeled location of the PF for the year 2003. The general position and shape of the
PF is fairly consistent each year, however the modeled PF does exhibit small annual variations. In Figure 10,
it is apparent that the extent of the Kerguelen Island trajectories, and also in 2003 the bloom, is strongly
bounded (in the south) by the location of the PF.

The location of the Crozet bloom was different annually, in some years propagating northwest, but most
frequently to the north east of the island. The fertilized patch is also predominately to the north east of Cro-
zet, but there are exceptions in some years when small narrow currents flow northwest from the island.
Meridionally, both the fertilized patch and consequently bloom area occur northward of the islands, due to
the formation of a Taylor Column around the island vicinity [Popova et al., 2007]. Zonally, the majority of
particles are advected by water which has detrained from a branch of the Subantarctic Front (SAF), and are
advected eastward which corresponds with the orange Argo float trajectories in Pollard et al. [2007, Figure
5]. Lagrangian particles which are advected westward are entrained into a secondary branch from the main
SAF, which flows anticyclonic around Del Cano Rise (blue drifter trajectories in Pollard et al., 2007, Figure 5]),
before eventually turning eastward at roughly 448. In Figure 6, we see that the years in which the fertilized
patch is propagated to the west (2000, 2002, 2003, and 2007), the particle trajectories are from releases ear-
lier in the year, roughly from January to April. This is due to the water mass north of the island (but south of
the SAF) being very sluggish, resulting in particle entrainment into the anticyclonic component of the SAF
around Del Cano Rise, taking several months.

The model does show potential iron advection extending into all regions of the Crozet annual bloom areas;
however, the fertilized patch in the northwest was never as large as the blooms which occurred in the
northwest. Read et al. [2007] found that submesoscale features were important in the development and
duration of the Crozet bloom, and accounted for the bloom’s ‘‘patchiness.’’ Though the physical model used
in this study is at a very high resolution (1/128), it cannot reproduce the exact eddy field behavior year-on-
year, and therefore we do not expect the annual bloom to match the annual fertilized patch. Considering
the stochastic nature of eddies, we believe the model to have demonstrated that the local Crozet advection
is sufficient to disperse iron into all annual extents of the bloom. Furthermore, the NEMO modeled Lagran-
gian pathways are in general agreement with drifter data and also altimetry-based Lagrangian model
results [Pollard et al., 2007; Sanial et al., 2014].

A bloom associated specifically with iron advected from South Georgia is impossible to delineate in this
study, as the surrounding region is one of the most productive areas of the Southern Ocean (Figure. 1a),
due to various other sources of iron, e.g., the Antarctic Peninsula [Ardelan et al., 2010; Murphy et al., 2013].
Advection from South Georgia is predominately northward and then eastward, joining with the ACC, over-
lapping with the annual blooms that occur in the north easterly region of South Georgia [Korb et al., 2004].
There is a striking sloped western edge to both the bloom area and fertilized patch in most years, caused
by the position of the PF, which is bounded by the local topography [Moore et al., 1999]. Between South
Georgia and the PF and ACC, the modeled advection was annually consistent and likely to fertilize the annu-
ally occurring bloom in this area.

4.4. Can Advection Explain the Bloom Inter-Annual Variability?
The area that could potentially be fertilized with iron via advection around Kerguelen annually extends into
a fairly consistent spatial coverage, although there are significant inter-seasonal variations. Despite this, the
fertilized patch was much larger than the bloom area in all years of the study period, suggesting that
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advection alone cannot explain the blooms inter-annual variability. Focusing on 2003, in Figure 10, we see
the open ocean bloom extending as far south as 608S between a southward and then northward deviation
of the PF (creating a v shape). However, in most years, the bloom area does not closely match the fertilized
patch, and in no years does the bloom propagate as far north (bloom northern limit of 448S) as the Lagran-
gian particles. Assuming that the modeled spread of Lagrangian particles is correct, this would suggest that
another factor is limiting the spread of the bloom into all areas of available iron, a factor which could be the
predominate driver of the inter-annual variability. This would support the theory of silicate limiting the Ker-
guelen bloom, but without more silicate concentration observations in the far offshore area we can only
speculate.

The Crozet blooms during 1998–2007 show a high degree of inter-annual variability, most frequently
extending far to the east, but in some years to the west and on occasion extending further north than typi-
cal. Our results find a similar degree of inter-annual variability in the modeled local circulation around Cro-
zet, both in the timing of fertilization (i.e., the speed of advection) and the extent of the fertilized patch (i.e.,
size and direction of patch). Although the fertilized patch in our model does not closely match the observed
blooms, our results do suggest that iron advection could predominately control the inter-annual variability
seen in the Crozet bloom.

The advection of iron from South Georgia annually covers a similar region (a predominately north, then
eastward flow), although there are exceptions. The time scale for fertilization is highly variable (distance
traveled from the iron source out into the bloom area per month), which could have an impact on the
bloom.

4.5. Factors Controlling Bloom Termination
As the NEMO model offers a range of diagnostics, we can also propose possible bloom termination mecha-
nisms for each island. In the modeled MLD data, the region surrounding Kerguelen does not clearly follow
the north to south shallowing of the MLD in summer typical of the Southern Ocean (Figure 9a). There is a
very clear divide in the depths of the mixed layer between the shallower north and deeper south at roughly
458S–508S. The Kerguelen bloom is always to the south of 458S, however, in the WOA data set, there is
nitrate available north of this, as well as iron according to our advection results (Figure. 5). Additionally, the
WOA nitrate concentration is still high in February, so it is unlikely to be nitrate exhaustion that terminates
the bloom. We conjecture that as the bloom is constrained to regions with a deep mixed layer, it is depend-
ent on a deep supply of silicate as suggested by Mongin et al. [2008], and found to be the case by Closset
et al. [2014] in the bloom just offshore of the plateau. There is partial evidence from the WOA that the sur-
face silicate concentration downstream of Kerguelen is lower in February, than in the previous 3 months,
however, this is based upon very few data. Looking at data from the first KEOPS cruise, Figure 1 in the sup-
plementary material of Blain et al. [2007] shows the concentrations of both nitrate and silicate from loca-
tions inside and outside of the bloom. It shows that inside the bloom there is no silicate but there is nitrate,
whereas outside the bloom there is plenty of both, suggesting silicate to be the limiting nutrient. This sug-
gests that the sampling conducted during the KEOPS II expedition close to the plateau [Closset et al., 2014]
needs to be repeated further downstream in future field work in order to determine whether the offshore
bloom has similar dynamics longitudinally.

The modeled monthly MLD around the Crozet region does exhibit some inter-annual variability, but typi-
cally, shallows north to south from winter into summer, and is shallower than 50 m by the end of the Crozet
bloom. However, the WOA climatology suggests that there is still nitrate available in January, which sug-
gests that iron exhaustion most likely terminates the bloom. This is supported by an experiment performed
on the CROZEX cruise, where the addition of iron to an area of bloom decline resulted in the stimulation of
further phytoplankton growth [Moore et al., 2007].

The South Georgia bloom is the most variable in this study, varying in both timing and extent. The decadal
average bloom period is from October to April, although it can last longer and also start earlier in some
years. The nitrate concentration remains high throughout the bloom period, which suggests that a deepen-
ing mixed layer being the limiting factor for the otherwise persistent South Georgia bloom. This is sup-
ported by Korb et al. [2008], who found evidence of a persistent supply of both macronutrients and iron, by
physical processes, to the area throughout the growing season.
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5. Conclusions

In the high-nutrient, low-chlorophyll Southern Ocean [Martin et al., 1990; de Baar et al., 1995; Boyd et al.,
2007], blooms are observed in satellite ocean color data occurring annually downstream of Kerguelen, Cro-
zet, and the South Georgia Islands. It is generally accepted that the iron limitation prevailing across the
Southern Ocean is locally overcome by the horizontal advection of iron from island sources [Blain et al.,
2001; Murphy et al., 2013; Sanial et al., 2014]. In this study, Lagrangian particle tracking, with the NEMO 1/
128 ocean general circulation model, was used to assess whether potential iron advection can explain the
extent of the blooms, and also their inter-annual variability over the period 1998–2007. We also use the
modeled circulation and diagnostic variables to consider possible causes of bloom termination for each of
the islands.

We find that lateral advection downstream of the Southern Ocean islands is sufficient to fertilize all areas
where annual blooms can occur. The patch fertilized by iron-rich water from Kerguelen is much larger in
extent than the area of the bloom, whereas the patch fertilized around Crozet is comparable in size, taking
into account inter-annual variability, to the size of the bloom. The patch of water fertilized by iron-rich
South Georgia sediments also closely matches with the annual bloom, however, delineating a bloom associ-
ated only with South Georgia proved problematic.

The advection around Kerguelen was consistent in spatial extent annually, however, the timing of potential
fertilization varied inter-seasonally across the years. This could contribute to the blooms inter-annual vari-
ability, however, the results suggest that the far offshore Kerguelen bloom (in some years occurring as far
east as 1008E) has another primary factor controlling its inter-annual variability, and we offer the hypothesis
of silicate being the ultimate limiting factor on a diatom-dominated Kerguelen bloom. This hypothesis could
be tested with in situ nutrient sampling of the area, similar to the recent KEOPS II expedition [Closset et al.,
2014], or alternatively by a high-resolution coupled biogeochemical model to properly resolve the key bio-
geochemical and physical processes. The results suggest that the inter-annual variability seen in the Crozet
bloom can be explained by variations in the advected iron supply. The fertilized patch around South Geor-
gia was fairly consistent spatially, however, it did have variations in the timing of advection from the island
out to the bloom site. This potentially could account for the inter-annual variability seen in the South Geor-
gia bloom.

In assessing the possible causes of bloom termination, we find that nutrient exhaustion is most likely to
cause the Kerguelen and Crozet blooms to collapse (silica and iron, respectively). Whereas winter convec-
tion causing the mixed layer to deepen is most likely the terminating factor of the South Georgia bloom, as
physical processes maintain a continual supply of macronutrients and iron to the area, these are unlikely to
be limiting [Korb et al., 2008]. Typically, both the Kerguelen and Crozet blooms end well before the mixed
layer begins to deepen in winter, whereas the South Georgia bloom persists for the entire season until the
mixed layer deepens.
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Abstract Marine Protected Areas (MPAs) are established to conserve important ecosystems and pro-
tect marine species threatened in the wider ocean. However, even MPAs in remote areas are not wholly
isolated from anthropogenic impacts. “Upstream” activities, possibly thousands of kilometers away, can
influence MPAs through ocean currents that determine their connectivity. Persistent pollutants, such as
plastics, can be transported from neighboring shelf regions to MPAs, or an ecosystem may be affected
if larval dispersal is reduced from a seemingly remote upstream area. Thus, improved understanding of
exactly where upstream is, and on what timescale it is connected, is important for protecting and mon-
itoring MPAs. Here, we use a high-resolution (1/12∘) ocean general circulation model and Lagrangian
particle tracking to diagnose the connectivity of four of the UK’s largest MPAs: Pitcairn; South Georgia
and Sandwich Islands; Ascension; and the British Indian Ocean Territory (BIOT). We introduce the idea of
a circulation “connectivity footprint”, by which MPAs are connected to upstream areas. Annual connectiv-
ity footprints were calculated for the four MPAs, taking into account seasonal and inter-annual variability.
These footprints showed that, on annual timescales, Pitcairn was not connected with land, whereas there
was increasing connectivity for waters reaching South Georgia, Ascension, and, especially, BIOT. BIOT also
had a high degree of both seasonal and inter-annual variability, which drastically changed its footprint,
year-to-year. We advocate that such connectivity footprints are an inherent property of all MPAs, and need
to be considered when MPAs are first proposed or their viability as refuges evaluated.

Plain Language Summary Marine Protected Areas (MPAs) are typically established to conserve
important ecosystems and protect marine species. However, even remote MPAs are not wholly isolated
from impacts elsewhere, and can be connected via energetic ocean currents to impacts in “upstream
areas” hundreds or even thousands of kilometres away. For instance, separate populations of marine
species can be connected through larval dispersal by ocean currents, such that negative ecosystem
impacts—overfishing or pollution—in a seemingly remote location may drastically affect a MPA. Here,
we present “connectivity footprints” of four UK MPAs using a Lagrangian particle-tracking technique
within a high-resolution ocean model, and evaluate their connectivity with land. At the 1-year timescale,
Pitcairn is essentially unconnected with land, whereas the South Georgia, Ascension and BIOT MPAs are
increasingly connected with remote land, with variability (seasonal and interannual) notably high for BIOT.
In terms of exposure to pollution, we also consider the population density of connected coastlines, and
identify this as an important risk factor in the management of MPAs. We advocate connectivity footprints
of MPAs as a tool to improve future MPA designation, and in spatial planning of current MPA networks,
and we suggest future work to better diagnose connectivity of MPAs.

1. Introduction

The world’s oceans were once widely considered to be an inexhaustible resource, and consequently under-
valued. However, it is now clear that the health of various ecosystems, and the fishery assets that they sup-
port, are deteriorating [Mills et al., 2013; Doney et al., 2014]. Global trends in world fisheries show a marked
decline since the late 1980s, with over 500 species added to the Red List of Threatened Species of Inter-
national Union for Conservation of Nature (IUCN)—the World Conservation Union [The World Bank, 2006;
and references therein]. Consequently, food security issues are mounting with vulnerable communities in
developing countries worst affected [Watson and Pauly, 2001; Pauly et al., 2005; Golden et al., 2016].
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In response to this danger, and the mounting threat of climate change, new marine management and novel
biodiversity conservation efforts are being developed and deployed worldwide in order to curb the nega-
tive trends [Halpern et al., 2008; Day et al., 2012; Barner et al., 2015]. One such management tool is marine
protected areas (MPAs), the definition of which varies considerably internationally, but a basic premise given
by the IUCN describes “a clearly defined geographical space, recognized, dedicated and managed, through
legal or other effective means, to achieve the long-term conservation of nature with associated ecosystem
services and cultural values” [Dudley, 2008, p. 60]. The biodiversity, conservation, and fishery goals associ-
ated with MPAs are numerous and wide ranging, including habitat and biodiversity protection, ecosystem
restoration, improved or restored fishery, the maintenance of spawning stock and spillover benefits into
fishing grounds [Christie and White, 2007]. To validate the IUCN definition and realize these goals, it is nec-
essary to minimize the impact of human activities on the MPAs, primarily achieved through designating
“no-take zones” to either completely stop or sustainably manage fishing in the area [Edgar et al., 2014].

An important component of the MPA framework is the areas’ connectivity with its surroundings. In the
marine environment, connectivity plays a much more important role than on land, as in the ocean every-
thing is connected over long timescales [Jonsson and Watson, 2016]. Much work has gone into diagnosing
biological outcomes of the downstream connectivity of MPAs, as it informs whether MPAs are successful in
achieving conservation goals, such as seeding species in other areas, and also directs spatial management
for further conservation efforts [Fogarty and Botsford, 2007; Christie et al., 2010]. In order for sessile species to
seed downstream, the timescale of connectivity is crucial, as the pelagic larval duration of the species obvi-
ously needs to be equal or greater than the connectivity timescale [Cowen et al., 2007; Gawarkiewicz et al.,
2007]. However, both directions of connectivity are important, and one aspect of MPA connectivity, which
has received relatively little research attention or policy consideration, is the possible negative impact of
upstream connectivity. Upstream connectivity can determine an MPAs exposure to pollution, for instance
it is a known issue that coastal MPAs, within close proximity to populated land, are at risk of pollution and
other human impacts [Partelow et al., 2015], but it is unclear whether these same risks apply to open sea
MPAs as a consequence of oceanic circulation. Additionally, there could be an impact on the conservation
efforts of the MPA if a key species in the ecosystem is being overfished upstream of the MPA [Stoner et al.,
2012], or risks from alien species which may become invasive as climate change forces species poleward
[Wernberg et al., 2011; Constable et al., 2014].

In order to understand the upstream risks that an MPA is exposed to, and help MPAs achieve their conser-
vation goals [Jameson et al., 2002], it is necessary to diagnose the pathways of the water that flows into
the region, and the timescales on which this occurs. In doing so, one needs to take into account seasonal
and inter-annual variability of the ocean circulation. This study introduces the idea of a “connectivity foot-
print”, by which an MPA is connected to the upstream area via ocean currents, which can be estimated using
high-resolution ocean circulation models. This paper examines the upstream connectivity of the UK’s largest
currently designated open seas MPAs, detailing the key circulation features and timescales in Section 3, then
discusses an application of the concept of advective footprints to marine plastic which is considered to be
the most significant and most widely spread form of marine pollution [Shahidul Islam and Tanaka, 2004;
Gall and Thompson, 2015]. It should be noted, however, that with some minor modification of the experi-
mental design, advective footprints can be applied to numerous other forms of marine pollution (e.g., oil
spills or radioactive leaks), or to ecological impacts such as introduction of alien or invasive species by ocean
currents.

In the first instance, we introduce the MPAs at the center of this study, followed by the methodology and
experiment design.

1.1. Study Sites: Marine Protected Areas

In 2010, the United Nations set a target of protecting over 10% of the World Ocean by 2020 [Secretariat of
the Convention on Biological Diversity, 2014]. Currently, however, only 2.8% is protected [International Union
for Conservation of Nature (IUCN) and United Nations Environment Programme-World Conservation Monitoring
Centre (UNEP-WCMC), 2013]. In view of this conservation target, in its 2015 manifesto the UK Conservative
party promised to work toward preserving UK marine habitats, and outlined plans to create a “blue belt” of
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Table 1. A Table of Basic Information on Each of the MPAs in This Study

Pitcairn S. Georgia Ascension BIOTa

Year designated 2015b 2012 2016c 2010

Location 24∘S, 127∘W 54∘S, 36∘W 7∘S, 14∘W 6∘S, 71∘E

SSTd(
∘
C) 24.75 1.78 25.89 28.19

MPA size (km2) 834,334e 1,070,000 234,291 545,000

No-take (%) 100 2 52.6f 100

Island size (km2) 62 3,755 88 60

Inhabitantsg(#) 56 20 1,122 4,000

Threatened speciesh 37 9 53i 81

BIOT, British Indian Ocean Territory; IUCN, International Union for Conservation of Nature; MPA, marine protected
areas.
Information from [Petit and Prudent, 2010] and [Pelembe and Cooper, 2011], unless otherwise stated in the footnotes.
aStatus currently under dispute, see Lunn [2016] for latest update.
bOfficially designated, but not yet implemented [Alexander and Osborne, 2015].
cOfficially designated, but not yet implemented [BLUE Marine Foundation, 2016].
dSea surface temperature at the Lat/Lon given for each MPA, which is an average of six decadal climatologies
(1955–2012) Locarnini et al. [2013].
eThe Pew Charitable Trusts [2015].
fCould be declared, subject to local agreement, as soon as 2017 [BLUE Marine Foundation, 2016].
gIncludes temporary visitors at the time of census.
hIUCN threatened species version 2015-4 Animals [The Red List, 2015].
iNote that reported total threatened species for Ascension Island also include those of Saint Helena and Tristan da
Cunha.

protected oceans around the UK’s Overseas Territories [Alexander and Osborne, 2015]. Since then, it has des-
ignated an additional two new large MPAs in quick succession. However, monitoring these requires constant
data-gathering and evaluation, in order to provide the best protection and conservation.

In this paper, we compare four of the largest, managed, marine British Overseas Territories: Pitcairn Island
Marine Reserve (henceforth Pitcairn), South Georgia and South Sandwich Islands Marine Protected Area
(South Georgia), Ascension Island Ocean Sanctuary (Ascension) and Chagos British Indian Ocean Territory
Marine Protected Area (BIOT). For the purpose of this paper, we avoid the international ambiguity sur-
rounding MPA terminology (The World Bank, 2006; see chapter 2) and will only consider the IUCN definition
(Dudley, 2008, p. 60). We compare all four sites as equals, referring to them in text as MPAs, however, first
we briefly introduce them here individually describing their current management as well as their general
biomes and ecosystems.

Table 1 details some basic information about each of the MPAs included in this study, the locations of which
can be seen in Figure 1, with the initial indicating each MPA. What is immediately apparent is the vast differ-
ence in size between the areas, with South Georgia being the largest and Ascension the smallest. In terms
of threatened species, BIOT is the most precious habitat being home to over 80 IUCN Red List species [The
Red List, 2015], however, all of the MPAs are important sanctuaries for threatened species.

Situated centrally in the South Pacific subtropics is the Pitcairn MPA, consisting of four remote islands which
form part of the Polynesia/Micronesia biodiversity hotspot [Myers et al., 2000]. The Pitcairn Island is of vol-
canic origin, and is the only inhabited island of the four, whereas Henderson Island is a raised coral island,
and the islands of Oeno and Ducie are small atolls. Currently, these coral reef communities are healthy envi-
ronments, largely due to their uniquely isolated location and resulting near-pristine conditions [Friedlander
et al., 2014]. In a bid to maintain the unspoilt nature of the Pitcairn Islands, the Exclusive Economic Zone
(EEZ) surrounding Pitcairn has been designated as a marine reserve which will ban all commercial fishing
in the area, but allow for the continuation of local fishing activities, once implemented. Due to the remote
location of the islands’, enforcing the ban will require satellite monitoring rather than the usual costly patrol
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Figure 1. Observed and modeled decadal average, 2000–2009, surface current speed (m s-1). The observed velocity, panel (a), is the
Ocean Surface Current Analysis-Real-time data set at 1/3∘ resolution and the modeled velocity, panel (b), is the Nucleus for European
Modelling of the Ocean ocean general circulation model at 1/12∘ resolution. The black and white contours denote the boundaries of the
marine protected areas. The initials above each contour, represents: P for Pitcairn, S for South Georgia, A for Ascension, and B for British
Indian Ocean Territory.

boats. Once an effective monitoring and enforcement regime is established and agreed upon by the Pit-
cairn community, interested non-governmental organisations (NGOs) and the UK government, the Pitcairn
marine reserve will become one of the largest no-take areas in the world [Avagliano et al., 2015].

Parts of the most productive waters of the Southern Ocean are found within the South Georgia MPA, located
in the Atlantic sector, just east of Drake Passage. The MPA includes the South Sandwich Islands, which
are approximately 700 km south-east of South Georgia. This diverse marine ecosystem is sustained by the
nutrient-rich cold water, which upwells from the deep ocean, and supports an abundance of wildlife within
its harsh polar environment [Murphy et al., 2013]. Due to the nature of this inhospitable island, there are
no permanent inhabitants, just temporary populations of government officials, scientists, and tourists. The
islands are home to diverse communities of seabird species, a number of which are on the threatened
species Red List [The Red List, 2015], and they are considered to be one of the most important seabird habi-
tats in the world. Consequently, the MPA was designated in 2012, which prohibits all bottom trawling, a ban
on bottom fishing at depths less than 700 m, and no-take zones (IUCN Category 1) around areas of high
benthic biodiversity, totaling 20,431 km2. Additionally, there are seasonal restrictions on certain fisheries to
protect local predators [Petit and Prudent, 2010; Collins, 2013].

The most recently designated MPA in this study is the Ascension Island, which is situated just south of the
equator in the Atlantic Ocean. Ascension Island is of volcanic origin and includes a few small uninhabited
islands just offshore. The islands are young, formed only 1 million years ago, and consequently have rela-
tively poor terrestrial biodiversity. However, due to its isolated location there are many endemic species,
and the marine biodiversity is high. The island is also home to one of the most important populations of
breeding Green turtles in the world, and is consequently considered to be an important habitat that needs
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to be preserved [Pelembe and Cooper, 2011]. Ascension was designated as a marine reserve in 2016, clos-
ing just over half the reserve area to allow research to scope the eventual boundaries of the MPA, with the
intention to assign the region a no-take area.

The BIOT MPA, also known as the Chagos Archipelago, is situated centrally within the Indian Ocean, half way
between Africa and Indonesia and to the south of India. The area includes 55 coral islands spread over five
atolls, of which Diego Garcia is the largest, with approximately 4,000 temporary residents. The 25,000 km2

coral reefs of BIOT are unspoilt by human activity and in great health, owing to the protected status and
the pristine waters, which could act as a global benchmark for unpolluted water [Guitart et al., 2007]. This
unique reef system supports a rich ecosystem that includes over 80 species on the threatened species list,
and is consequently judged as possessing outstanding ecological value [Sheppard et al., 2012]. In order to
preserve this environment, in 2010 the UK government declared the area around BIOT as the then largest
no-take marine reserve in the world at 544,000 km2. Since that time, there have been legal issues surround-
ing BIOT’s designation as an MPA. However, efforts are being made to confirm its status and ensure the
future protection of this exceptionally well-preserved marine ecosystem [Lunn, 2016].

2. Methodology

In order to understand the potential exposure of MPAs to pollution and other risks, here we diagnose the
connectivity to neighboring land masses through ocean circulation for each MPA. Once the connectivity is
defined, it is then possible to assess the level of contact with human activity, and therefore risk. The tools
and data used in this analysis are described here, along with the experimental design aimed at addressing
these issues.

2.1. Ocean GCM and Lagrangian Particle Tracking

The Nucleus for European Modelling of the Ocean (NEMO) 1/12∘ resolution global ocean general circula-
tion model (GCM) has been developed with particular emphasis on realistic representation of fine-scale
circulation patterns [Marzocchi et al., 2014], which provides an ideal platform to conduct Lagrangian
particle-tracking experiments. Full details of the model run, including model setup and configuration, can
be found in [Marzocchi et al., 2014] so only a brief description will be given here. The model is initialized
with World Ocean Atlas 2005 climatological fields and forced with realistic 6-hourly winds, daily heat fluxes,
and monthly precipitation fields [Brodeau et al., 2010]. The run begins in 1978, with output through to
2010, of which we are interested in 2000–2009. Model output is stored offline as successive 5 days means
throughout the model run, of which the velocity fields are used for the particle tracking in this paper.

The Ariane package (http://www.univ-brest.fr/lpo/ariane) [Blanke and Raynaud, 1997] is applied to the
NEMO velocity field to track 3D trajectories of water parcels using virtual particles that are released into the
modeled ocean circulation [cf. Robinson et al., 2014; Srokosz et al., 2015; Popova et al., 2016; who use a similar
approach]. In our approach, the Lagrangian particles follow 3D velocity fields, and are not constrained to
fixed release depths. Such an approach is most suitable to the dissolved marine pollutants, suspended type
of plastic or larvae of marine organisms which have no or limited ability to control its vertical position. No
diffusive processes were added to the transport of particles. These Lagrangian particles are intended here
to represent water that enters within the boundaries of the MPAs. Further details about the Ariane package
can be found in [Blanke and Raynaud, 1997; Blanke et al., 1999].

The reader should note, however, that the Lagrangian approach used here is an approximation of online
tracer release experiments. However, the latter are extremely computationally expensive both because they
need to be performed in the full ocean model, and because each separate release experiments require its
own separate tracer. The Lagrangian approach of offline approximation provides an alternative that allows
large ensembles of computationally efficient experiments.

2.1.1. Modeled Versus Observed Surface Currents

The ability of the chosen model to accurately represent the circulation in the study areas is critical to the
quality of the results. In order to qualitatively assess the performance of the NEMO 1/12∘ model, we com-
pare the modeled surface velocity with the Ocean Surface Current Analysis-Real-time (OSCAR) dataset.
The dataset provides global sea surface currents at 1/3∘ spatial resolution and a time resolution of 5-day
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averages (available at http://www.oscar.noaa.gov/). The OSCAR velocity field is calculated by a linear com-
bination of geostrophic, Ekman–Stommel, and thermal-wind currents [Johnson et al., 2007]. OSCAR veloc-
ities provide accurate estimates of zonal and meridional time-mean circulation in comparison with the
ship-board acoustic Doppler current profiler (ADCP) and drifter velocity estimates, although the product
has weaker agreement with meridional currents in the near-equatorial region [Johnson et al., 2007].

Figures 1a and 1b provide a comparison of the decadal (2000–2009) average ocean surface current speed,
from OSCAR and NEMO, respectively, encompassing the four MPAs. The comparison shows good agree-
ment between observed and modeled surface current speed, in terms of both the correct spatial pattern
and magnitudes. The model does have known peculiarities at the equator, namely unexpected overturning
cells at depth, however, this is unlikely to impact the surface or near-surface circulation. Additionally, the
Antarctic Circumpolar Current, is known to be weaker in the model than the real world ocean, but the main
circulation features of the Southern Ocean are in the correct location. There is also less small-scale variabil-
ity in the model, owing to lower levels of eddy kinetic energy than the real ocean, despite the model being
eddy-resolving at 1/12∘ resolution. Nevertheless, studies have shown the model to realistically reproduce
key circulation features, such as the North Atlantic Current and the Gulf Stream separation [Marzocchi et al.,
2014], and several western boundary currents [Popova et al., 2016].

Figures S1–S4, Supporting Information, show the decadal, annual, and monthly averaged circulation, of
both NEMO and OSCAR surface current speeds, around the region of each MPA for illustrative purposes.

2.2. Experiment Design

In order to diagnose the circulation pathways by which water reaches the four MPAs, Lagrangian particles
were released at the start of each month into the modeled circulation, and followed backwards in time
(backtracked) during January 2000 to December 2009. Consequently, each monthly release of particles is
essentially the month in which the particles arrive at the MPA. Particle positions are recorded at 5-daily time
intervals, for a total of 72 time-steps with 5-day intervals, an advection period of 1 year. For the purpose of
this study, we found 1 year’s worth of trajectories to be sufficient in assessing connectivity, as all but one
MPA was connected to land within a 12-month period (details in Section 3). Nevertheless, we additionally
performed 10-year duration sensitivity experiments to address the longer-term connectivity especially per-
tinent to the issues of plastic pollution (see Figures 3 and S5–S7). Particles are deployed at every fifth grid
cell of the 1/12∘ model grid horizontally (latitudinally and longitudinally) within the MPA boundaries, and
at depths of 1, 20, 40, and 60 m to keep our approach generic and applicable to a wide range of problems.
Figures S12 and S13 present a subsampling analysis that illustrates the low sensitivity of our analysis to
the selected horizontal pattern of particle release. In case of plastics, such an approach would recognize
both floating and suspended types, the latter being mostly spread over the well-mixed upper layer of the
ocean. Particles were placed down to a depth of 60 m to approximate the euphotic zone (within which
most planktonic organisms reside). The final boundaries of the Ascension MPA are not yet designated, so
for the purpose of this study we have used the Ascension EEZ as the boundary. The particle placement was
designed to be consistent in resolution across all MPAs for comparable analysis. However, the MPAs vary
drastically in size (see Table 1), resulting in a different number of particles within each MPA experiment. At
the horizontal and vertical grid spacing described, 1,888 Lagrangian particles are released at the beginning
of each month for 10 years from the Pitcairn MPA, 6,155 particles from South Georgia MPA, 844 particles
from the Ascension MPA, and 1,241 from the BIOT MPA.

2.3. Population Density Data

In discussing the MPAs connectivity with land in Section 3, exposure to risk is discussed in terms of connec-
tivity with highly populated areas in Section 4. The population density data used for this is the Gridded
Population of the World, Version 3 (GPWv3) Future Estimates for 2015 produced by [Center for Interna-
tional Earth Science Information Network, Columbia University United Nations, Food Agriculture Programme,
and Centro Internacional de Agricultura Tropical, 2005], and can be seen in Figure 2. The GPWv3 dataset pro-
vides estimated population density in persons per square km at 1/4∘ resolution across the globe. More
information, as well as the dataset itself, is available at: http://sedac.ciesin.columbia.edu/data/set/gpw-v3-
population-density-future-estimates.

As a first-order approximation of population density effects, the 1/4∘ gridded population density field was
extrapolated out from the land into the ocean, using the Matlab v2013a scatteredInterpolant function and
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Figure 2. The time, in months, that it takes for ocean surface waters to reach the marine protected areas. The colored area represents
the trajectories of particles, which arrive at the marine protected areas, each month during 2000–2009. The color of the trajectories
indicate the time in months for the particles to be advected to the marine protected area, termed on the color bar as the connectivity
time. The black contours represent the boundaries of the marine protected areas. The grayscale land indicates the population density, in
persons per km2 at 1/4∘ resolution. Note that trajectories representing shorter connectivity times are plotted after those representing
longer times so that it is clear what the shortest connection time of a particular location to an marine protected areas.

natural neighbor interpolation. This approach does not factor in the effect of inland population density,
i.e., where a stretch of coastline may be impacted by a significant inland population. However, restrictions
in the availability of data mean that the GPWv3 dataset frequently averages population over an extended
area, decreasing the significance of such errors (albeit locally). Note that this analysis also uses human popu-
lation density as a proxy for impact, when the latter may actually be a stronger function of local technology,
environmental regulations, and resource management.

The extrapolated population density was recorded for Lagrangian particle trajectories, which were within
85 km of the coastline. This distance is the global average width of the continental shelf [Elrod et al., 2004],
and we use such a fixed boundary to avoid biases introduced by the highly varying width of the conti-
nental shelf around the globe. Within this near-coastal zone, the water is considered as well-mixed [Nash
et al., 2012], and references therein), and, consequently, we assume water properties or human pollution,
are evenly distributed throughout the shelf water mass.

3. Results

In order to assess the degree of exposure to pollution risk from upstream sources, we diagnose the path-
ways of the water that enters the MPAs and the associated timescales. Across parts of the World’s Oceans,
the circulation can shift both seasonally and inter-annually, and at varying magnitudes, which can signifi-
cantly alter an MPA’s connectivity. In this section, we describe the general circulation around the four MPAs,
and the connectivity timescales with land. We then address the seasonal and inter-annual variability of the
circulation, across a 10-year period.

3.1. General Circulation and Connectivity of MPAs

Figure 2 includes all of the particle data, across all months and years, in the experiments. Dark red trajectories
represent an advection time of 1 month, before reaching the MPAs and consequently are the closest to
the boundaries (black contours). Dark blue trajectories represent an advection time of 12 months, and are
therefore at a greater distance from the MPAs. This figure illustrates the dominant pathways to the MPAs
throughout a 10-year period, including inter-annual and seasonal variability.

What is apparent from Figure 2, is that all the MPA’s, except Pitcairn, are connected with land within a 1 year
timescale. As can be seen from Figure 1, the Pitcairn marine reserve is in an area of relatively slow surface
currents. This is due to it being positioned toward the center of the basin-wide, anti-cyclonic South Pacific
Gyre [Maes et al., 2016]. There are two lobes of source water into the Pitcairn reserve, the main pathway orig-
inates in the northeast, and the second originates in the west. To further understand the circulation pattern
around Pitcairn, a 10-year back tracking simulation was performed in order to identify the key circulation
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Figure 3. The time, in years, that it takes for ocean surface waters to reach the Pitcairn marine protected area. The colored area
represents the trajectories of particles, which arrive at Pitcairn, each year during 2000–2009. The color of the trajectories indicate the
time in years for the particles to be advected to the marine protected area, termed on the color bar as the connectivity time. The black
contour represents the boundary of the Pitcairn marine protected areas. Note that trajectories representing shorter connectivity times
are plotted after those representing longer times so that it is clear what the shortest connection time of a particular location to an
marine protected areas.

features that influence the Pitcairn MPA (Figure 3). This revealed that two major currents feed the Pitcairn
MPA, namely the Pacific Equatorial Undercurrent and the Humboldt Current. Particles traveling in the under-
current across the entire basin, are at roughly 200 m on the western side, and gradually shoal as they travel
toward the east [Grenier et al., 2011]. Once reaching the west coast of South America, wind-driven coastal
upwelling brings all particles to the surface [Talley et al., 2011] eventually feeding into the Pitcairn surface
waters by the circulation of the gyre. The Humboldt Current is an eastern boundary current flowing north-
wards along the west coast of the South American continent [Fiedler and Talley, 2006]. The northeastern lobe
of the dominant pathway flows from the northwest coast of South America, whereas the western pathway is
formed of water that has spent more time circulating in the anti-clockwise current of the sub-tropical gyre.
Ekman transport causes the surface water to move toward the central region of a subtropical gyre [Eriksen
et al., 2013]. In terms of Pitcairn’s connectivity, the MPA is connected to the South American continent within
a 2-year timescale (via the northern arm of the South Pacific Gyre), and also the Malay Archipelago within
3–4 years (via the Pacific Equatorial Undercurrent). The longer-term (multiannual) connectivity described
above for the Pitcairn MPA is important when the concept of circulation pathways is applied to issues such
as plastic pollution, as marine plastic may degrade slowly [but see van Sebille et al., 2015]. The corresponding
long-term (10-year) connectivities of the other three MPAs are shown in Figures S5–S7.

The South Georgia MPA is fed by three dominant pathways: the Antarctic Circumpolar Current flowing from
west to east around Antarctica; a southern pathway from the Antarctic Slope Current, with flows east to west
along the Antarctic shelf [Rintoul et al., 2001]; and a northern pathway via the return flow of the Malvinas
Current, and also small but frequent eddies which are shed from the Brazil Current and are associated with
the Subantarctic Front [Peterson and Stramma, 1991]. From these pathways, we can see in Figure 2 that the
South Georgia MPA has a connectivity timescale in the order of 3–4 months. However, in considering the
exposure to human activity, the only pathway for the South Georgia MPA that could be significant, taking
into account population density, is from the Brazil Western Boundary Current, which flows southward along
the east coast of the South American continent.

The Ascension MPA is positioned just south of the equator in the mid-Atlantic. Consequently, it is fed by two
main pathways of water, the westward flowing South Equatorial Current and the eastward flowing North
Equatorial Countercurrent. There is also an eastward flowing pathway, just sub-surface, via the Atlantic
Equatorial Undercurrent [Brandt et al., 2014]. The dominant pathway of water to the Ascension MPA is from
the eastern side of the Atlantic, as seen in Figure 2. Parallel to the west coast of Africa, are two main currents
each flowing in a meridional direction, which meet in a confluence region at about 15∘S before turning west
to become part of the South Equatorial Current. Flowing north to south is the Guinea Current and its exten-
sion the Angola Current, and flowing south to north is the Benguela Coastal Current [Lass et al., 2000]. The
highly seasonal eastward flowing North Equatorial Countercurrent originates from the western side of the

ROBINSON ET AL. FOUR OF A KIND? 8



Earth’s Future 10.1002/2016EF000516

Atlantic at roughly 5–10∘N [Richardson et al., 1992]. A small proportion of the North Equatorial Countercur-
rent is fed by the northward flowing North Brazil Current, but the majority of the countercurrent is fed by
northern hemisphere waters originating in the North Equatorial Current at roughly 10∘N [Goes et al., 2005].
The eastward flowing North Equatorial Countercurrent is strongest in the late boreal summer into fall, with
a reversal of the near-surface current in spring due to a change in the Northeast Trade winds [Richardson
et al., 1992]. The Atlantic Equatorial current system connects the Ascension MPA with the west coast of Africa
within a time period of 2–3 months, and with the east coast of Brazil within 3–4 months.

The BIOT MPA is positioned toward the center of the Indian Ocean, just south of the equator. In Figure 2, it
is apparent that the BIOT MPA is fed by various water pathways from across the entire Indian Ocean, and
also from the Pacific through the Indonesia Throughflow. The circulation of the Indian Ocean is extremely
complex [Wyrtki, 1973], owing in part to the geographical configuration, but primarily to the unique mon-
soonal wind forcing. Here, we provide a brief description of the typical surface ocean circulation from the
literature, focusing on key features relevant to the analysis.

The Indian Ocean is the smallest of the three major ocean basins, extending only as far north as 25∘N
on either side of the Indian subcontinent. The southern sector of the Indian Ocean is bounded by the
Antarctic Circumpolar Current through which it is connected with the Atlantic and Pacific Oceans. There
is also an important connection with the low latitude Pacific via the Indonesian Throughflow, which flows
unidirectionally from the Pacific into the Indian through the Indonesian Archipelago. Once exiting the
Archipelago, it flows westward within the South Equatorial Current. However, annual variability is high,
and an El Niño/Southern Oscillation (ENSO) signal has been observed [Sprintall et al., 2014]. In the southern
half of the Indian Ocean is a basin-wide subtropical gyre, which flows anti-cyclonically driven by westerly
winds at high (Southern) latitudes and south-easterly trade winds at low latitudes, similar to the mean
wind patterns of the Atlantic and Pacific. The South Equatorial Current flows westward across the basin
throughout the year at roughly 10–16∘S, with a transport of some 50–55 Sv, and separates the subtropical
south from the tropical and northern Indian Ocean [New et al., 2007]. For parts of the year, a confluence
of two currents at roughly 2–3∘S along the east coast of Africa, results in the eastward flowing South
Equatorial Countercurrent, which together with the South Equatorial Current, becomes the northern and
southern branches of a transitory tropical cyclonic gyre [Schott and McCreary, 2001; Talley et al., 2011].

North of the South Equatorial Current, is a unique circulation regime, which seasonally reverses driven by
monsoonal wind forcing. The Southwest Monsoon winds peaks in July–August, and the Northeast Mon-
soon winds in January–Februrary, driving seasonal reversals in the ocean currents in this region [Schott
and McCreary, 2001]. Greatly influenced by the reversing Southwest and Northeast Monsoons, are the two
large embayments to the east and west of the Indian subcontinent, the Arabian Sea and the Bay of Bengal,
respectively. During the Southwest Monsoon (winds blowing to the north-east over India) the open-ocean
currents that circulate between the Arabian Sea and the Bay of Bengal flow eastward (Southwest Monsoon
Current), whereas flow is westward during the Northeast Monsoon (Northeast Monsoon Current), influ-
encing the formation of the South Equatorial Countercurrent. These monsoon currents are made up of
many different branches, each forced individually by a combination of both local and remote processes.
However, the Northeast Monsoon Current is notably weaker and more disorganized than the Southwest
Monsoon Current, as the Southwest Monsoon winds are stronger than the Northeast Monsoon winds. Con-
sequently, the ocean response is stronger and more consistent to the Southwest Monsoon. The transition
between Southwest to Northeast Monsoons, and vice versa, occurs relatively quickly during March–April
and October, during which the equatorial winds are westerlies, rather than the typical trade winds [Schott
and McCreary, 2001; Shankar et al., 2002; Talley et al., 2011]. This brief dominance of westerlies forms the
eastward flowing Wyrtki Jets, which are significantly stronger than the westward flowing South Equatorial
Current during this time [Wyrtki, 1973].

For a schematic diagram of the Indian Ocean circulation and a thorough description of the entire regime,
see [Schott and McCreary, 2001; Figures 8 and 9]. For a more in-depth discussion specifically of the northern
Indian Ocean monsoonal circulation, see [Shankar et al., 2002].

In terms of connectivity timescales, the BIOT MPA is connected to: the east coast of Africa within 3 months
advection time; to Indonesia within 3–4 months, and via the Indonesian Throughflow, to the Malay
Archipelago within 4–7 months; and to India within a range of 3–6 months. Northwards of 20∘S, particle
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trajectories from the BIOT MPA fill the entire Indian Ocean basin, with the exception of the northern
Arabian Sea.

Similarly to Figure 3’s Pitcairn pathways, Figures S5–S7 show the decadal-scale connectivity for the South
Georgia, Ascension and BIOT MPAs. In the case of the South Georgia MPA, its proximity to the Antarctic
Circumpolar Current means that the entire Southern Ocean is connected to the MPA within a time period of
around 5 years. However, in spite of this fast connectivity, pathways remain constrained within the Southern
Ocean even out to 10 years—with a few exceptions in continental boundary currents. For the Ascension
MPA, most connectivity is confined to the equatorial region of the Atlantic (30∘S to 10∘N) on the 5-year
timescale. Beyond this, some pathways extend further, notably via Agulhas Leakage from the Indian Ocean
(with limited connectivity to the Indonesian Throughflow), though also with pathways from the subtropical
gyres of the north and, especially, south Atlantic. Finally, for the BIOT MPA, most pathways remain within,
and completely fill, the Indian Ocean, with connectivity of 4 years or less throughout this basin. There is
also connectivity with the equatorial Pacific (20∘S to 20∘N) through the Indonesian Throughflow, with a few
pathways almost connecting to the west coast of the Americas at the 10-year timescale.

3.2. Seasonal and Inter-Annual Variability

Figure 4 shows all the particles from the monthly releases for each year of the experiment, indicating the
density of the trajectories and the inter-annual variability for each MPA. For comparison, Figures S9–S11
show corresponding trajectory densities for shorter time periods.

Focusing on Pitcairn in Figure 4, the trajectory density “footprint” in each subplot is generally the same
in each year with the two distinct lobes to the northeast and west. In some years, the particles backtrack
further away from Pitcairn, such as in years 2006 and 2007, and in others the particles remain closer to the
MPA boundary, such as in years 2002 and 2003. However, these variations are not large enough for any
significant connectivity to any coastline.

For the South Georgia MPA, the highest trajectory density is within the Antarctic Circumpolar Current, indi-
cating this to be the dominant pathway. Conversely, Figure 4 also shows that the lowest density of trajecto-
ries advecting toward the South Georgia MPA comes from the northern pathway. As with Pitcairn, the South
Georgia MPA has little inter-annual variability.

Focussing next on the Ascension MPA, Figure 4 shows the dominant pathway of water to originate from
the west coast of Africa, specifically the Benguela Current and South Equatorial Current, showing low
inter-annual variability.

Finally, focusing on the BIOT MPA in Figure 4, there are two dominant pathways of surface water for the
MPA, one each from the east and the west. However, there is a high degree of variability both across and
within the years. In 2009, the dominant pathway is from the west, indicated by the logarithmic color bar.
Whereas in 2003, the highest trajectory density is from the east, and in some years there are equally pro-
nounced pathways from both the east and west. This variability has a significant impact on the connectivity
of the BIOT MPA to various continents. The BIOT MPA experiences by far the highest degree of inter-annual
circulation variability out of the four MPAs in this study.

In order to examine the seasonal variability of circulation around the BIOT MPA, Figure 5 shows the pathways
for each climatological month that arrives at BIOT, from which the impact of the seasonally reversing circu-
lation is apparent. Figure 5 shows that the key features that determine the dominant pathways to the BIOT
MPA are the South Equatorial Current (including the Indonesian Throughflow), the periodic Countercurrent
and Wyrtki Jets, and the reversing Monsoonal Currents.

Focusing on one of the clearer features within Figure 5, it is apparent that the Indonesian Throughflow is
an important pathway to the BIOT MPA of water arriving during September–December. Meyers et al. [1995],
found that flow through the Indonesian Archipelago is largest during the Boreal summer, and taking into
account an appropriate time lag between water passing through the Archipelago and arriving at BIOT,
agrees with Figure 5 where there is a high density of particles within the Indonesian Throughflow during
September–December arrival months. Other than the Indonesian Throughflow, the remaining picture is
unclear, due to the reversal of the northern circulation and periodic appearance of the South Equatorial
Countercurrent and Wyrtki Jets.
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Figure 4. Census of particle advection toward the marine protected areas for each year’s trajectories. The annual plots include all the
particles released monthly from the marine protected area, each with an advection time of 1 year. Colors denote the cumulative
“density” of particle trajectories based on their 5-daily position throughout the 10-year experiment, representing the total number of
trajectories that have passed through each grid cell.

The complex, seasonally transforming, circulation pattern of the Indian Ocean is neither spatially nor tem-
porally consistent year-on-year [Shankar et al., 2002; Schott et al., 2009]. This explains why Figure 5 does
not clearly represent the monsoon driven circulation presented in Indian Ocean schematic circulation plots
[such as Schott and McCreary, 2001; Figures 8 and 9]. As Figure 5 represents climatological months, the
inter-annual variability smooths out the presence of any distinct features visible in the trajectories. To pro-
vide a clearer example, and also to demonstrate the degree of inter-annual variability in addition to the
seasonal variability, Figure 6 shows four individual experiments of particle releases, arriving at the BIOT
MPA within January and July, from a selection of years within the 10-year study period. Focusing on the top
two panels, the predominant pathway arriving in January 2005 was from the northeast, the Bay of Bengal
and Indonesia region, whereas in January 2009 the majority came from the western side of the basin. This
inter-annual variability also occurs at other times of the year, as shown by the bottom two panels of water
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Figure 5. Census of particle advection toward the British Indian Ocean Territory marine protected area for each climatological month.
Each plot includes the particles released in a given month for every year of the 10-year experiment, with an advection time of 1 year.
Colors denote the cumulative “density” of particle trajectories based on their 5-daily position throughout the 10-year experiment,
representing the total number of trajectories that have passed through each grid cell.
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Figure 6. Census of particle advection toward the British Indian Ocean Territory marine protected area for 4 months of the experiment.
The plots include the particles released in a given month for every year of the 10-year experiment, with an advection time of 1 year.
Bottom left annotation details which month and year each plot represents. Colors denote the cumulative “density” of particle trajectories
based on their 5-daily position throughout the 10-year experiment, representing the total number of trajectories that have passed
through each grid cell.

arriving at BIOT in July for two different years. In 2001, the water is predominantly from the west, whereas
in 2003 there are clear pathways from both the western and eastern sides of the Indian Ocean.

These variations in the circulation can arise as direct impacts of remote external factors, as well as from the
inter-annual and seasonal variability that exists in the monsoonal wind forcing. The two principal large-scale
climatological features which can impact the Indian Ocean circulation, although there are several other
seasonal oscillations, are the local Indian Ocean Dipole (IOD) [Saji et al., 1999], and the globally impacting
ENSO [Bjerknes, 1969; Diaz et al., 2001]. It is outside the scope of this work to describe these features in
detail, but briefly the IOD is a shift in sea surface temperatures between the western and eastern Indian
Ocean sectors, with each alternately becoming warmer and then colder in an irregular oscillation, typically
lasting the boreal summer and autumn [Saji et al., 1999]. The ENSO is an irregularly periodical occurrence of
a warm phase (El Niño), and cool phase (La Niña) in sea surface temperatures, caused by a variation in winds
over the tropical eastern Pacific Ocean, affecting much of the tropics and subtropics [Schott et al., 2009]. El
Niño typically lasts for 9–12 months, whereas La Niña can last for 1–3 years. There is much research and
evidence of the influence of these phenomena directly on the currents of the Indian Ocean [Gnanaseelan
et al., 2012], indirectly via impacts on the monsoon cycle [Pillai and Chowdary, 2016], and importantly on
how they interact [Luo et al., 2010]. For a thorough discussion on Indian Ocean circulation variability and
associated climate variability, see Schott et al. [2009] and references therein.

4. Discussion

4.1. Coastal Connectivity and Exposure to Human Activity

In Figure 2, it is apparent that three of the four MPAs in this study are strongly connected with land, over
a 1-year timescale. Connectivity with land could be detrimental to the MPAs pristine condition, as land is
the main source of pollution to the ocean, of which plastic makes up the most significant part [Shahidul
Islam and Tanaka, 2004; Gall and Thompson, 2015]. Jambeck et al. [2015] estimated that in 2010, 275 million
metric tons of plastic waste was generated in 192 coastal countries, of which 4.8–12.7 million metric tons
entered the ocean (approximately 1.8–4.6%). Plastics are produced as many different varieties of polymers,
and from macro to micro in size, but the key characteristic which makes plastic so commercially popular
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Figure 7. A comparison of the coastal connectivity and average cumulative population density encountered of water reaching each
marine protected areas (MPA) over a 1 year advection period. In both cases, the charts are the averages across all 10 years of releases. The
left pie chart shows the percentage of trajectories reaching each MPA that originate in coastal waters (i.e., have been within 85 km of the
coast within 1 year of reaching the MPA). The right pie chart shows the corresponding average population density encountered over the
same period. Both the connectivity and population density encountered of the Pitcairn MPA are too small to be clearly seen but are
those at the 12 o’clock position on both charts.

is also the reason why they are so harmful and wide spread in the ocean: their durability [Cole et al., 2011;
United Nations Environment Programme, 2016]. Depending on the type of plastic, once in the ocean it can
either sink to the ocean floor or be transported worldwide by surface currents [van Sebille et al., 2015]. Most
famously, there is a relatively high concentration of floating plastic, which has accumulated in so called
“garbage patches” in the five sub-tropical gyres in the Indian Ocean, North and South Atlantic, and North
and South Pacific [Maximenko et al., 2012; Eriksen et al., 2013]. Marine plastics can have significant detri-
mental ecological impacts, and consequently there has been much research on the impacts of both macro-
and micro-plastics on biota. Direct impacts on marine species includes entanglement in macro-plastics, and
ingestion of micro-plastic and subsequent absorption of toxic chemicals, namely polychlorinated biphenyls.
Indirect negative impacts can come from the trophic transfer of plastics or toxins, and also floating plastic
debris transporting “invader” species [Wright et al., 2013; Gall and Thompson, 2015]. For a thorough synthesis
on the issue of marine plastics, see [UNEP, 2016].

Having outlined the issues surrounding marine plastics, and noting the findings of [Jambeck et al., 2015],
who states that population size is a significant factor in the amount of plastic litter from coastal regions,
we now discuss the MPAs in this context. Using the trajectory data presented in Figure 2, the percentage of
trajectories that are within 85 km of the coast (the global average width of the shelf ) within 1 year of release
was calculated for each monthly experiment from each MPA, and presented in Tables S1–S4. The tables
demonstrate the degree of seasonal and inter-annual variability discussed in Section 3, but also quanti-
fies what is apparent in Figure 2. Over a 1 year timescale, the Pitcairn MPA is weakly connected with land,
whereas of the water than flows into the South Georgia MPA, a fraction of 2% originates from the coast, a
fraction of 34% for Ascension, and 71% for BIOT (see Figure 7).

However, connectivity with land is only significant for the MPAs if the land is highly populated and, thus,
vulnerable in terms of pollution [Jambeck et al., 2015]. In Figure 2, the land is filled with population density
data [CIESIN, FAO, CIAT , 2005], and we now use this to further assess the impact-potential of trajectories orig-
inating from the coast. As is apparent in Figure 2, India, and parts of Indonesia and Africa, have the highest
population densities of the regions that are connected with the MPAs, most notably to BIOT in the Indian
Ocean. To quantify this, Tables S5–S8 in the supplementary material detail the average cumulative popu-
lation density (persons/km2) encountered by the circulation pathways, from each monthly experiment for
each year for each MPA (Figure S8 shows time series of population density encountered as average across
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all trajectories and the corresponding cumulative average). This information is important, since, even if only
a small fraction of the pathways that reach a MPA have been in close proximity to land, they can be signif-
icant if the coast is relatively densely populated. While Tables S5–S8 report cumulative numbers averaged
across all trajectories, the highest population density encountered by South Georgia pathways, was 3,134
person/km2, originating from the coastal cities of the State of São Paulo; for Ascension, 5,288 person/km2,
originating from the coastal region of Lagos; and for the BIOT MPA, 15,203 person/km2, originating from the
coastal region of Mumbai. By contrast, trajectories reaching Pitcairn had encountered only a maximum of
34 person/km2 in the preceding year.

We note that this approach is a simplification, assuming that a high population density equates to high
levels of pollution. In reality, the situation is more complex and depends on the economic status of the
coastal region which can determine factors such as the quality of waste management systems [Jambeck
et al., 2015]. Nevertheless, we use this approach as a first-order approximation of the possible pollution risk
as a consequence of coastal connectivity. We also note that a large proportion of plastics which enter the
marine environment do not float, and therefore would not impact the MPAs via circulation connectivity.

4.1.1. Four of a Kind?

Having outlined the average coastal connectivity, and the population density encountered by the MPA path-
ways, Figure 7 presents this information for cross-comparison of each MPA over a 1 year advection period.

Focusing first on the Pitcairn MPA in Figure 7, it is immediately apparent that the model suggests there is
no risk of coastal pollution via ocean circulation. The South Georgia MPA has a very low coastal connectivity
fraction (2%), however, the coasts that it is connected with include the relatively highly populated southeast
coast of Brazil. Nevertheless, with such a low coastal connectivity the exposure to coastal pollution is low.
The Ascension MPA, has an coastal connectivity of 34%, of which the average cumulative population density
encountered over 1 year is 2,300 person/km2. As such, the Ascension MPA is exposed to a significant pollu-
tion risk via ocean circulation. This is a particular threat to the islands important rookery for the endangered
green turtle [Petit and Prudent, 2010], as the juveniles can perish by ingesting less than 1 g of marine debris
[Santos et al., 2015]. Finally, the BIOT MPA is the most vulnerable to coastal pollution via ocean circulation
of all the MPAs in this study, as it has both the highest coastal connectivity, at 71%, and population density
encountered, at 6,720 person/km2. The BIOT MPA is comprised of 55 coral islands spread between five atolls,
with more than 220 species of coral, and is currently considered to be one of the best preserved reefs in the
world [Sheppard et al., 2012]. However, the high degree of exposure to densely populated coastlines shown
here, together with the discovery that corals are ingesting micro-plastics [Hall et al., 2015], suggest that the
pristine condition of the BIOT corals may be under threat.

4.2. Further Negative Impacts of Connectivity

This paper has focused on the pollution threat from land, specifically discussing plastic, however, connec-
tivity with the coast and marine plastics are not the only issue. Many other human activities take place in
the ocean, from which a variety of hazards to the marine environment can arise. Here, we will briefly dis-
cuss other threats to MPAs through their connectivity, namely issues associated with shipping, oil spills, and
fishing.

The industrial-scale shipping of cargo, which makes up 90% of world trade movement [Kaluza et al.,
2010], takes the risks associated with human activity out into the open ocean, across all major ocean
basins. Although the MARPOL 73/78 Convention [Lethbridge, 1991] was developed to prevent or minimize
operational or accidental discharges of pollutants from vessels at sea (though restrictions largely stop 12
nautical miles offshore), these remain significant. For instance, an early estimate from 1982 reported that
as many as 600,000 plastic containers worldwide were being dumped at sea per day from shipping [Wace,
1995], and there remains significant daily disposal of onboard garbage and sewage from both commercial
and tourism ships [Shahidul Islam and Tanaka, 2004]. In addition to marine litter, there is the threat of oil
spills, which are rare but devastating. One of the most public and notorious spills, was the Exxon Valdez oil
tanker spill in 1989, which emitted 41.6 million liters of oil, and had a dramatic impact on Alaskan wildlife
[Atlas and Hazen, 2011]. The incident killed more than 30,000 birds of 90 different species in just over 4
months [Piatt et al., 1990]. Over 25 years on since the disaster, and the effect on the marine environment is
still being felt, through the persistence of toxic sub-surface oil and chronic exposure resulting in delayed
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population reductions and cascades of indirect effects [Peterson et al., 2003]. A final known threat strongly
associated with shipping, is marine bioinvasion. The two major routes by which invasive species spread, is
via discharged water from ships’ ballast tanks [Ruiz et al., 2000] and hull fouling [Drake and Lodge, 2007].
In several parts of the world, invasive species have caused species extinction and habitat alteration [Mack
et al., 2000]. Kaluza et al. [2010] produced a network map of global ship movements (their Figure 1), the
style of which can be overlaid with an MPAs connectivity footprint, to show which major shipping routes
could potentially affect the MPAs, either through an oil spill disaster or increasing exposure to marine litter
or invasive species.

The threat of oil spills is not solely limited to shipping incidents, there can also be rare but catastrophic
spills from oil wells, the most famous recently being the Deepwater Horizon Oil Spill in 2010. The oil from
the spill, 779 million liters [Atlas and Hazen, 2011], was spread across the Gulf of Mexico region by ocean
circulation [Liu et al., 2011], with 847 km of shoreline still contaminated 1 year after the spill despite clean
up efforts [Michel et al., 2013]. In the aftermath of this disaster, similar methods to that used here have been
used to calculate the “circulation footprint” from possible oil spills, in order to reduce risk through better
response and improved situational awareness [Main et al., 2017]. This approach, in combination with the
results presented here, can enable MPA managers to likewise be more aware of potential oil spill risks within
their connectivity footprint, and consequently be prepared in the event of a spill.

Fishing activities provide both direct pressure on marine ecosystems as well as indirect pressures from
marine littering, such as fishing tackle [Shahidul Islam and Tanaka, 2004]. Marine species can have various
stages to their life cycles, which can involve larval dispersal during a pelagic stage. Dispersal via ocean cur-
rents determines the connectivity of local populations and therefore the knowledge and understanding
of it is vital for conservation strategies [Mora and Sale, 2002]. Unless a system is efficiently self-sustaining
(retainment exceeds or equals overspill), overfishing in one region, can impact populations downstream,
and consequently even remote MPA ecosystems could be vulnerable. [Figueira, 2009] looked at identifying
“patches” as either sources or sinks within a metapopulation, in order to more effectively designate marine
reserves. Knowing a location’s contribution to the ecosystem, and using the MPA connectivity footprints, can
help fill in the knowledge gaps of population connectivity, and aid in the spatial management of protection
efforts at time scales relevant to the pelagic larval duration of the species of interest [Sale et al., 2005].

4.3. Future Work

In this study, we have produced a 1 year connectivity “footprint” for each MPA, and used it to assess con-
nectivity with land. However, as discussed in the Section 4.2, pollution is not restricted to the coast, there
are various other sources of potential hazards. The connectivity footprints produced in this study could be
compared with other risk factors, such as shipping lanes, oil rigs, or fishing grounds, similar to the global
human impact study by Halpern et al. [2008]. Additionally, the work here focuses on a timescale of 1 year,
but a more detailed study of the timescales of particular risks could be considered. This would fully assess
the pollution threat, and or, ecological implications posed to each MPA through connectivity.

In the introduction, the implications of downstream (forward) connectivity were introduced, namely seed-
ing species to other areas. In order to seed species downstream, the timescale of connectivity is crucial, as
the pelagic larval duration of the species needs to be equal to or greater than the connectivity timescale
[Cowen et al., 2007; Gawarkiewicz et al., 2007]. The methodology and analysis used in this study can be per-
formed in exactly the same way, but with forward Lagrangian particle tracking, enabling the timescales
of downstream connectivity to be determined. Forward connectivity footprints, in addition to the back-
ward connectivity footprints, would be extremely useful in the formation of networks, or ecological zones
of MPAs, to protect ecological processes and areas that are necessary for the full life cycle of marine species
[Halpern, 2003); The World Bank, 2006]. Additionally, this could also be a tool to aid marine spatial planning,
as there are increasing calls for the integration of MPAs with fisheries management to aid global biodiversity
[Gell and Roberts, 2003; Hilborn, 2016].

One final consideration, whether considering the forward or backward circulation connectivity of MPAs, is
the potential for the circulation itself to change, under the stress of climate change. Observations show that
the intensity and position of western boundary currents are already changing [Wu et al., 2012; Yang et al.,
2016]. Also, a model projection has forecast further deviations in the circulation between the 2000–2010
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and 2050–2059 decadal averages [Popova et al., 2016]. In order to assess the impact such circulation
changes may impose on ocean ecosystems, such as on the connectivity, nutrient pathways, and migration
of species, further in-depth Lagrangian study using model future projections would be required.

5. Summary

• MPAs are typically established to conserve important ecosystems and protect marine species, but their
success in achieving these goals requires evaluation, particularly with regard to their vulnerability to
upstream impacts.

• Here, we present the “connectivity footprints” of four MPAs, for a timescale of 1 year, using a Lagrangian
particle-tracking technique within a high-resolution ocean GCM, and specifically consider their
connectivity with land.

• Over a 1 year timescale, Pitcairn MPA is essentially unconnected with land, whereas of the water than
flows into the South Georgia MPA, around 2% originates from the coast, with 34% for Ascension, and
71% for BIOT, with variability (both seasonal and inter-annual) found to be notably high for BIOT.

• Population density of the connected coastlines is considered in terms of exposure to pollution,
specifically plastics, and identified as a coastal connectivity risk that needs to be considered in the
management of MPAs.

• Further risks to MPAs, associated with open-ocean connectivity, namely shipping, oil spills, and fishing,
are discussed and highlight the potential use of the connectivity footprint in relation to these threats.

• We advocate connectivity footprints of MPAs should be used as a tool to improve future MPA
designation, and in spatial planning of current MPA networks, and suggest future work to improve the
diagnosis of connectivity footprints of MPAs.
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