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Life assessment is of great importance to component repair and replacement scheduling
of turbine systems which experience cyclic start-up and shut-down operations during
their service lives. As vital parts where a severe stress concentration exists, the fir tree
blade-disc interfaces are typically shot-peened. Their fatigue resistance is considered to
be improved subsequently due to the surface compressive residual stress (CRS) field and

strain hardening resulting from shot peening.

However, current life assessment models are relatively conservative, merely considering
shot peening as an additional safety factor rather than taking account of the benefits
derived from the process. The objective of this research is to develop a life assessment
method considering the effects of shot peening in the component lifing protocols.
Successful development of this approach will achieve a more cost effective scheduling

of repair or replacement of the assets while ensuring sufficient safety margins.

In this study, a low pressure steam turbine material, FV448, has been selected. The shot
peening induced residual stress profiles as well as their evolution during fatigue loading
were measured using the X-ray diffraction (XRD) technique. In the modelling work, a 3D
finite element (FE) modelling approach has been developed to predict the residual stress
relaxation behaviour during fatigue loading. Both the CRS and the strain hardening fields
arising from shot peening have been reconstructed in the FE model as pre-defined
conditions: The reconstruction of residual stresses was realised by the inverse
eigenstrain approach. In this study, the application of this approach has been extended
from a flat surface to a notched geometry. The strain hardening field was reconstructed
by modifying the material parameters at different depths based on the shot peening
induced plastic strain distribution, which was evaluated utilising an approach based on
previous measurement of electron backscatter diffraction (EBSD) local misorientations.

By allowing for both beneficial effects of shot peening, the simulated quasi-static



residual stress relaxation occurring during the first cycle correlated well with
corresponding experimental data. The retention of the CRS field in the notched sample

during fatigue loading has been highlighted.

The application of total life approaches in predicting the low-cycle fatigue (LCF) life of
the shot-peened specimens has been investigated. The Smith-Watson-Topper (SWT) and
the Fatemi-Socie (FS) critical plane fatigue criteria have been selected in the present
study. The developed FE models incorporating shot peening effects have been used to
generate the stress and strain data required by the SWT and FS criteria. A good
agreement between experiments and predictions was obtained using this FE-based
approach. In addition, the FE analysis shows that the degree of the shot peening benefit
in improving fatigue life can be reasonably related to the degree of the reduction in the
mean stress level within the shot peening affected layer. The application of a critical
distance method considering the stress and strain hardening gradients near the shot-

peened surface has been found to effectively increase the accuracy of the life prediction.

Damage tolerant approaches have also been employed to assess the fatigue life of the
shot-peened notched specimens by predicting the short crack growth behaviour through
the shot peening affected layer. This analysis was carried out using both 2D and 3D FE
models containing a crack emanating from the notch root. The FE models have been
upgraded from the models used to study the residual stress relaxation behaviour. The
crack driving force has been appropriately characterised using both linear-elastic and
elasto-plastic fracture mechanics (LEFM and EPFM), allowing for the effects of shot
peening. An accurate quantification of the retardation of the short crack growth
behaviour resulting from shot peening has been subsequently realised. Additionally, the
associated crack shape evolution has also been predicted using the developed FE model,
which explains the experimentally observed significant differences in crack shape
evolution between varying surface conditions. The importance of taking the crack shape
effects into account when evaluating the short crack growth behaviour has been

emphasised.

Overall, a FE tool has been developed in this study which has been demonstrated to be
effective in analysing the benefits of shot peening in improving fatigue life. It also helps
unveil the mechanism behind this life improvement, which contributes to the
development of a robust and convenient lifing method that can be applied to shot-

peened components and can be used to guide shot peening optimisation.
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Nomenclature

ag
Ak o

amax

a/c
da/dN
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1 Introduction

1.1 Background

1.1.1 Steam turbines and their working conditions

Power generation is the process of generating electricity from other sources of energy,
e.g. coal, water, wind, nuclear energy etc. Nowadays, many large-scale power plants
across the world use turbine systems, among which steam turbines produce more
electrical energy than any other system. The steam turbine is a device that converts
thermal energy from pressurised steam to mechanical rotation of an output shaft, which
drives the electricity generator. Figure 1-1 illustrates a simplified steam cycle in the
power plant. The efficiency of the thermodynamic process in steam turbine systems
describes how much of the energy fed into the cycle is converted to electrical energy. To
improve the thermal efficiency, typical steam turbines use multiple stages to allow for
sufficient expansion of the steam. These stages include the high-pressure (HP),

intermediate-pressure (IP) and low-pressure (LP) sections as shown in Figure 1-1.
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Figure 1-1: Simplified steam cycle in the power plant [1].



Subcritical steam cycle power stations remain the dominant technology in power
generation plants of 1960s vintage, such as Ratcliffe on Soar, Nottingham, UK [2]. The
steam (~ 568°C, 180 bar) generated by the boiler flows first through the HP turbine in
steam turbine systems. Both the temperature and pressure of the steam drop during this
process and the steam is reheated (~ 568°C, 30 bar) before entering the IP turbine. After
the IP turbine, the steam passes through the LP turbine with much lower temperature
and pressure (< 350°C, 10 bar) as much energy has been extracted. Each turbine section
is mainly composed of a number of sets of blades which are connected to the central
disc using the fir tree interface (as shown in Figure 1-2). The rotation speed is usually ~
3000 rpm [2]. In the LP turbine section, since the velocity and pressure of the steam is
lower than in the HP and IP turbines, the blades are usually larger in size than those used

in HP and IP turbines in order to increase the effective area.

Turbine blade

Disc rim

Nt 7

Fir tree root fixings

Figure 1-2: Connection of blades to disc [3].

In service, steam turbine components are subjected to fatigue, which is similar to other
machine components. In general, the stresses acting on the blades that invoke fatigue
mainly originate from centrifugal loading and the vibration caused by the asymmetric
steam flow [4]. Statistics show that LP turbine blades are generally more susceptible to
fatigue failure compared to those of the HP and IP, which is due to the greater centrifugal
forces and higher possibility of the occurrence of resonance resulting from the increased
blade length in LP turbines [4, 5]. Creep damage is not important for the LP blades due

to its relatively low working temperature compared with the IP and HP blades.

It is reported that fatigue failure may initiate from various locations of the LP blade, such
as the shroud, the lacing hole, the aerofoil region and the fir-tree root [6], implying the
varying failure mechanisms along the length of the blade. In general, high-cycle fatigue

(HCF, the total number of cycles N, > 1 x 10°) may occur when the blade experiences
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high dynamic stresses resulting from the vibration and resonance at critical speeds [5].
On the other hand, the alternating centrifugal force generated during the repeated start-

up and shut-down operation may induce low-cycle fatigue (LCF, Ny < 1 x 10°), especially

in the fir tree root with a high stress concentration (as shown in Figure 1-2) [7].

In steam turbine systems, since the blades are responsible for extracting energy from
high pressure and high temperature steam, their design has a direct effect on the
efficiency and reliability of the whole system. In light of the complexity of the working
environment and the stress condition of the blade, 9-12% Cr ferritic heat resistant steels
have been widely used in steam turbine blades. This is due to their lower coefficient of
thermal expansion and higher thermal conductivity compared with other candidate
materials (such as austenitic stainless steels) as shown in Table 1-1. Use of this material
can reduce the thermal stresses experienced during start-up and shut-down, resulting

in lower susceptibility to fatigue in steam turbines [8].

Table 1-1: Comparison of coefficient of thermal expansion and thermal conductivity for

a ferritic and an austenitic stainless steel [9].

12Cr ferritic steel 20Cr1Ni austenitic steel
Thermal conductivity / uK—1! 24.9 13.5
Coefficient of Thermal expansion 9.9 153
at room temperature / Wm™1K1! : )

1.1.2 Shot peening treatment to increase fatigue resistance of components

Shot peening is a surface treatment which is commonly used in a range of engineering
applications to increase the fatigue resistance of metallic components containing stress
concentration features (such as the fir tree interface of the turbine). This improvement
is normally attributed to surface compressive residual stresses and strain hardening
resulting from shot peening acting to mitigate crack initiation and propagation, which is

reviewed in more detail in Sections 2.2.2 and 2.2.3.

During the process of shot peening, the surface of the workpiece is bombarded by a
stream of small spherical shots acting as tiny peening hammers. As shown in Figure 1-3,
the kinematic energy of the shots causes small indentations or dimples on the impacted
surface. To create the dimples, the material in the surface layer yields in tension,
resulting in a plastic misfit strain (i.e. the eigenstrain) between the peening-affected layer

and the bulk (elastic) material. As a result of this, a compressive residual stress field



near the peened surface is generated with a counterbalancing tensile residual stress field

below to achieve overall stress equilibrium within the workpiece.

Shot peening is controlled in practice by monitoring two parameters, known as peening
intensity and coverage. The intensity is referred to as the Almen intensity which is
evaluated by measuring the deflection of a shot-peened normalised strip (i.e. the Almen
strip). There are three kinds of Almen strips with different thickness, namely ‘N’, ‘A’ and
‘C’; an intensity value of 10A indicates a 0.01 inches (0.254 mm) deflection of an ‘A’
strip. The coverage represents the percentage of the peened area to the whole surface;
a coverage higher than 100% indicates that the peening time achieving 100% coverage

has been increased by the corresponding factor.

Surface yields
in tension

1 Bulk deforms elastically

Surface tends to retain permanent deformation
and is constrained by bulk material resulting in
compressive residual stress

S

Bulk tends to return
to original shape

Figure 1-3: Mechanism of formation of compressive residual stresses during shot

peening [10].

1.1.3 Steam turbine maintenance practice

Steam turbine inspections are carried out approximately every 12 years. Non-destructive
testing (NDT) is used to determine the critical condition of defects during the inspection,
especially in the regions where crack initiation and subsequent propagation will most
probably occur, e.g. the fir tree interface. Common NDT methods include the application
of ultrasonics, remote visual inspection, magnetic particle inspection, eddy current
testing, etc. [11]. The inspection results are then used as the basis of applying a damage
tolerant lifing approach (such as linear elastic fracture mechanics) to predict the

remaining life of the components and determine their repair schedule.

Many steam turbine systems in the UK were built in the 1960s and have therefore
undergone more than 3500 start-up/shut-down cycles [10]. These aging components

must be safely assessed to allow appropriate repair or replacement. A major outage of
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a conventional power plant commonly takes 8-12 weeks, which will cause a substantial
cost in the lost generation of electricity over this period [10]. Thus developing life
assessment methods with reduced conservatism is of significant economic benefit to

reduce the refurbishment scope and frequency safely.

1.2 Fatigue in metallic materials

Fatigue is an important failure mode of materials or components subjected to alternating
loads. Suresh [12] defined fatigue as a term which ‘applies to changes in properties
which can occur in a material due to the repeated application of stresses or strains’. It is
usually influenced by the material microstructure, material mechanical properties,
geometry of the component, loading conditions, environmental conditions, etc. Before
the main literature review (Chapter 2), which focuses on discussing the effects of shot
peening on the fatigue behaviour of metals and the development of relevant lifing
methodologies, it is essential to introduce the main processes involved in the fatigue
damage process. Fatigue damage generally progresses through three stages, namely
initial cyclic damage (cyclic hardening or softening), crack initiation and crack
propagation (including both short and long crack propagation processes). The general
background of each stage is briefly introduced in Sections 1.2.1 to 1.2.3. The majority

of this introduction is based on Suresh’s Fatigue of Materials [12], unless otherwise cited.

1.2.1 Cyclic deformation behaviour of metals

It is possible for a material to harden, soften, or experience a combination of both during
cyclic loading. Cyclic hardening and softening behaviours are commonly represented by
the evolution of stress range during a strain-controlled test with a constant strain
amplitude. The stress range usually reaches a stable saturation value after an initial
‘shakedown’ period. Strain-controlled tests are usually chosen over the stress-controlled
tests to determine the cyclic behaviour of the material since they represent the fully
constrained loading condition, which is consistent with the constraint condition of the

material at fatigue-critical sites in real engineering components.

The typical cyclic hardening and softening behaviours are illustrated in Figure 1-4(a) and
(b) respectively. As shown in Figure 1-4(a), cyclic hardening results in an increase of the
stress range with increasing number of cycles before reaching saturation represented by
a plateau. In contrast, cyclic softening results in a decrease of stress range with
increasing number of cycles, the decreasing rate considerably slows down before

achieving a quasi-plateau, which is illustrated in Figure 1-4(b).



The evolution of the dislocation substructure is an important indicator of the cyclic
hardening and softening behaviour. There is usually a continual change in dislocation
substructure during the ‘shakedown’ stage before the saturation is achieved, with much
less significant changes during progressive cycling until the failure occurs. However, it
is noteworthy that the evolution of the dislocation substructure is not the only
mechanism of the cyclic hardening and softening behaviour. For example, the interaction
between dislocations and precipitates can result in additional softening by destroying
the precipitates through to-and-fro motion of dislocations, or leads to hardening effects

caused by secondary precipitations assisted by moving dislocations [13].

A N
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Quasi Plateau

Hardening

Cracking

Stress range (linear scale)
Stress range (linear scale)
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A 4
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Figure 1-4: Variation of stress range with cycles under constant amplitude strain
controlled loading for (a) a cyclically hardening material and (b) a cyclically softening

material [14].

1.2.2 Crack initiation

In defect-free (un-notched) metals and alloys, fatigue cracks are normally observed at
the free surface, which has been postulated to be caused by the repeated cyclic straining
of the material leading to different amounts of net slip on different glide planes. The
irreversibility of the shear displacement along the slip bands then results in a roughened
surface of the material. The resultant microscopic ‘hills’ and ‘valleys’ (along the slip
bands) at the roughened surface (as shown in Figure 1-5) are commonly referred to as
‘intrusions’ and ‘extrusions’ respectively. The intrusions act as micro-notches with a
stress concentration feature promoting additional slip and crack nucleation. Fatigue
cracks generally nucleate in this manner along those bands where slip is particularly
intense. These slip lines are termed as persistent slip bands (PSBs), which appears to be
closely related to the occurrence of the plateau shown in Figure 1-4. The interface
between the PSB and matrix is a preferential site for crack nucleation due to the abrupt

gradients in the density and distribution of dislocations across the plane.
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However, it is noted that the above mechanism only applies to crack initiation in defect-
free materials. In engineering components, the crack nucleation process may be
facilitated by the presence of inclusions, voids, macroscopic stress concentrations and
other manufacturing defects or surface processes (such as shot peening). In engineering
terms, the crack initiation life is often defined as the time taken to initiate and grow a
crack to a length detectable by the NDT technique. This is different from the definition

widely used by material scientists who commonly consider the nucleation of a flaw from

PSBs as representing fatigue initiation.

Figure 1-5: (@) Intrusions and (b) extrusions along slip bands in polycrystalline Cu
fatigued at -183°C [15].

1.2.3 Crack propagation

The fatigue crack propagation process in polycrystalline materials can be typically
classified into two stages in terms of the differing micromechanism by which the fatigue

crack grows.

In stage |, the crack and the zone of plastic deformation surrounding the crack tip are
confined within a few grain diameters. This type of crack growth is highly
microstructurally dependent; the dislocation along the primary slip plane experiencing

the maximum shear stress is likely to cause crack growth, leading to a zigzag crack path.

In stage I, the plastic zone at the crack tip encompasses many grains because of higher
stress intensity range values, resulting in simultaneous dislocation movement along
multiple slip systems. This mechanism leads to a crack growth path perpendicular to the
remote applied stress. It has been observed that the crack growth at this stage in many

engineering alloys leads to the formation of fatigue striations at fracture surfaces. It has
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also been found that the spacing between adjacent striations correlates with the
experimentally measured average crack growth rate per cycle. However, fatigue
striations occur very infrequently in steels and are often barely visible in cold-worked

alloys.

The crack growth behaviour can be described using either the linear-elastic or elasto-
plastic fracture mechanics (LEFM and EPFM). These can be reliable methods enabling a
quantification of the intrinsic resistance of the material to fatigue crack growth. Both

approaches are reviewed in detail in Section 2.3.2.

1.3 Motivation and objectives

Since shot peening has beneficial effects on the fatigue behaviour of safety critical
components, it is important to incorporate its effects into life assessment methods.
However, current lifing models are relatively conservative without explicitly taking
account of the benefits derived from this treatment in the lifing calculation, merely
considering shot peening as an additional safety factor. This could be improved if the
effects of shot peening were included in the component lifing protocols. For example,
modelling how the stress and strain evolve and how a fatigue crack initiates and grows
in the shot peening affected layer. Successful development of this approach will achieve
a more cost effective scheduling of repair or replacement of the assets while ensuring

sufficient safety margins.

The overall project aims at developing a life assessment model incorporating the effects
of shot peening on low-cycle fatigue (LCF) behaviour of a low-pressure (LP) turbine blade
material (9-12% Cr ferritic heat resistant steel). U-notched samples representing the LP
turbine blade to disc interface have been selected as the component for method

development. The main objectives of this study are:

a. Numerical/experimental modelling of stress concentration and strain hardening
development in notched bend samples representing real components when
subjected to fatigue;

b. Development of a finite element (FE) model to simulate the as-peened surface
condition in notched samples subjected to shot peening;

c. Experimental/Numerical modelling of the residual stress relaxation behaviour in
shot-peened components during LCF;

d. Development of total life approaches for the simplified shot-peened component;

e. Experimental/Numerical modelling of the mechanisms of propagation of
microcracks (starting from a pre-initiated defect, as seen in parallel experimental

studies) in shot-peened samples;



f. Development of damage tolerant approaches for the simplified shot-peened

component.

This project is an extension of previous work [10, 16] undertaken by Dr. Katherine Soady
and Dr. Binyan He, who carried out extensive experimental tests on residual stress
measurements, fatigue life determination and short crack growth characterisation. In the
present study, most experimental data that have been used as either input or validation
of the developed numerical models were referenced from their work, as indicated in

detail in each chapter.

1.4 Arrangement of the thesis

This thesis comprises nine chapters and the remaining chapters are arranged as follows:

Chapter 2 is the literature review which provides a more detailed context of the present
study. It reviews the outcomes of previous research focusing on the effects of shot
peening on fatigue, relevant modelling work and the associated life assessment
methods. A summary is presented at the end of this chapter to shed light on how the
prior work affects the direction of the present research and how the current proposed

study contributes to this field.

Chapter 3 introduces the development of the preliminary FE model before shot peening
effects are taken into account. Different material models have been developed and
compared in this chapter in order to make the most appropriate choice. Some results
with respect to the validation of this preliminary FE model are also presented in this

chapter.

Chapter 4 details modelling of the interactions between the shot peening induced effects
and service conditions. The methods applied to realise the reconstruction of the as-
peened compressive residual stress (CRS) and strain hardening field are firstly
introduced in this chapter. This chapter also presents the simulation of the residual
stress relaxation behaviour in shot-peened samples after the quasi-static loading cycle
(the first cycle). Experimental data acting as validation resources are provided together
with corresponding modelling results. In addition, the mechanisms for residual stress

relaxation are elaborated using the modelling results.

Chapter 5 introduces the application of the total life approaches in predicting the fatigue
life of the shot-peened specimens. The applied lifing procedure is detailed in this
chapter. Methods that can be used to improve the accuracy of the life prediction are also
discussed. Finally, a comparison between different total life approaches is carried out

and their limitations are discussed.



Chapters 6 and 7 elaborate the application of damage tolerant approaches to the shot-
peened samples. Both 2D (Chapter 6) and 3D (Chapter 7) FE models containing a crack
have been developed based on the FE model introduced in Chapter 4. The investigation
of the short crack growth behaviour through the shot peening affected layer using the
developed models are discussed in this chapter, along with some experimental
observations. The prediction of the short crack growth process affected by shot peening
is also presented. In addition, the importance of considering the crack shape when

studying the short crack growth behaviour is comprehensively discussed.

Finally, the conclusions based on the results obtained in the current study are given in
Chapter 8. The potential future directions arising from the current study are presented
in Chapter 9.
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2 Literature review

As introduced in Section 1.1.2, shot peening is an effective surface treatment method
used to improve the fatigue resistance of metallic components, particularly in regions
with stress concentration features. Surface roughness, together with near-surface
compressive residual stresses and strain hardening, are considered to be the three main
effects caused by shot peening. The compressive residual stress field is generally
considered to be the main factor accounting for the improvement in fatigue resistance
due to its counteraction of external applied tensile stresses. Strain hardening is also
considered as a beneficial factor because it may restrict plastic deformation, which is
advantageous in prolonging fatigue life; whilst surface roughness, on the other hand,
may exert a detrimental influence on fatigue resistance due to the increased local stress
concentration. Generally, the overall influence of shot peening on fatigue is attributed
to the combined effects of these three factors. Consequently, an accurate estimation of
the fatigue life of shot-peened components requires a robust tool which can
comprehensively analyse the interaction between these shot peening induced effects and
the applied service conditions. Such a tool could also accurately quantify this interaction
based on the fundamental mechanisms and provide a valuable optimisation approach.
During recent years, in order to reduce the conservatism of current lifing approaches

applied to shot-peened components, there has been an increasing interest in this topic.

This chapter provides a comprehensive review regarding this topic. The first part (Section
2.1) of this chapter introduces methods used to characterise the shot-peened surfaces
and surface layers. This lays the foundation for the investigation of the influence of shot
peening on fatigue life of components, which is reviewed in the second part (Section 2.2)
of this chapter. Then, the classical fatigue lifing approaches (total life and damage
tolerant approaches), as well as their further development considering shot peening
effects, are reviewed in the third part (Section 2.3) of this chapter. Finally, the key gaps
in the current understanding are summarised based on the literature review, according
to which the direction of the present study is more clearly specified, as summarised in

the last part of this chapter (Section 2.4).

2.1 Quantitative characterisation of shot-peened surfaces

and surface layers

How to accurately characterise the surface roughness, the residual stress and strain

hardening distributions resulting from shot peening, and how to effectively use the

obtained characterisation data in any subsequent fatigue analysis, are the preliminary,
11



critical steps in the development of appropriate lifing approaches. Hence the first part
of the literature review summarises and discusses: (1) experimental techniques used to
characterise the surface roughness (Section 2.1.1), (2) the residual stress (Section 2.1.2)
and (3) strain hardening (Section 2.1.3) distributions. Relevant modelling approaches,
which are used to incorporate this experimentally determined information (representing

the effects induced by shot peening) into finite element (FE) models, are then reviewed.

2.1.1 Surface roughness

Surface roughness, which is normally used to describe the surface condition after shot
peening, can be represented by many parameters. R,, which is defined by Equation 2-1,
is the arithmetical mean vertical deviation of the assessed 2D roughness profile from
the nominal (mean) line (as shown in Figure 2-1). Another parameter is R,, which
indicates the peak to valley measurements. Both R, and R, remain the two most popular
parameters which are used to quantify the surface roughness caused by shot peening.
Their values can be measured by a profilometer. Both contact (tactile) and non-contact
(optical) measurements can be applied but it has been found that there is no significant
difference between the results obtained using these two methods for shot-peened

surfaces [17].

Ry = fym 2dx 2-1)

Actual surface
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Figure 2-1: Deviations of the actual surface from the nominal surface [18].

In addition to the 2D techniques, 3D topographical characterisation has also been used
to evaluate the surface roughness by introducing areal equivalent parameters, S, [19]. A
typical 3D topography of the roughened surface is shown by Figure 2-2. Soady et al. [17]
compared the results measured by 2D line and 3D areal scanning techniques and
indicated that although the average amplitude parameters (R, and S,) were consistent,
S, (areal equivalent parameter to R,) was significantly higher than R,, which implied the
greater probability of the 3D areal scanning method in capturing the worst (more

extreme) case across a surface.
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Figure 2-2: Three-dimensional reconstruction by white light interferometry of 6-8A
intensity and 200% coverage peening applied to Ni based alloy Udimet 720Li illustrating
surface topography (S, = 1.51) [19].

The degree of roughening of the peened surface was found to increase monotonically
with increasing peening intensity [20-22]. However, a saturation point has been

discovered by some researchers if the peening intensity increases continuously [19, 23].

2.1.2 Residual stress profiles

A typical compressive residual stress (CRS) distribution as a result of shot peening has a
‘hook’ shape as shown in Figure 2-3, which is directly related to the plastic strain
distribution generated by shot peening; the generation of residual stresses is essentially
a process of self-equilibrium in reaction to the plastic misfit strain (eigenstrain) within
the workpiece. Wohlfahrt [24] indicated that there were two basic processes inducing
plastic deformation during shot peening, namely the Hertzian pressure and stretching
of the surface layer, as illustrated in Figure 2-4. The Hertzian pressure, which is a
consequence of the vertical force resulting from the impact of shots, generates the
maximum plastic deformation beneath the peened surface at the depth where the
maximum shear stress occurs. In contrast, stretching of the surface layer results in a
significant difference between the plastically extended surface layer and the bulk
material, generating the maximum plastic strain at the surface. The actual peening
process is a combination of these two basic processes, and the influence of Hertzian
pressure is usually more dominant when relatively soft shots impinge on hard materials
[25]. The peak CRS, 6,¢s max, NOrmally exists at the depth experiencing the greatest

reverse plastic flow during the bouncing-back of the shot [26].
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Figure 2-3: Residual stress distribution produced by high intensity (5-7A, 400%) shot

peening of Inconel 718 [27].
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Figure 2-4: Schematic illustration of the formation of residual stresses as a consequence

of two competing processes in shot peening: Hertzian pressure (left) and direct

stretching of a surface layer (right) [24].

The depth of the CRS field has been demonstrated to increase with increasing peening

intensities [23, 25, 28]. However, when g, 4, IS cOmparable to the local yield strength

of the mateiral, simply increasing the peening intensity may not necessarily increase

Ores max [28]. Additionally, surface residual stress relief may occur due to the Bauschinger
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effect ' when a high peening intensity is applied [29], resulting in an enlarged difference
between o,c5 iy aNd Gres max - It is noteworthy that peening intensities are not
unambiguously correlated with the induced residual stress distributions; different
combinations of shot sizes and velocities resulting in the same peening intensity may,
however, lead to different residual stress profiles [28]. In addition, the thickness
(constraint) of the workpiece may also influence the residual stress profile; Tosha [30]
found that in order to induce sufficient residual stresses by shot peening in specimens
made of S45C (a medium carbon steel), the thickness of the workpiece should be at least

five times the depth of the strain hardened layer.
2.1.2.1 Experimental methods

Many experimental methods have been applied to characterise residual stresses in
engineering materials, which has been reviewed in detail by Withers and Bhadeshia [31].
Among these methods, conventional laboratory X-ray diffraction, neutron diffraction and
synchrotron X-ray diffraction are the three widely utilised techniques. The working
principles of these are similar; the strain in the crystal lattice is measured based on the
diffraction of crystals, from which the associated residual stress is then determined,
assuming a linear elastic distortion of the appropriate crystal lattice plane. Each
technique has its own advantages and drawbacks. A theoretical comparison between
them has been reported by Tanaka et al. [32]. In general, a laboratory XRD technique
only detects the stress very near the surface because the penetration depth of X-rays is
a few tens of microns at most (so it is usually utilised accompanied with successive
electropolishing to obtain residual stress distributions beneath a surface). In contrast,
neutron diffraction can measure the stress in the interior of the material up to thousands
of times deeper than conventional laboratory XRD. The major drawbacks of this
technique are its requirement of an intense neutron source, and the lower resolution
[33]. Synchrotron XRD is a relatively new technique which provides X-rays with extremely
high intensity, achieving a penetration depth between that of the other two techniques.
In addition, it also provides a narrow divergent angle, which enables the stress
measurement in a very localised area. In terms of the availability of the facilities, both
neutron diffraction and synchrotron XRD systems are much harder to access than
laboratory XRD facilities [33].

In addition to the technologies based on diffraction, hole-drilling is another popular

method. It is based on the measurement of surface relaxed strains using strain gauges

' The Bauschinger effect refers to the experimental result that, after a certain amount of

forward plastic deformation in tension or compression, the material yields at a lower

stress when the direction of loading is reversed than for continued forward deformation.
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during the incremental drilling of a small hole at the sample surface. Compared with
diffraction methods, the hole-drilling method is more convenient to implement.
However, the selection of appropriate strain gauges is subject to the dimension and the
geometry of the specimen. Furthermore, the application of this approach is limited to
the situation where residual stresses are within 50 - 70% of the yield strength of the local
material [34, 35]. This is due to the fact that higher residual stresses may lead to local
plastic deformation caused by the stress concentration of the drilled hole, which strongly
affects the residual stress evaluation based on the linear-elastic material behaviour [35].
But in shot-peened cases, residual stresses exceeding 70% of the bulk material’s yield
strength are still likely to be accurately determined, which is attributed to the increased

local yield strength resulting from strain hardening [36].

To achieve the residual stress measurement in large and thick components, the deep
hole drilling (DHD) method has been developed. It originated as a technique arising from
its application in rock mechanics. The measuring procedure involves drilling a hole to
the depth required for stress measurement, measuring the diameter of the hole,
trepanning a cylindrical core of material from around the hole to relax the residual
stresses in the core, and re-measuring the diameter of the hole [37]. The residual stress
distribution can be finally determined based on the change in diameter of the hole using

the elastic assumption. A detailed introduction of this method can be found in [38].
2.1.2.2 Modelling methods

It should be noted that the experimental approaches introduced above are commonly
used to measure residual stresses at certain points and directions, rather than to
determine the full residual stress field. To overcome this limitation, finite element
modelling techniques are widely used to achieve the reconstruction of the full residual

stress field.

One such modelling approach is the contour method, which has been widely used to
determine the residual stress distribution resulting from various surface treatments and
manufacturing processes [39]. As a first step in this approach, a specimen containing
residual stresses is cut in half, resulting in deformation on the traction-free face due to
residual stress release. This deformation is then experimentally mapped and
incorporated into an FE model. Finally, the residual stress field is numerically
reconstructed through forcing the experimentally determined deformation back to its
original state in the FE model. The conventional contour method can only be used to
determine one component of the residual stress over the cross section of a part. This
method has been extended to measure multiple residual stress components by making
multiple cuts [40, 41].
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In addition, some researchers have directly introduced the experimentally measured
residual stress profile into the FE model as an initial condition, assuming a homogeneous
residual stress distribution within the component (i.e. the residual stress distribution
only varies with depth, being independent of the location on the surface) [42-44]. The
full residual stress distribution within the component can be determined by exerting a
subsequent stress equilibrium step before the fatigue loads are simulated. Coules et al.
[45] indicated that an iterative process could increase the accuracy of this approach,
since the predefined residual stress field in the FE model was allowed to change during
the stress equilibrium step. This process is illustrated in Figure 2-5; the difference
between the experimental residual stress data and the reconstructed residual stress
distribution is gradually reduced during an iteration, finally achieving a converged
solution satisfying the stress equilibrium state. Nevertheless, this iterative process can

be time-consuming, which reduces the efficiency of the modelling work.
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Figure 2-5: Scheme for finding the complete residual stress field using the iterative
method [45].

To date, one of the most successful and widely used modelling methods to obtain the
complete residual stress field is the eigenstrain approach. This approach has been
applied to various conditions, such as shot peening [46, 47], laser shock peening [48,
49], welding [50], machining [51, 52], glass structural designs [53-55], etc. The
eigenstrain is defined as the permanent inelastic strain (caused by plasticity, creep,
thermal expansion, etc.) acting as the perturbation that causes the material to respond
elastically to achieve the self-equilibrium within the component, which reflects the
mechanism of the generation of residual stresses [56]. It is noted that the eigenstrain
cannot be equivalent to total inelastic strain in some cases; e.g. in the condition of
uniaxial loading, since the plastic strain is uniformly distributed in the workpiece, there
is no strain incompatibility thus no residual stress is generated. Hence, to be more
precise, the eigenstrain should be considered as the ‘misfit’ strain in components after

certain treatments. It is also important to note that the accommodation of eigenstrain is
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defined as an elastic process. Any further change of the inelastic strain is classified as
eigenstrain modification rather than accommodation [51]. This definition ensures that
the whole process of the eigenstrain method is linear such that the problem is
significantly simplified. Although the concept of eigenstrain was not explicitly
mentioned in some studies [57, 58], the reported residual stress modelling process was
essentially consistent with the mechanism of residual stress generation in terms of

eigenstrain.

In eigenstrain approaches, the eigenstrain is predicted and incorporated into the FE
model first. Then the residual stress field can be generated to accommodate the
eigenstrain by exerting a stress equilibrium step. Korsunsky [56] calculated the
eigenstrain distribution in a shot-peened plate based on the measured residual stress
data using the flexible plate theory. This process is known as the direct eigenstrain
method. However, the eigenstrain distribution is sometimes difficult to directly measure
or calculate from experimental results due to the non-ideal geometry of the specimen or
scarce experimental data. In order to solve this problem, Korsunsky [48] developed an
inverse approach to determine the eigenstrain profile backwards from experimental
residual stress data, through a mathematical algorithm minimising the difference
between the experimental and modelled results. This inverse eigenstrain method
significantly simplifies the residual stress reconstruction work and has been

implemented in many applications, demonstrating its good applicability [46, 47, 59].

Despite the high accuracy and efficiency of the inverse eigenstrain method, the
eigenstrain distribution has been commonly assumed to be only dependent on one
direction (the direction perpendicular to the treated surface). Although this assumption
is true for shot-peened components with simple geometries (e.g. smooth samples) due
to the non-directional nature of the shot peening process, it may not be reasonable in
shot-peened complex geometries (e.g. in notched geometries). Investigation regarding
accurate residual stress reconstruction in shot-peened complex geometries is still very
limited due to the difficulties in accurately predicting the effect of geometries on
eigenstrain components [60, 61]. King et al. [62] used an iterative approach to determine
the eigenstrain distribution in both the longitudinal and transverse directions in a laser
shock peened notched sample. However, this method tends to be time-consuming and

inconvenient to implement due to the involved iterative process.

Additionally, there is another popular modelling approach which aims to simulate the
shot peening process, utilising the explicit dynamic modelling technique [63-66]. Unlike
other reconstructing methods which rely on some pre-measured experimental data, this

dynamic approach explicitly simulates the dynamic process of shot peening. The main
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advantage of this approach is that the full residual stress field can be directly obtained
from the modelling work, without the requirement of additional experimental
measurements. However, this approach requires a careful definition of many factors
which the modelling results are very sensitive to, such as the strain rate dependency of
the target material, the material and the size of shots, the contact property of the peened

surface, etc.

2.1.3 Strain hardening profiles

During the shot peening process, strain hardening usually occurs, but strain softening
may also be observed in a few circumstances where hardened steels or cold-formed
materials are used [25]. In this section, only the determination of the strain hardening

profile is discussed.
2.1.3.1 Experimental methods

Microhardness, XRD line broadening and electron backscattered diffraction (EBSD) are
three techniques commonly used to evaluate the degree of strain hardening in shot-
peened materials. Microhardness testing is an approach to determine the distribution of
the local material hardness by measuring a series of points along the depth of the
specimen. The straining hardening effects can be demonstrated by the increased local
material hardness, compared with the hardness of the bulk material. XRD line
broadening is commonly indicated by the full width at half maximum (FWHM)
measurement. The broadening is caused by inhomogeneous deformation between or
within grains as a consequence of the evolution of dislocation density which is related
to plastic strain [67]. Hence the local strain hardening degree can be identified by the
increase of the local FWHM value. EBSD measurement is a scanning electron microscope
(SEM) based electron diffraction technique allowing the mapping of crystal orientations.
The degree of crystal misorientation within a grain due to plastic deformation can also

be quantified to illustrate the strain hardening degree [68].

Although the strain hardening level can be evaluated by using the techniques introduced
above, none of them is capable of directly measuring the increased local yield strength
or plastic strain caused by shot peening. This hinders utilizing the strain hardening
profile in life assessment methods. To solve this problem, Cahoon et al. [69] suggested
a linear relation between the hardness and yield strength for both 65S aluminium and
1040 steel specimens, which showed an acceptable agreement with experiments. This
monotonic relationship seems reasonable (at least for the investigated materials) since
the increased yield strength strengthens the resistance of material to permanent shape

changes, resulting in the increased measured hardness. In addition, an approach relating
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FWHM to plastic strain using uniaxial loading (monotonic tension and compression)
calibration tests was applied by Prevéy [27]. A similar approach has also been used to

correlate the misorientation measured by EBSD to plastic strain magnitudes [68, 70].

Further to this, Soady et al. [17] compared the plastic strain and yield strength profiles
calibrated from the measured data in FV448 tempered martensitic steel using
microhardness, XRD FWHM and EBSD techniques (Figure 2-6). The calibration was based
on uniaxial monotonic tests which were similar to the work of Prevéy [27]. The results
show that XRD FWHM and EBSD approaches have more consistent results whereas
microhardness tests seem to overestimate the depth of the strain hardened region. This
overestimation has also been indicated by others [19, 25, 71], and has been attributed
to the additional influence of the CRS field, which resists the formation of indentations
during microhardness measurements, resulting in higher measured hardness data than
in stress-free specimens; the associated error was estimated to be within 5% [17] or 12
HVO0.1 per 100 MPa [25].

Soady et al. [17] also suggested that compared with XRD FWHM measurements which
only resulted in discrete data points, EBSD provided more data points and hence a higher
confidence due to the more averaged data. However, the calibration based on XRD FWHM
data had a higher coefficient of determination (R?) value and could be conveniently
carried out along with the measurement of residual stresses; R? = 0.9780 for the XRD
FWHM calibration, R? = 0.9428 for the EBSD calibration. Therefore, the choice of the
measurement approach is still open and can be chosen according to the requirements

of a particular study.
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Figure 2-6: Comparison of (a) plastic strain measured by the three different methods and
(b) the corresponding yield strength distributions calculated using the Ramberg Osgood
relationship resulting from shot peening (intensity: 13A, coverage: 200%) in FV448 (a

tempered martensitic steel) [17].

20



It should be noted that the actual strain hardened depth can be underestimated by
experimental measurements to some degree. This is because the variation caused by a
small plastic strain may not be captured by experimental measurements, especially when

the variation is within the scale of the error introduced by the measurement itself.
2.1.3.2 Modelling methods

It is necessary to incorporate the strain hardening effects caused by shot peening into
the FE model in addition to the effects of CRS. Otherwise, the plastic deformation of the
surface layer during fatigue loading would probably be overestimated by the FE model.
This would potentially degrade the accuracy of the simulated residual stress relaxation,

thus reducing the accuracy of the developed life assessment method.

Yin and Fatemi [43] proposed a four-layer model to represent the strain hardening
profile, as shown in Figure 2-7. Based on a number of uniaxial loading tests using
specimens with different hardness values, different stress-strain curves related to the
measured hardness were defined by interpolation between layers, thus achieving the
incorporation of strain hardening in the FE model. However, it is apparent that this
approach only roughly represents the real strain hardening profile, resulting in abrupt
changes in mechanical properties of the local material at particular depths. Therefore,
this approach is only appropriate in a qualitative study rather than in any simulation
used in developing a life assessment method.
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Figure 2-7: The measured hardness profile and approximated hardness profile in a four-
layer FE model [43].

A more accurate approach has been proposed by Benedetti et al. [46] who defined a
smooth variation of the cyclic yield strength along the depth in an FE model. The cyclic
stress-strain curve was scaled at each depth according to the degree of local strain
hardening, as illustrated in Figure 2-8; the elastic regime was extended to the local cyclic

yield strength which was calibrated based on the measured microhardness on the shot-
21



peened samples; the hardening curve was then shifted to compensate the offset due to
the residual deformation [46]. A similar approach has also been applied by Dalaei at al.
[72] and Zhuang and Halford [73]. However, as indicated in section 2.1.3.1, the
measured hardness is affected by both strain hardening and residual stresses, so the

degree of strain hardening caused by shot peening may be overestimated due to the CRS
field.
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Figure 2-8: Cyclic stress/strain curve of the base material and determination of the cyclic

stress/strain curve of the hardened layers [46].

In addition, by simulating a single-shot peening process, Song et al. [74] found a linear
relation between the backstress in the kinematic hardening component of the applied
material model and the shot peening induced plastic strain. This relation was used to
define the initial strain hardening distribution based on the predicted eigenstrain profile

resulting from shot peening. However, this method still needs experimental validation.

2.2 Influence of shot peening on fatigue life

The effect of shot peening on high-cycle fatigue (HCF) has been relatively well
documented [22, 75]; the fatigue resistance of components can be improved by the
beneficial effects of the compressive residual stresses (CRS) and near surface strain
hardening. However, the effect of shot peening on low cycle fatigue (LCF) is less well
established. This is due to the potential relaxation of CRS or strain hardening profiles in
the LCF regime which may reduce the benefit of shot peening. In addition, the roughened
surface resulting from the peening process may exert a detrimental effect on fatigue

resistance, which is not the case in the (elastic) HCF regime The following section aims
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at reviewing how the shot peening induced effects influence fatigue life as well as their

interaction with the applied service conditions.

2.2.1 Effects of the imperfect surface on fatigue life

As discussed in Section 2.1.1, the indentations and dimples caused by shot peening
significantly roughen the peened surface, which may facilitate crack initiation because
of the high stress concentration at the roughened area [76]. In addition, pre-existing
microcracks may also exist at shot-peened surfaces, which are usually ascribed to the
high intensity of shot peening [77, 78]. These pre-existing microcracks can potentially
propagate to a critical length leading to fracture. However, the specific role of the
imperfect surface in the fatigue behaviour of shot-peened components needs to be

assessed along with the CRS state.

In the HCF regime where low stress levels are applied or in conditions where smooth
samples without stress concentration features are used, cracks initiating from surface
imperfections are usually arrested shortly after initiation, or the main crack onset area
shifts from surface (in un-peened samples) to subsurface areas (in shot-peened samples).
These phenomena are attributed to the dominance of CRS in surface layers [23, 78-80].

Under such circumstances, the effect of the imperfect surface is negligible.

In the LCF regime or in conditions where geometric stress concentrations play an
important role, crack onset tends to occur at the surface or the region close to the
surface due to the high external stress level and more evident residual stress relaxation
[75, 79, 81]. This usually leads to a competition between the effects of the imperfect
surface and CRS on fatigue resistance [79, 82-86], which directly determines the degree
to which the shot peening improves fatigue life. Under circumstances when low or
moderate peening intensities are applied, the effect of the imperfect surface might still
be negligible, as long as sufficient CRS is retained during fatigue loading [87]. The CRS
field can delay crack initiation from the roughened surface [88] and early crack growth
from the pre-existing crack-like defects [78, 84, 89-91]. However, in conditions where
significant surface defects are introduced by excessively high peening intensities, or a
severe CRS relaxation occurs during fatigue loading, the detrimental effects of the
imperfect surface may overwhelm the benefits of the CRS field, resulting in a significant
acceleration of the crack initiation and early propagation processes. For example, Dorr
et al. [20] observed a degradation of the degree of fatigue life improvement resulting
from shot peening on magnesium alloy AZ80, when higher peening intensities than the
optimal point (the intensity most evidently improving the fatigue life) were applied. This

degradation was demonstrated to be mainly related to the presence of the microcracks
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which were a result of the high peening intensity. Similar situations were also observed

by Zhang and Lindemann [22].

2.2.2 Effects of compressive residual stress on fatigue life

Generally speaking, due to the CRS introduced by shot peening, any applied tensile
stress at the surface is balanced to some degree, in spite of the stress concentration
features of the roughened surface, which makes a pronounced contribution to the

improvement of fatigue life.

As discussed in Section 2.2.1, in the HCF regime, due to the dominant effect of CRS at
the peened surface, cracks tend to nucleate from subsurface regions, which significantly
contributes to the improvement of fatigue life [23, 78-80]. To understand the relevant
mechanisms, Wagner [78] indicated that HCF cracks usually developed in the subsurface
tensile residual stress region which balanced the outer beneficial CRS field. Starker el al
[92] further indicated that fatigue cracks usually developed in layers where the local
loading stress was higher than the local fatigue strength, which could be predicted using
the Goodman relation allowing for the distribution of local residual stresses. This work
reasonably explains the variance of crack initiation sites at different loading levels. A

similar analysis has also been conducted by Torres and Voorwald [79].

In addition to crack initiation, the CRS field has been found to effectively reduce the
short crack growth rate [82, 93-96], or even result in non-propagation of small cracks at
surfaces shortly after their initiation [90-92]. This is deemed to be caused by the
reduction of the plastic deformation around the crack tip [97], and the crack closure
phenomenon ' [94, 96]; both effects result in a reduced effective crack driving force until

the crack penetrates through the whole CRS field.

However, the advantages of CRS can be considerably degraded by residual stress
relaxation occurring during fatigue [84]. This phenomenon has been observed by many
researchers [44, 72, 86, 98-101]. The mechanism of the residual stress relaxation
behaviour is related to the change in plastic strain distribution, which results in the
modification of the eigenstrain. This explanation is supported by the work conducted by
Song et al. [74], who corroborated that the beginning of residual stress relaxation

correlated with the onset of the reduction of the eigenstrain, and residual stresses

' Crack closure occurs when crack faces touch under remote tensile load; the crack
cannot propagate if the faces are in contact. There are several mechanisms inducing
crack closure, such as plasticity, oxide and roughness induced mechanisms
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completely relaxed when the eigenstrain layer was eventually eliminated by external

loads.

The most significant residual stress relaxation induced by mechanical loading has been
normally observed during the first cycle, when the superposition of applied stresses and
residual stresses exceeds the local yield strength, causing plastic deformation. This is
regarded as the quasi-static loading phase which depends on the monotonic yield
strength of the material in tension and compression. According to the work of Dalaei et
al. [86], in samples with the same dimensions subjected to the same shot peening
treatment, higher loading levels tended to result in more evident residual stress relief
due to the greater reduction in eigenstrain. Relevant results are shown in Figure 2-9; a
small strain level (0.25%) does not modify the residual stress distribution while an
excessively high strain level (1%) causes a complete relaxation of residual stresses during

the first cycle.

During quasi-static loading, the eigenstrain is likely to be reduced by both tension and
compression. However, when the specimen is loaded in tension, the combined effect of
the increased tensile yield strength (resulting from strain hardening) and the CRS field
hinders the tensile yielding of the material near the surface [102]. In contrast, during
compression, the applied stress and CRS encourage the compressive yielding of the
material in the near-surface region. This process may be further facilitated by the
Bauschinger effect occurring during shot peening, resulting in a lower compressive yield
strength near the peened surface compared with the core material [103]. Therefore,
residual stress relaxation during the first cycle in shot-peened samples is more sensitive

to compression than tension, which has been observed in [98, 103, 104].

During subsequent cycles, residual stress relaxation becomes much slower compared
with the first cycle and usually exhibits a linear reduction with the logarithm of the
number of cycles, which has been observed by many researchers [86, 104, 105]; an
example is shown in Figure 2-10. The difference between the first and subsequent cycles
is due to the greatly reduced plastic deformation of both the surface layer and the core
material during the cycles after the quasi-static loading stage, which considerably slows
the relaxation rate of residual stresses. This reduction depends on the cyclic yield
strength of the material, the evolution of which is controlled by the cyclic softening (or

hardening) behaviour of the material.
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Figure 2-10: Relaxation of the surface residual stresses at different strain amplitudes

cycle in a shot peened normalised steel [86].

It is noteworthy that shot-peened components normally show more considerable residual
stress relaxation in the longitudinal direction (the direction parallel to the external load)
than in the transverse direction under uniaxial loading or reverse bending tests [46, 98,
102]. This anisotropic state has been attributed to the effect of Poisson’s ratio; when the
specimen is plastically deformed in the loading direction, plastic strain is also generated
in the transverse direction but with a lower magnitude, which results in a greater

reduction of eigenstrain in the loading direction.
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At high service temperatures, residual stress relaxation is not simply attributed to
mechanical loading, but also affected by thermal exposure [103]. Kim et al. [102]
reported that after exposure for 10 hours at 650°C, 700°C and 725°C, the maximum
compressive residual stress in a shot peened Udimet 720Li superalloy was reduced by
35%, 50% and 60% respectively (as shown in Figure 2-11). But for materials working at
lower temperatures, thermal effects are negligible and residual stress relaxation is

dominated by mechanical loading.
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Figure 2-11: Residual stress distributions in a shot peened Udimet 720Li superalloy after

thermal exposure for 10 hours at different temperatures [102].

Overall, it can be concluded that a stable CRS distribution is advantageous in maintaining
the benefit of shot peening via two mechanisms: firstly, resist crack initiation or push
crack sources to subsurface areas; secondly, delay early crack growth through the shot
peening affected layer by reducing the crack driving force. Residual stress relaxation has
to be taken into account when evaluating the benefits of CRS which may be weakened

by this relaxation behaviour, especially in the LCF regime.

2.2.3 Effects of strain hardening on fatigue life

The effect of strain hardening is more complex to understand than that of surface
roughness and residual stresses. The role of strain hardening in crack initiation and

propagation processes is still controversial.

Wagner and Luetjering [23] investigated the effect of strain hardening individually by
comparing the fatigue limit of mechanically and electrolytically polished specimens. The
mechanical polishing process introduced a high dislocation density into the surface layer

while maintaining a smooth surface topography. In contrast, the electropolishing
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process resulted in a surface state with negligible residual stress and strain hardening
effects. The results of this comparison indicated that strain hardening had a positive
effect in improving fatigue resistance, but this improvement became less notable at high
stress levels where crack propagation dominated, implying that strain hardening mainly
retarded crack initiation. It is noted that the above conclusion was based upon an
assumption that the effect of residual stresses in mechanically polished samples were
negligible, which required validation. In addition, Eleiche et al. [106] compared the
fatigue behaviour of specimens treated with shot peening, and shot peening plus stress
relief (at 400°C for 1 hour). The results of this comparison are shown in Figure 2-12; it
is clear that the fatigue limit of the specimen was improved by ~ 20% by shot peening
and this improvement was only slightly reduced by the stress relief treatment,
highlighting the benefit of strain hardening in retarding crack initiation. Altenberger et
al. [107] further explained the role of strain hardening in crack initiation in terms of the
microstructure of the material, suggesting that the dislocation movement associated
with crack initiation tended to be hindered by the increased dislocation density of the
strain hardened layer. In addition to the retardation of crack initiation, the strain
hardened layer may also make a contribution to the reduced crack growth rate because
of the increased resistance to plastic deformation at the crack tip, as indicated by de los
Rios et al. [89].
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Figure 2-12: S-N fatigue curves for smooth samples of a high strength martensitic steel
tested under rotating bend illustrating the relative contribution of residual stresses and

strain hardening to fatigue resistance [106].

On the contrary, Benedetti [100] indicated that intense strain hardening might induce an

earlier microcrack nucleation, resulting in less pronounced improvement in fatigue life
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by shot peening. This was attributed to the low residual ductility in the strain hardened
layer associated with the high dislocation density. In this situation, the crack propagation

process is also potentially accelerated [33].

The reasons behind the contradictory effects of strain hardening observed by different
researchers can be explained to some extent by the work carried out by Pangborn et al.
[108]. They reported that strain hardening acted as a barrier opposing the motion of
dislocations, however, when the barrier became sufficiently strong reaching a critical
value, fracture easily occurred with propagating fatigue cracks. This implies that a
modest degree of strain hardening exerts beneficial effects on fatigue life especially in
retarding crack nucleation, while excessive strain hardening potentially accelerates crack
initiation and propagation processes, which is more likely to occur in materials with low

ductility.

Similar to the residual stress state, strain hardening may also evolve during cyclic loading.
This evolution represents the intrinsic response of the material and has been
demonstrated to be independent of residual stress evolution. Nalla et al. [99] reported a
stable distribution of the FWHM rather than them following the evolution of residual
stresses in specimens made of Ti-6Al-4V after they were axially loaded for half the
predicted life to failure under a constant load ratio R, = -1. Even after thermal annealing
for 45 minutes at 450°C when the residual stress had virtually completely relaxed, merely
a ~ 16% reduction of the FWHM was observed at the surface with no clear reduction in
subsurface areas. This insensitivity of strain hardening to fatigue cycles and thermal
exposure was attributed to the ultrafine grain size and the high dislocation density of
the strain hardened material [99]. However, on the contrary, Dalaei et al. [86] reported
an evident decrease of the FWHM in a normalised steel under a fully reversed push-pull
test controlled by total strain levels at room temperature. This decrease was analogous
to the residual stress relaxation behaviour; at a small strain amplitude of 0.25%, the
FWHM was virtually unchanged during the fatigue life, but at a large strain level (1%), full
recovery of dislocations occurred in the component apart from the region near the
surface. Furthermore, according to the work of Kim et al. [102], the redistribution of the
FWHM in Udimet 720Li superalloy is due to the combined effect of cyclic loading and
thermal exposure; as shown in Figure 2-13(a), at 350°C, despite a notable residual stress
relaxation during fatigue loading, there is no evident variation of the FWHM profile; in
contrast, as shown in Figure 2-13(b), when the temperature increases to 700°C (which is
the service temperature for the investigated material), a gradual recovery of the

dislocations is observed to a subsurface depth of 100 um during fatigue cycling.
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Figure 2-13: FWHM profiles after uniaxial fatigue test (strain ratio R, = 0) in Udimet 720Li
superalloy under 1.2% strain range at (a) 350°C and (b) 700°C [102].

2.3 Fatigue lifing approaches

Traditionally, life assessment methods can be classified as total life and damage tolerant
approaches. Total life approaches define the fatigue life of a component as the total
number of cycles, Ny, including both crack nucleation and crack growth stages. Damage
tolerant approaches only consider the fatigue life of the propagation of a pre-existing
flaw to a critical size. Both approaches can be used to predict the fatigue life of shot-
peened components but they require an understanding of the residual stress and strain
hardening profiles resulting from shot peening and the manner in which they may evolve
during operation, which has been reviewed in preceding sections (Sections 2.1 and 2.2).
The present section focuses on reviewing the classical lifing approaches and the current

methods realising the incorporation of the shot peening effects into these.

2.3.1 Classical total life approaches

In classical total life approaches, the number of stress or strain cycles necessary to
induce fatigue failure in un-cracked smooth-surfaced laboratory specimens is estimated
under controlled amplitudes of cyclic stress or strain. These methods have been found
to be appealing in predicting the life of crack initiation and early propagation in safety
critical regions in engineering components [109], as schematically illustrated by Figure
2-14.

The stress-life approach has been widely used to characterise HCF. A component
experiencing HCF usually has a long fatigue life because the deformation process is
primarily elastic. In a fully reversed fatigue test controlled by a constant stress

amplitude, Ag/2, the stress-life approach can be described by Equation 2-2, where g, is

the fatigue strength coefficient (which approximately equals the true facture strength o,
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in @ monotonic tension test for most materials) and b is known as the fatigue strength
exponent. When considerable plastic deformation occurs during fatigue loading, the
fatigue life is notably reduced, resulting in LCF. The strain-life approach is normally used
to characterise LCF, highlighting the important role of plastic strain in controlling the
fatigue resistance of a component. Similar to the stress-life approach, a linear relation
between the plastic strain amplitude Ag, /2 and the number of load reversals to failure
2N;, can be determined by a fully reversed test controlled by constant plastic strain
amplitudes. This relationship, known as the Coffin-Manson relation [110, 111], is
described by Equation 2-3, where ¢’ is the fatigue ductility coefficient and d is the
fatigue ductility exponent. Since the total strain ¢ is the sum of the elastic strain ¢, and
the plastic strain g,, Equation 2-4 is obtained by combining Equation 2-2 and Equation

2-3, where E is the Young’s modulus of the material.

Crack initiation and early propagation

Laboratory un-cracked smooth-surfaced specimen

Figure 2-14: Schematic diagram illustrating the application of total life approaches in an

engineering component.

2= o (2ny)’ @-2)
22 = ' (2ny)" @2-3)
Ae  Agg | A oy’ b , d

== 1 2= 2L (2N,) + ' (2Ny) (2-4)

It is noted that the above empirical descriptions of fatigue life are based on the fully
reversed test where the mean stress o, is zero, which, however, cannot represent all
service load applications. The stress range Ao, the stress amplitude o, and the mean
stress o, in a nonzero mean stress test can be defined by Equation 2-5 according to

Figure 2-15 which schematically shows a sinusoidal waveform used in the fatigue test.

_ __ Omax—%min _ Omaxt%min
Ao = Opax — Omins  Og = 2 v Om == (2-5)
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Figure 2-15: A schematic demonstration of the sinusoidal waveform with nonzero mean

stress.

In order to consider the mean stress effects, the basic approaches described by Equation
2-2 to 2-4 should be corrected accordingly. For the HCF stress-life approach, the most
well-known corrections are Gerber [112], Goodman [113] and Soderberg [114] relations,
which depend on the ratio of the mean stress g, to the tensile strength o7 or the yield

strength o,. These relations are described by Equation 2-6 to 2-8 respectively where

A—‘T|(, __represents the stress amplitude for fully reversed loading. Mean stress effects
2 10m=0

have also been considered in the LCF strain-life approach by applying specific
corrections, one of which is the Smith-Watson-Topper (SWT) approach [115] described

by Equation 2-9, considering the effect of the maximum stress a,,,-

Ao Ao om

7 =5 lommo {1 - g} (e®
Ao Ao Om

~ = lom=o {1 —U—TS} (2-7)
Ao Ao Im 2

¥ =S lon {1 - (22} o

Ae b+d

Omax > = —(a’;) (ZNf)Zb + Ufsf’(ZNf) (2-9)

The approaches introduced above normally only apply to simple laboratory specimens
under uniaxial loading. In real engineering components subjected to complex loading
conditions or treated with surface processes introducing multiaxial residual stresses
(e.g. shot peening), the stress or strain states during service might be multiaxial; each
stress or strain component could make a contribution to the total damage accumulation

leading to the failure of components [116]. Hence, multiaxial fatigue criteria considering
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mean stress effects have been developed and widely investigated to extend the
application of total life approaches. One type of these approaches depends on the
octahedral shear stress amplitude (or equivalently the Von Mises stress) and the
hydrostatic pressure; e.g. the Sines [117] and the Crossland [118] criteria. They are
mainly suitable for proportional loading ' since they assume a fixed orientation of
principal axes associated with alternating stress components. Another type of approach
is based on the critical plane criterion, such as the Dang Van [119], the Findley [120],
the SWT (the interpretation of Equation 2-9 was changed by Socie [121] to represent a
critical plane multiaxial fatigue criterion) and the Fatemi-Socie (FS) [122] criteria. The
critical plane is defined as the most severely loaded plane where cracks are expected to
nucleate; typically based on either the maximum shear plane or the maximum principal
plane failure mode. This type of approach can be used for both proportional and non-
proportional loading and is deemed to be more reliable than other approaches since it
reflects the physical nature of fatigue damage by defining the critical plane [123]. In
terms of the range of application, the SWT and FS criteria are believed to be most robust
among multiaxial fatigue criteria since they are strain-stress-based, hence can be used
for both LCF and HCF regimes. In contrast, all the other multiaxial fatigue criterion (the
Sines, the Crossland, the Dang Van and the Findley criteria) mentioned above are simply
stress-based and hence are only suitable for the HCF regime where plastic deformation
is small or negligible. Although in some cases the stress-based approaches can
successfully predict the LCF behaviour [124-126], they cannot reflect the constitutive
behaviour of the material when the fatigue response changes completely from the HCF
to LCF regime [123].

Although total life approaches can be conveniently used to predict crack initiation and
early crack growth life in engineering components, it is difficult to directly apply them
in predicting the remaining life of a component containing defects which is a concern
for industrial lifing strategies, because of the inherent limitation/inapplicability of this

defect-free assumption.

2.3.2 Classical damage tolerant approaches

Damage tolerance is a property of a structure relating to its ability to sustain defects
safely until repair can be implemented. Damage tolerant approaches are normally used
to estimate the growth of damage in structures, and consequently estimate the

remaining fatigue life of a structure containing defects with detectable sizes, which

" In multiaxial loading, the principal direction of cyclic loading remains fixed in
proportional loading but rotates in non-proportional loading.
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allows definition of maintenance or repair schedules for a structure. Therefore, this type
of approach is generally more attractive in many industrial lifing strategies for

engineering structures than total life approaches.

Linear elastic fracture mechanics (LEFM) are widely used to characterise the long crack
growth behaviour under small-scale yielding conditions when the plastic zone at the
crack tip has a much smaller size than the crack, which is typically several millimetres
or more in dimension. The stress intensity factor, K, describing the stress state near the
crack tip caused by the applied loads, can be calculated based on specimen dimensions
and external loading conditions. It is an attractive parameter in that it invokes similitude;
for two cracks with different sizes, the crack tip plastic zones are equal in size with equal
stress and strain distributions as long as they have the same value of K at the crack tips;
hence the crack tip driving forces are equal as well and an equal increment in crack

length per cycle can be expected for these two cracks.

The cracking mode can be classified into three basic modes in terms of crack surface
displacements, as schematically shown in Figure 2-16. In Mode |, crack opening is
dominated by the tensile stress normal to the plane of the crack. In Mode Il, in-plane
sliding occurs as a result of the stress acting parallel to the plane of the crack and
perpendicular to the crack front. In contrast, Mode lll indicates a tearing mode arising
from the shear stress acting parallel to the plane of the crack and parallel to the crack
front. For simplicity, only theories relevant to the mode | (tensile opening) are presented
here. The stress intensity factor for mode I, K;, can be calculated using Equation 2-10,
where g, is the applied nominal stress and ais the half size of the centre crack. However,
it is noted that this relation is obtained by assuming a centre crack in an infinite plate,
which is usually not true in practice. Therefore, a correction, as shown by Equation 2-11

where W is the width of the specimen, is required for the application of K; in more

i—""h <

general cases.

(a) () (©)

Figure 2-16: The three basic modes of fracture. (a) Tensile opening (mode I). (b) In-plane

sliding (mode Il). (c) Anti-plane shear (mode IlI) [12].
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In LEFM, the critical value of K; defining the onset of crack propagation under monotonic
quasi-static loading is referred to as the fracture toughness, K;.. However, under cyclic
loading conditions, crack growth from a pre-existing flaw or defect usually occurs at a
much lower stress intensity factor level (as low as one-hundredth of K, in very ductile

metallic materials).

K, = a,,mNma (2-10)
K = (i) onoma 11

The stress intensity factor range, AK, is defined by Equation 2-12, where K,,,, and K,,;;,
are the stress intensity factors under maximum and minimum load within one cycle. AK
is especially useful in quantifying fatigue crack growth in terms of crack growth rates in
the regime of LEFM. The growth of a crack under cyclic loading can be illustrated in
Figure 2-17, where the crack propagation rate da/dN (the change of the crack length per
fatigue cycle) is plotted versus the stress intensity factor range, AK, on a log-log plot.
This sigmoidal curve is separated into three regimes. In the first regime (region A),
cracks start to propagate when AK is higher than the threshold stress intensity factor
range, AK,,, at a small growth increment per cycle (smaller than a lattice spacing). Cracks
either remain dormant or grow at undetectable rates below this threshold value. The
second regime (region B), known as the Paris regime, exhibits a linear relation between
log da/dN and log AK, which can be described by the Paris Law defined by Equation 2-
13, where C and m are empirical constants determined by material properties, loading
conditions, geometry, stress state, etc. In the third regime (region C), the crack growth
rate increases rapidly at high AK values, leading to the final failure of the specimen. The
Paris Law can also be extended to account for region A in Figure 2-17 using Equation 2-
14, where the constant g is introduced to control the curvature in the near threshold
region of the da/dN - AK plot.

AK = Koy — Konin (2-12)
da _ CAK™ (2-13)
dN

da _ _ k) _
&= caKm™ (1 " ) (2-14)
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Figure 2-17: Typical da/dN curve [12].

The characterisation of crack growth based on the LEFM approach primarily relies on

experimental fatigue tests on samples containing long cracks which are typically tens of

millimetres in length. In the case of short cracks, the plastic zone around the crack tip

is comparable to the crack length, which may invalidate the elastic assumptions of the

LEFM approach. Generally, short cracks can be identified as one of the four types

presented as follows:

a.

Microstructurally short cracks. The crack size is comparable to the scale of the
characteristic microstructural dimension (e.g. the size of grain, precipitates or pores).
The crack growth path and rate can be affected by grain boundaries, inclusions and
precipitates.

Mechanically short cracks. As the crack grows with its length exceeding several grain
sizes, the significant effect of microstructure gradually diminishes and eventually
becomes negligible. The crack may still be termed as a short crack (mechanically) if
the near-tip plasticity is comparable to the crack size, which contradicts the basic
assumptions of the LEFM approach.

Physically short cracks. Although sometimes fatigue cracks are significantly larger
than the characteristic microstructural dimension and the scale of the near-tip plastic
zone, they are still physically small (with length smaller than 1 or 2 mm). This type
of crack is termed as physically short crack and LEFM may now apply in this case but
any effects of closure may be absent as insufficient crack wake has built up.
Chemically small cracks. This type of crack shows anomalous propagation rates
below a certain size as a result of the dependence of environmental stress corrosion

at the crack tip on crack length.
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It has been found that the propagation of short cracks usually shows anomalous
behaviour compared with long cracks if LEFM is applied; they usually start growing below
the AK,, determined for long cracks, and grow much faster (with highly fluctuating
growth rate) than the long cracks under the same AK level until merging with long crack
growth data. Hence the application of LEFM to components containing short cracks can

result in dangerous non-conservatism of the lifing approach.

To overcome the limitation of LEFM in characterising short crack growth, elastic-plastic
fracture mechanics (EPFM) approaches can be applied. One of these is the J-integral
method proposed by Rice [127]. Considering a cracked component subjected to a
monotonic loading condition as shown in Figure 2-18, the J-integral, representing a way
to calculate the nonlinear strain energy release rate, is a path independent line integral
along any contour " which encircles the crack tip. The J-integral is expressed by Equation
2-15, where u is the displacement vector, y is the distance along the direction normal to
the plane of the crack, sis the arc length along the contour, Tis the traction vector and
w is the strain energy density of the material. This approach can be used to characterise
crack advance as expressed by Equation 2-16, which provides good characterisation of
the growth of short cracks having a length comparable with the size of the near-tip

plastic zone and long cracks in extensively yielded samples [12].

J= [ (Wdy—T-g—::ds) (2-15)

d—a=C,A]m’ (2_]6)

dN

Figure 2-18: A contour around a crack tip and the nomenclature used in the definition

of the J-integral [12].

In addition, the crack tip opening displacement (CTOD), §,, can also be used to
characterise the fatigue crack growth driving force under elastic-plastic conditions [128].

The onset of quasi-static fracture can be described as &, = 6,., where §,. is a critical
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CTOD value for the material. A commonly used definition of 6, is based on the distance
between two points on the upper and lower crack faces where two 45° lines drawn from
the deformed crack tip intercept the crack faces (as shown in Figure 2-19). This approach,
linking the crack propagation rate da/dN with crack tip blunting caused by plastic flow
at the crack tip, is sometimes appealing because &, provides a physical length scale for

fracture.

Figure 2-19: Definition of crack tip opening displacement, &6, [12].

Under conditions of LEFM, both parameters of J-integral and &, can be related to K, as

E
1-v2

described by Equation 2-17 and 2-18, where E’ equals E and for the plane stress and

plane strain conditions respectively.
] = K2 (2-17)

P (2-18)

2.3.3 Approaches to fatigue lifing after shot peening

Classical lifing approaches (i.e. total life and damage tolerant approaches) are typically
developed without consideration of shot peening effects. Many researchers have taken
shot peening effects into account by modifying the way in which the dependent variables
(such as the stress range Ag, the strain range Ac and the fracture mechanics parameter
AK) in classical lifing protocols are calculated. To realise this, an accurate prediction of
the stress and strain state during cyclic loading is always a prerequisite, especially when
residual stress relaxation occurs. Neglecting the residual stress relaxation behaviour
may lead to a significant overestimation of the fatigue life [125, 129], which is

unacceptable. Therefore, this section firstly reviews the development in modelling the
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residual stress relaxation behaviour (Section 2.3.3.1), which is followed by reviewing the
application of the classical total life (Section 2.3.3.2) and damage tolerant approaches

(Section 2.3.3.3) in shot-peened conditions.
2.3.3.1 Modelling of residual stress relaxation

As discussed in Section 2.2.2, residual stress relaxation is mainly affected by local
material properties, local stress states during fatigue loading and working temperatures.
An accurate prediction of residual stress relaxation taking these effects into account is
regarded as one of the key considerations in the development of life assessment
methods for shot-peened components. Some analytical approaches have been developed
to facilitate this prediction [124, 130-132]. However, these approaches either only focus
on the surface residual stress rather than the complete residual stress profile into the
depth, or require further validation to ensure their applicability in a new system (with a
new geometry or a material). To overcome the limitations of the analytical approaches,
finite element (FE) modelling has aroused more interest and has been demonstrated to
be an effective approach in the prediction of residual stress relaxation [42, 44, 46, 57,
58, 72, 74, 133, 134]. The FE approach is especially advantageous in investigating
specimens with complex geometries, where it is sometimes impractical to apply
analytical approaches. Another advantage of FE modelling over analytical approaches is
that the residual stress and strain hardening effects can be effectively incorporated into

FE models, as reviewed in Sections 2.1.2.2 and 2.1.3.2.

Modelling of the thermal residual stress relaxation usually requires the definition of a
thermal dependent material model, such as the Johnson-Cook material model. Relevant
modelling work can be found in [135-137]. Since thermal residual stress relaxation is
beyond the scope of the current project, it is not reviewed here and this section mainly
focuses on the modelling approach used to simulate the mechanically induced residual

stress relaxation behaviour.

It is noted that reconstructing the as-peened residual stress and strain hardening field
is the necessary first step to accurately simulate residual stress relaxation, although a
qualitative study can also be carried out by simply considering the residual stress effects
[57, 58]. In addition to this, an appropriate material model representing the cyclic
behaviour of the investigated material should also be selected to ensure the accuracy of
the simulation. According to the literature, isotropic and kinematic hardening
components are commonly used to define the material model in order to describe the
cyclic behaviour of materials [138]. An isotropic hardening component induces uniform
expansion of the yield surface without translation or change of its shape, a kinematic

hardening component represents the translation of the yield surface in terms of the
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backstress. Both hardening components can be calibrated based on stress-strain data

obtained from uniaxial loading experiments.

In the work of Song et al. [74], the cyclic behaviour of a GW103 magnesium alloy was
calibrated using a linear kinematic hardening material model. This material model,
together with the initial material state considering the residual stress and strain
hardening effects resulting from shot peening, was employed in a 2D FE model which
was used to predict the eigenstrain redistribution during fatigue loading. Although the
residual stress relaxation behaviour was not directly predicted, the associated
redistribution of residual elastic strain was reasonably interpreted using the predicted
eigenstrain redistribution, demonstrating the potential of the applied method in

accurately simulating the residual stress relaxation behaviour.

Benedetti et al. [46] developed a 3D FE model to simulate the residual stress relaxation
behaviour in a shot-peened 7075-T651 aluminium alloy plate under reverse bending.
The hardening rule used in this simulation was represented by a nonlinear kinematic
hardening material model which was calibrated based on a number of fully reversed axial
tests at various strain amplitudes. After incorporating the residual stress and strain
hardening field caused by shot peening into the FE model, the stabilised stress state
after residual stress relaxation during cyclic loading was simulated. It is noted that only
one cycle was simulated since the material model was developed based on stabilised
stress-strain states. This modelling approach was applied to three different shot peening
conditions. The results of one are shown in Figure 2-20, where the numerically predicted
longitudinal residual stress distributions at different stress levels agree well with
counterparts in the experiment. Similar work has also been carried out by others [42,
44], but the simulation results seem less successful than the work of Benedetti in terms
of the accuracy of the prediction. The reasons for this might be multiple; the
simplification of the FE model, the mesh type as well as the modelling approaches
reconstructing the initial condition of residual stresses and strain hardening all play a

decisive role in the accuracy of the simulation.

Due to the importance of the quasi-static residual stress relaxation during the first cycle
(as discussed in Section 2.2.2), simulation work is sometimes only carried out for the
first loading cycle without considering the cyclic mechanical property of the material.
This can to some degree alleviate the difficulties regarding the development of the cyclic
material model, especially when cyclic stress-strain data are not available. Buchanan and
John [133] developed a FE model incorporating both residual stress and strain hardening
effects. A monotonic material model was used and the yield strength of the material in
the strain hardened layer was modified according to the predicted true plastic strain

profile caused by shot peening, following the calibration methods (XRD FWHM)
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introduced in Section 2.1.3.1. This FE model successfully predicted the residual stress
relaxation behaviour after one cycle in several service conditions. Using similar
assumptions, the quasi-static residual stress relaxation under either tension or

compression uniaxial loading has also been satisfactorily modelled by Dalaei et al. [72].
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Figure 2-20: Comparison between the experimentally and numerically predicted
evolutions of the residual stress field in the shot peened specimen (Almen intensity: 4.5A,

coverage: 100%) tested at several fatigue load levels [46].

Based on the discussion above, in order to accurately simulate the residual stress
relaxation behaviour, both cyclic and monotonic material models can be applied as long
as the residual stress and strain hardened field in the as-peened condition is
appropriately reconstructed. The specific choice depends on the objective of the
modelling work and the availability of relevant experimental data. It is also noted that
most of the quantitative modelling work that has been reported so far only focuses on
smooth specimens without stress concentration features, due to the difficulties in
accurately reconstructing the residual stress field in shot-peened complex geometries
(e.g. notched components). Hence, the modelling of residual stress relaxation behaviour

in complex geometries still remains limited to qualitative investigations [58, 133].
2.3.3.2 Developments based on classical total life approaches

As discussed in Section 2.3.1, multiaxial fatigue criteria are thought to be most
appropriate compared with other total life approaches for the shot-peened state due to
the multiaxial residual stress pattern. The application of the multiaxial fatigue criteria in

shot-peened specimens normally relies on the predicted stabilised stress and strain state

41



(e.g. from FE models), which are used to calculate the stress or strain parameters

required by the criteria.

Benedetti et al. [75, 100] predicted the plane bending fatigue (four-point bending and
reverse bending) response by considering the residual stresses caused by shot peening
using the Sines criterion. To determine the stress parameters required by the Sines
criterion, the stabilised surface residual stresses were treated as mean stresses
superimposed on the external surface stress which was analytically evaluated, following
the suggestion provided in [116]. The effect of surface roughness was also considered
by reducing the predicted fatigue strength based on the evaluated stress concentration
caused by surface dimples; K, was calculated based on dimple sizes. Acceptable
prediction was achieved when dominant cracks nucleated from the shot-peened surface.
Nevertheless, the fatigue life dominated by cracks initiating from the subsurface area
was overestimated as the stress state beneath the surface was not taken into account
during the lifing approach. It can be therefore concluded that the accuracy of total life
approaches is sensitive to the consistency between the investigated regions and the area

where crack initiation most probably occurs.

Benedetti et al. [125] then improved their method and demonstrated its application using
two notched samples (K, = 1.53 and 2.33 respectively). One improvement was realised by
the development of an FE model, which incorporated residual stresses and strain
hardening caused by shot peening [46]. This model was used to more accurately
determine the applied bending stress amplitude as well as the stabilised surface residual
stresses along the notch bisector (the hotspot region). Then the stabilised residual stress
in the hotspot region was treated as the mean stress superimposed onto the oscillating
stress introduced by external loads, as explained in their previous work [75, 100].
Another improvement was the application of a critical distance method [139, 140] to
determine the effective stress governing the notch fatigue response. Then the total
fatigue life of the two notched specimens under the as-received and different shot
peening conditions was predicted using the Sines criterion. As shown in Figure 2-21, all
the predicted results match well with corresponding experimental data, apart from the
HCF behaviour of the sharp-notched samples (K, = 2.33) treated with a high peening
intensity. In addition, overestimation of the fatigue life resulting from the replacement
of the stabilised residual stress state with the initial (as-peened) condition is also
highlighted in Figure 2-21. This overestimation is more evident at high stress amplitudes
where residual stress relaxation is expected to be more evident. More work conducted

by Benedetti et al. using similar approaches is reported in [129, 141-143].

Despite the fact that all of the work reported by Benedetti et al. was conducted in the

medium- to high-cycle fatigue regime, it indicates the critical requirements in developing
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an approach applicable to the LCF regime: an accurate prediction of residual stress

relaxation, and an appropriate application of the critical distance method.

(b) 300

-7075-T65 -7075-
A-7075-T651 as0 3~ LU R Al-7075-T651

oy S N CE-B120
» 4 —r T
+

—_
Q
S

n N
=3 <
=) S
4
k]

As-received {
— 200 44 L g
150 4 oot

100 +—+——++H A\f.:‘”.

'u

l'll

100

R2 ROS5
v Expermental

- w  Calculated (LM+IRS)
@ ¥~ Calculated (LM+SRS)

50

€

s
v
&

R2 ROS
- & Expermental
@ - Calculated (LM)
T ' T 50 T T
100000 1000000 100000 1000000

Cycles to failure Cycles to failure

(d)
300 300
Al-7075-T651 Al-7075-T651

250
CE-Z425

Bending stress amplitude, o, (MPa)
o
L 3
»

Bending stress amplitude, 5, (MPa)
4

50

—
(2]
~

250 5

el CE-Comb

I | B .
200 200 3

a
e
.
at/
&
.
-

150

100 4+ o

R2 RO0.5
o Experimental

10091 R2 ROS

L] * Experimental

@ Calculated (LM+IRS) @ Calculated (LM+IRS)

»— Calculated (LM+SRS) ] @-- Calculated (LM+SRS)
P P,

Bending stress amplitude, o, (MPa)
Bending stress amplitude, _ (MPa)
L
.
L]
-
-
L )
-t
E_

50

T T T T
100000 1000000 100000 1000000
Cycles to failure Cycles to failure

Figure 2-21: Comparison between experimental and calculated half-life fatigue curves:
(@) as-received samples, (b) CE-B120: intensity = 4.5N, coverage = 100%, (c) CE-Z425:
intensity = 4.5A, coverage = 100%, (d) CE-Z425 followed by CE-B120. IRS: initial residual
stresses, SRS: stabilised stresses [125].

One example of an application to the LCF regime is the work carried out by Claudio et
al. [57]. They firstly used a FE model to determine the stabilised stress and strain in a
shot-peened washer specimen (K, = 1.32) under uniaxial loading. These results were
then used to predict the total fatigue life (LCF) using the Goodman, the SWT and energy-
based approaches. A critical distance method was applied to define averaged parameters
over a sensible distance in the near-notch region [139, 140], and was applied combined
with the Goodman and the energy-based approaches. Different definitions of the critical
distance were used and it was concluded that the greater the distance over which the
average stress was assumed to hold from the surface, the greater is the life predicted.
In contrast, the application of the SWT approach was simply based on surface
stress/strain states. It was found that all three approaches resulted in overly conservative
predictions (less than half the experimental value), which was suggested to be due to

the difficulty in appropriately defining the critical distance since the residual stress
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gradients were high near the surface. In addition, the strain hardening effects were not
included in the FE model and as such the predicted residual stress relaxation still needs

validation.

Additionally, Cuellar et al. [144] used the SWT criterion to predict the LCF life of a central-
holed laser shock peened titanium plate utilising a FE model. The residual stress
distribution around the hole resulting from laser shock peening was determined using
the contour method and was directly used in evaluating the stress parameters required
by the SWT criterion. Although the predicted fatigue lives were found to be in reasonable
agreement, this work neglected the effect of strain hardening and assumed no stress

relief occurred during fatigue loading, which is not physically realistic.

In addition to lifing applications, the critical plane criteria have been found to be robust
in predicting crack initiation sites. Prasannavenkatesan et al. [145] developed a 3D FE
model incorporating both shot peening and inclusion effects, which was used to
characterise the driving force of fatigue crack nucleation under HCF in shot-peened
components. The FS criterion was applied to indicate the damage accumulation level in
different areas, indicating a strong propensity for crack nucleation at inclusion clusters,
which was in agreement with experimental observations. In addition, Fridrici et al. [146]
has used the SWT criterion to successfully predict the crack nucleation area in shot-
peened titanium alloy under fretting fatigue. Similar work can also be found in [147-149]
for different materials and loading systems. This application of the critical plane criteria
(FS and SWT) is particularly useful in determining the safety-critical point in components
where geometrical stress concentration features facilitating crack nucleation are not

evident.

Overall, the methodologies for the HCF life prediction of shot-peened specimens using
total life approaches have been well established. However, investigations regarding the
application of total life approaches in LCF for shot-peened samples are still limited. This
might be due to the more evident plastic deformation during LCF especially in stress
concentration areas, which might hinder an accurate prediction of the stress evolution
during fatigue loading and the selection of an appropriate fatigue criterion. Another
reason might be related to the short crack growth behaviour, which has been
demonstrated to be effectively delayed by shot peening (as reviewed in Section 2.2.2),
contributing to the main benefit of shot peening especially in LCF where crack growth
plays a more dominant role than in HCF. However, this cannot be explicitly considered

in the total life approaches.
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2.3.3.3 Developments based on classical damage tolerant approaches

Considering the limitations of total life approaches, damage tolerant approaches have
been utilised to assess how short crack growth behaviour may be affected by shot
peening (or other surface treatments resulting in CRS, such as laser shock peening),
which is more appealing in terms of industrial applications. To date, the applied
methodologies can be generally classified as two types: the first type is normally based
on analytical solutions, which modify the way in which the damage parameters are
calculated (e.g. K, Jand CTOD) to take the shot peening effects (i.e. surface roughness,
strain hardening and CRS) into account. The second type, which is more widely applied,
replaces AK with an effective SIF range (AK,s;) in the classical da/dN - AK relations (e.qg.

the Paris Law), based on the concept of crack closure.
a. Methodology based on modifying the calculation of the damage parameters

A typical example of this methodology is the work conducted by Rio et al. [150]. An
analytical microstructure-sensitive model based on CTOD was applied. Barrier strength
at the grain boundary, which is significant for short fatigue cracks at low load where
non-propagation can occur, has been taken into account by introducing a stress term
representing the stress level at the grain boundary. This stress term was evaluated based
on applied stress conditions and local grain orientations. The application of this
approach was extended to the shot peening condition, by introducing a closure stress
(caused by CRS), as well as a term describing the material resistance to plastic
deformation (calibrated microhardness profiles were used to represent strain hardening
effects) to the expression describing CTOD. Although this method has shown reasonable
correlation in the HCF regime, it is yet to find widespread application. Its applicability in

the LCF regime also needs further validation.

Another example was reported by Xiang and Liu [151], who proposed a model based on
LEFM. The effect of plastic deformation during LCF was included into the model by
defining an equivalent crack length, which equals the summation of the real crack length
and the estimated plastic zone size. The effects of residual stress relaxation were also
considered. This was realised by evaluating the changes in the stress ratio based on an
employed logarithm function describing the surface residual stress evolution during
cyclic loading. Relevant parameters were determined by fitting based on experimentally
observed surface residual stress relaxation. Additionally, this model also allows for the
effects of surface roughness by employing an asymptotic solution [152] which evaluates
the SIF for cracks emanating from the notch (the surface dimples can be simplified as
small notches). Again, reasonable life predictions were made in the HCF regime but its

reliability in the LCF regime is uncertain.
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b. Methodology based on the concept of crack closure

Crack closure occurs when crack faces touch under remote tensile load; the crack cannot
propagate if the faces are in contact. There are several mechanisms inducing crack
closure, such as plasticity, oxide and roughness induced mechanisms [12]. In the shot-
peened condition, the CRS field is considered the main reason accounting for this
phenomenon compared with other mechanisms [153]. To quantify the crack closure
effects, AK,¢r is normally used instead of the nominal range AK, and can be calculated
using Equation 2-19, where K, 4 represents the effective SIF at the peak load as a
result of both external loads and residual stresses, and K,,., refers to the SIF when the
crack is fully opened. K,,.,, is normally greater than K,¢s ;n, the effective SIF at the
minimum load during a cycle, which results in AK,;, (see equation 2.19) being lower than
AK, implying delayed crack growth affected by crack closure. Compared with the first
methodology based on modifying the calculation of the damage parameters, the one
based on crack closure has been demonstrated to be more versatile. It has been
effectively applied to conditions with various geometries and CRS origins [91, 94, 96,
154, 155].

AKeff = Keff_max - Kopen (2'] 9)

Gao and Wu [96] predicted the fatigue life for single edge notch tension (SENT) samples
with and without shot peening effects. In this study, the SIFs for short cracks subjected
to both external loads and residual stresses induced by shot peening were determined
by the weight function method [156]. This method has been widely applied to calculate
the values of the SIF in various geometries or stress distributions due to its high accuracy
and convenience. It avoids the requirement of a precise analysis regarding the stress
distribution ahead of a crack tip, and facilitates the calculation of K ¢ ., based on the
linear superposition principle when residual stresses are present. In Gao and Wu’s work,
the fatigue lives of both the shot-peened and un-peened specimens were predicted using
the FASTRAN method, which was a crack closure-based code developed by Newman to
calculate K., [157]. A good match was obtained between the predicted results and
experimental results for both shot-peened and un-peened specimens. Other examples
utilising the weight function method combined with the crack closure concept can be

found in [94, 158-162], demonstrating its satisfactory applicability.

In addition to the weight function method, FE modelling has also been widely applied to

determine AK,s; in various systems containing residual stresses [94, 158, 162, 163].

This involves modelling a crack with appropriately defined crack tip and crack wakes.

The associated SIFs are normally directly obtained from the FE package, preferably using
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the J-integral method [164]. In spite of the drawback in the increased computing time
arising from crack modelling, one of the main advantages of the FE approach compared
with the weight function method is its robustness in handling problems involved with
complex geometries or boundary conditions, where the associated weight function is
difficult to determine. Secondly, in the LCF regime, the effects of plastic deformation can
be captured well using FE models, which is more reliable than the linear superposition
principle which is commonly applied together with the weight function method to

include residual stress effects.

Claudio et al. [154, 155] assessed the LCF crack propagation life of a shot-peened
notched geometry using a 2D plane strain FE model. In order to account for the closure
effects of short cracks, the J-integral values calculated by the FE model containing cracks
with different lengths were used to determine AK,;,. The predicted crack propagation
life was then combined with the predicted crack initiation life [57] (as discussed in
Section 2.3.3.2) to determine the total fatigue life. Although the predicted results were
generally consistent with the experimental data, some results became non-conservative
illustrating the requirement of an appropriate safety factor. It is also noted that this FE
model did not consider the effects of strain hardening, neither were experimental
validations for the predicted stress or strain redistribution during cyclic loading provided,
which may restrict its application in other systems. The work of Claudio et al. [154, 155]
is nonetheless a useful contribution since it demonstrates the effectiveness of the FE

approach in calculating AK, in relatively complex geometries subjected to shot peening.

It is noted that most of the work mentioned above only focuses on the effects of the CRS
field and neglects the strain hardening effects (apart from some analytical approaches),
which may degrade the accuracy of the evaluation of AK, ;. Another issue is with respect
to residual stress redistribution, which can be triggered by both mechanical loading (as
discussed in Section 2.2.2) and the presence of a crack. The influence of this behaviour
and how it could be considered in the modelling work have been rarely mentioned. In
addition, He et al. [82, 165] recently reported a significant discrepancy between the short
crack shape evolution in polished and shot-peened notched samples, which was closely
related to the shot peening process and the microstructure of the material. This implied
the necessity of taking the crack shape effects into account when evaluating the
influence exerted by shot peening on short crack growth. However, relevant work is
relatively scarce, mainly due to the lack of reliable quantitative experimental data
describing crack propagation in the bulk of the material to support relevant modelling

work.

47



2.4 Summary of the literature review

In this chapter, both experimental methods used to characterise the shot peening effects
and the numerical methods applied to reconstruct them are firstly reviewed (Section 2.1).
Relevant work provides a prerequisite for further analysis in quantitatively assessing the
shot peening effects on fatigue. To date, most of the residual stress reconstruction work
was based on plain geometries. More complex situations, such as when a geometry with
stress concentration features is involved (which is more representative of the real

applications) has been scarcely investigated.

Generally speaking, the benefit of shot peening in improving the fatigue resistance of
components can be attributed to the induced compressive residual stress and strain
hardening field, while imperfection of the peened surface may exert some negative
effects. Although the effect of shot peening on HCF has been well documented, the effect
on LCF has been relatively less well established due to: 1) more significant residual stress
relaxation associated with the cyclic softening behaviour of the material, and 2) its
competition with the accelerated crack nucleation caused by the imperfect surface.
Therefore, investigating the interaction between the shot peening induced effects and

service conditions is necessary in the development of an effective lifing approach.

Both total life and damage tolerant approaches have been applied to predict the fatigue
life of shot-peened components. The main factor influencing the reliability of the life
prediction is whether the selected fatigue driving parameters (e.g. Ao, Ae and AK,;,) can
be accurately calculated considering shot peening effects, which can be facilitated by

the application of FE modelling.

Among total life approaches (Section 2.3.3.2), the multiaxial fatigue criteria have been
demonstrated to be most reliable, particularly in the HCF regime. The required stress
and strain parameters can be evaluated based on the predicted stabilised stress and
strain states in safety-critical areas where cracks most probably nucleate. The critical
distance method can be used to account for the effect of stress or strain gradients which
may have a significant influence on crack initiation and early propagation behaviours.
However, investigations in the LCF regime are still limited. The postulated reasons are
the difficulties in considering the influences derived from the plastic deformation and

the short crack growth behaviour, which govern the LCF life.

In terms of damage tolerant approaches, local stress states affected by shot peening
have to be taken into account when calculating SIFs. Since shot peening improves fatigue
resistance mainly by retarding the early crack growth process, the short crack growth

behaviour needs to be explicitly considered when applying fracture mechanics. The
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concept of crack closure has been demonstrated to be powerful in explaining and
quantifying the variation in short crack growth affected by compressive residual stresses,
using AK,¢r. Both the weight function method and the FE-based method can be used to
accurately determine AK, .. However, the effects derived from strain hardening, residual
stress redistribution (caused by both mechanical loading and the appearance of a crack)
as well as crack shape evolution need to be taken into account in order to develop a

more robust model with wider applicability.

2.5 Methodology framework

Based on the literature review discussed in this chapter, a methodology framework has
been built up to support this project, attempting to fill some gaps in the development

of a robust life assessment tool that can be applied to shot-peened notched geometries.

FE modelling has been selected as the main approach to achieve the objectives of the
project, due to its versatility in reconstructing the as-peened condition (Sections 2.1.2.2
and 2.1.3.2), in determining the mechanical response of the structure to service
conditions (Section 2.3.3.1), and in crack modelling (Section 2.3.3.3). The modelling
work in this thesis has been carried out using ABAQUS/Standard (v6.13). Some
experimentally measured results were used to provide either validation or input data for
the modelling work. The experimental data were obtained either from previous studies
[10, 17,77, 82, 166] or supplementary measurements which have been carried out as
part of this thesis. The flowchart shown in Figure 2-22 illustrates the modelling
procedures as well as how the experimental techniques support the modelling work in
the present study. The main modelling steps were carried out for the plain bend bar
(PBB) specimen first since it had a simple geometry. After validation of the applied
modelling techniques, they were applied to the notched specimen where the geometrical

effects need to be taken into account.

As shown in Figure 2-22, the first step is the development of a preliminary FE model
without shot peening effects. This model needs validation before shot peening effects
are accounted for in the modelling work to make sure the geometries, the mesh, the
boundary conditions, the material model, etc. have been appropriately defined. The
preliminary model has been validated by comparing the FE predicted strain evolution at
safety-critical regions during fatigue loading with corresponding experimentally

measured results. Details of this step are presented in Chapter 3.

In the next step, the as-peened residual stress field has been reconstructed based on

XRD measurements. An inverse eigenstrain method, which was based on the elastic
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behaviour of the material, has been used to determine the eigenstrain distribution
caused by shot peening in flat samples. The determined eigenstrain profile has been
incorporated into the FE models as the source of residual stresses. The application of
this residual stress modelling approach has been extended to the notched case by
considering the effects of the notched geometry on eigenstrain profiles. Furthermore, to
account for the shot peening induced strain hardening effects, varying mechanical
properties have been defined for the material within the surface layer in the FE model.
This has been achieved by defining the initial condition (plastic strain caused by shot
peening) of the elasto-plastic material model at different depths, based on
measurements from an electron back-scatter diffraction (EBSD) based approach [17].
Finally, the residual stress relaxation behaviour occurring during fatigue in both un-
notched and notched specimens has been investigated using the developed FE model,
and also compared with corresponding experimental results measured by XRD. Details

of this step are elaborated in Chapter 4.

In the last step, the developed FE models allowing for shot peening effects have been
utilised to facilitate the development of life assessment methods that can be applied in
the LCF regime. The application of total life approaches has been firstly investigated and
is presented in detail in Chapter 5. The stress-strain-based Smith-Watson-Topper (SWT)
and Fatemi-Socie (FS) critical plane criteria have been applied together with a critical
distance method. The required stress and strain parameters are evaluated based on the
modelling results. In addition, the application of damage tolerant approaches has also
been investigated. Both 2D and 3D FE models containing a crack have been developed
from the ‘un-cracked’ model that has been used in the preceding chapters. AK,;, has
been determined using both the weight function and the FE-based (based on the
calculation of J-integral) methods. The short crack growth behaviour affected by shot
peening has been subsequently predicted in terms of its evolution in sizes and shapes,
using the developed FE model. This part of work is introduced in Chapters 6 and 7 for

the 2D and 3D modelling work respectively.

50



Residual stress
evaluation

Residual stress

profiles
measured by XRD

Inverse
eigenstrain
method

Eigenstrain

profiles

* The effect of geometry

Preliminary FE models without SP effects

FE models Strain evolution in
Validation

-«

without SP
effects

un-peened samples

measured using

* Geometry strain gauges
* Material model

* Boundary conditions

<

Incorporation of SP

I:> effects into the FE models <]

FE models with

SP effects

L

Strain hardening
evaluation

Strain hardening

evaluated by
EBSD

lCaﬁbration

True plastic

strain profile

Modelling of residual stress relaxation

Residual stress
relaxation
measured by XRD

FE modelling of
residual stress
relaxation

Validation
‘_—

L

Fatigue life prediction using total life approaches

Simulated Total life

stress & strain approaches Predicted

states during fatigue life
B

fatigue loading

Fatigue life prediction using damage

tolerant approaches
Modelling the Fracture
effects of SP on mechanics | Predicted
short crack growth | —— [ fatigue life
behaviour

Figure 2-22: Flowchart of the modelling work in the present study.
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3 Development of the preliminary finite
element model without shot peening

effects

3.1 Introduction

In this chapter, the investigated material, shot peening parameters and specimens are
introduced. Modelling details regarding the boundary conditions, the mesh and the
material model are also presented. The calibration of different material models and the
comparison between them are detailed and discussed in this chapter in order to make
an appropriate choice of the material model. In addition, experimental validation of the
preliminary FE model is also provided. At this stage, no shot peening effects are
incorporated. Some aspects of the work presented in this chapter have been published

in the following paper:

You, C., Achintha, M., Soady, K., Smyth, N., Fitzpatrick, M., & Reed, P. (2017). Low cycle
fatigue life prediction in shot-peened components of different geometries - Part I:
residual stress relaxation. Fatigue and Fracture of Engineering Materials and Structures,
40(5), 761-775.

3.2 Material characterisation

FV448, a 9-12 %Cr tempered martensitic steel is under investigation in the current
research. It is a material widely used in low pressure (LP) turbine blades. This material is
typically austenitised at 1150°C, oil quenched, tempered at 650°C and then air cooled.

Its chemical composition is presented in Table 3-1.

Table 3-1: Composition of FV448

Element C Mn Si Ni Cr Mo w \% Nb Fe
wit% 0.12 | 0.94 | 0.31 | 0.74 | 11.0 | 0.58 | <0.01 | 0.31 0.34 Bal

3.2.1 Material microstructure

The microstructure of FV448 has been investigated in previous research [10, 167].
Optical micrographs showing the microstructure relative to the longitudinal (rolling

direction), L, transverse, T and short-transverse, S directions of the bar stock are shown
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in Figure 3-1, where both the prior austenite grain boundaries and carbides at the grain
boundaries are easy to identify. According to Figure 3-1, it seems that there are no
obvious differences in these orientations from the microstructure point of view. However,

stringers (alumina and MnS) were found along the longitudinal direction in the L-T and

L-S faces, as clearly illustrated in Figure 3-2, which is consistent with an observation in
the similar FV566 [168].

Orientation in
barstock

COMPO 150KV X200 100pgm WD 10.3mm EMC COMPO 150kV X200 100um WD 10.8mm

Figure 3-2: The schematic illustration in (a) shows the positions of the stringers in the
barstock; inclusions of aluminium oxide/silicate and manganese sulphide aligned in the
longitudinal direction (@) on the L-T face; (b) on the L-S face within the FV448 matrix
[82].
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3.2.2 Mechanical properties

Both the monotonic and cyclic mechanical properties of FV448 have been determined in
previous experiments by Soady [10]. The specimens used for uniaxial loading tests were
machined perpendicular to the rolling direction (transverse direction) of the bar stock
material. This direction was selected for analysis since it corresponded with the tensile
direction in all samples used for bending tests (as introduced in Section 3.5). Both tensile
and compression testing were carried out on Instron 5569 using samples of the
dimensions shown in Figure 3-3. The strain evolution during tensile testing was
measured using an extensometer (with a gauge length of 12.5 mm) fitted to the centre
of the parallel section. The load-displacement data of the load frame corrected for
machine compliance were used to measure the strain in compression testing. The
Young’s modulus and Poisson’s ratio that are most representative of the material were
determined to be E = 201.3 GPa and v = 0.3 respectively. The yield strength g,, (0.2%
plastic strain point) in tension was 806 MPa, which was lower than that in compression
of 842 MPa (4.5% difference). This tension-compression asymmetry has also been
reported in a similar 9Cr-1Mo steel where the increase in g, in compression compared
to tension was 3.8% [169].

Thickness 3 mm

ol —»

Radius 2.25 mm

b
—| e

Figure 3-3: (a) Tensile and (b) compression test sample dimensions in mm [10].

In addition, tensile data were also obtained in the longitudinal (rolling) direction of the
bar stock. This direction was used because it was the only direction from which cyclic
stress-strain samples of the geometry shown in Figure 3-4 could be obtained. An
increase in tensile g,, to 858 MPa in the longitudinal direction was observed. This
difference in mechanical properties in two directions is attributed to the manufacturing

process (rolling or extrusion) of bar stock and the orientation of the stringers.
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24

Figure 3-4: Cyclic stress-strain test sample dimensions in mm [17].

To determine the cyclic mechanical properties of FV448, constant amplitude strain
controlled axial tests were carried out at different total strain ranges using a triangular
waveform at a strain rate of 3 x 1073S~1. Strain was measured using a 12.5 mm gauge
length extensometer. As illustrated in Figure 3-5, the cyclic softening behaviour is
evident in the early stage of fatigue and then develops more slowly during subsequent
cycles (achieving a quasi-plateau). It can be also seen that this behaviour becomes more

evident when the strain level increases.
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Figure 3-5: Development of peak stresses through life at Ae = 0.008, 0.0110, 0.0155, R,

= -1 showing (a) through life behaviour and (b) tensile behaviour at the start of life [10].

3.3 Material model

3.3.1 Definition of the material model

A combined nonlinear isotropic-kinematic hardening material model proposed by
Chaboche [138] has been chosen in this study to describe the mechanical properties of
FV448. This constitutive model has been widely applied in the modelling work and has
been demonstrated to be robust in describing the mechanical properties of the material

[44, 73, 74]. It consists of two components: the isotropic and the kinematic hardening
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components, as illustrated in Figure 3-6. The isotropic component is used to indicate
the size of the yield surface (¢°), and the kinematic component describes the position of
the yield surface in terms of the backstress (a), considering the Bauschinger effect. So
far, this material model has been modified into different formats to account for the effect
of creep, strain rate or strain range memory [170]. Since the present study focuses on
investigating the effect of shot peening on fatigue life, rather than developing an explicit
material model suitable for all conditions, only the basic format of this material model
(without the effects stated above) has been applied. This format is available in ABAQUS

as in-built functions [171].

Perfect Isotropic
plasticity hardening

Kinematic Isotropic
hardening and

Kinematic
hardening

Figure 3-6: Definitions of the isotropic and kinematic components.

In this model, the yield surface is defined by Equation 3-1, where f(6 —a) is the
equivalent Mises stress; F < 0 indicates the elastic domain and plastic flow takes place
if F = 0. Equation 3-2 describes the calculation of the equivalent plastic strain rate, &7!,
using the plastic strain rate component, £P!. The isotropic and the kinematic hardening

components are expressed by Equations 3-3 and 3-4 respectively:

F=f(c—a)—oq° (3-1
vl = (g) &l gpl (3-2)
0° =gy + Qu (1 — e ¥ (3-3)
@ =G — vt a=3i a (3-4)
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where o], is the yield stress at zero equivalent plastic strain (£%!), Q.. indicates the
maximum change of ¢°, and b defines the rate at which ¢° changes with the
accumulation of Pt N is the total number of backstresses. C, is the initial kinematic
hardening moduli and y, determines the decreasing rate of the kinematic hardening

moduli with increasing &L

3.3.2 Identification of the material coefficients

Soady [10] indicated that for FV448, a material model calibrated based on the monotonic
stress-strain curve tends to result in an underestimation of the Bauschinger effect and a
large error in predicting the cyclic mechanical property of the material. In contrast, a
good representation of the cyclic hysteresis loops can be obtained by a calibration based
on the second cycle onwards, which may, however, lead to a poor representation of the
monotonic behaviour. This situation was ascribed to the notable discrepancy between
the monotonic and the subsequent cyclic curves, which was due to the significant cyclic
softening behaviour occurring during the first cycle (as shown in Figure 3-5). Similar
situations were also found by others for varying materials [64, 172, 173]. Consequently,
in order to calibrate a material model which is most appropriate for the current research,
material models representative of the monotonic and cyclic mechanical properties were

developed separately and a comparison was made between them.

There are various methods to identify the material coefficients based on experimental

data. Basically they can be classified as two categories:
a. The step-by-step approach

In this approach, the material coefficients are given corresponding physical meanings.
A group of them can be determined at a single step using a set of experimental data to

which they are sensitive. After several steps, all the coefficients can be identified.
b. The simultaneous determination approach

In this approach, all the material coefficients are identified simultaneously in one step
based on sufficient independent experiments. This process can be achieved by using an
appropriate fitting procedure to minimise the difference between experimental and

predicted results.

In the current research, the step-by-step approach was applied to identify the material

coefficients representative of the cyclic mechanical property of FV448. It is noted that in

order to better simulate the cyclic hysteresis loops, the first cycle was neglected and the

calibration was carried out based on the second cycle onwards as suggested by Soady
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[10]. Experimental data used for this calibration work were supplied by Soady [10], which
were generated by uniaxial tests under strain control (R, = —1) at different strain ranges
(Ag). In contrast, material coefficients for the monotonic material model were identified
based on the monotonic stress-strain curve of FV448, using the simultaneous
determination approach. Once calibrated, both the cyclicand monotonic material models
were implemented in ABAQUS using a single element model under displacement control

to check their accuracy in different loading conditions.
3.3.2.1 Calibration based on the cyclic mechanical property

Material coefficients representing the cyclic mechanical properties of the material are
usually determined from the knowledge of the cyclic hysteresis loops and the cyclic
softening or hardening curve determining the relation between peak strains and peak
stresses. In the present study, the cyclic material model has been calibrated in two
different ways. In the first approach, the material model was defined to be dependent
on strain range, which allows the variance of the material parameters with strain ranges.
In the second approach, one set of material coefficients was identified to represent the
cyclic behaviour for all strain ranges. Both calibration procedures have been used in the
literatures for various materials and a comparison between them is presented here in

order to determine the more appropriate one for FV448.
3.3.2.1.1 The cyclic material model dependent on strain range

This work for FV448 was initially carried out by Soady [10], and was repeated in the
present study for three different strain ranges respectively. The procedure has been
detailed in [171]. To calibrate the isotropic component, Equation 3-3 was fitted to the
curve describing the evolution of ¢° with accumulating &P'. £P! was approximated using
Equation 3-5, where N indicates the number of cycles and AsP-%9 is the averaged plastic
strain range. AsP-%Y9 was approximated by averaging the plastic strain range Ae?! for the

second and the stabilised cycles.
&Pl = 2NAgPL-av9 (3-5)

Only one kinematic component was used in this model, which was calibrated based on
the first half of the second cycle using Equation 3-6 which was integrated from Equation
3-4, where ¢P'-° was the initial plastic strain for this cycle and q, , denoted the initial
value of the k™ backstress for this cycle. Both ¢?-° and a, , were evaluated based on the
stress-strain curve of the first cycle.

a = s_: [1 - e—yk(s"l—ep‘—")] + ay ge THEP =) (3-6)
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The identified material coefficients for each strain range are listed in Table 3-2. The
comparison between the experimental data and the predicted results using these
identified coefficients are shown in Figure 3-7. It can be seen from Figure 3-7(a) that the
stabilised stress-strain loops have been satisfactorily predicted using the material
coefficients calibrated for corresponding strain ranges. In addition, the through-life
evolutions of peak stresses have also been predicted well with an overall standard
deviation error smaller than 2%. However, peak stresses in the first cycle have been
significantly underestimated for all strain ranges by 5.4 - 7.6%. Details of the errors in

the predicted peak stresses are shown in Table 3-3.

Table 3-2: Cyclic material coefficients dependent on strain range.

Isotropic component Kinematic component
AE alo/MPa
Q-./MPa r C/MPa y
0.008 493 -71 0.695 710000 2165
0.011 501 -56 0.693 340000 1053
0.0155 508 -79 1.078 191000 506
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Figure 3-7: Comparison between the experimental data and the predicted results using
coefficients in Table 3-2 at R, = -1; (a) stabilised hysteresis loops and (b) evolution of

peak stresses.
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Table 3-3: Statistical comparison of the predicted peak stresses using the combined

material dependent on strain range at R, = -1.

Ae Standard deviation error Absolute error in the first
per half cycle /% half cycle /%
0.008 0.64 5.4
0.0110 1.66 7.6
0.0155 0.74 6.2

3.3.2.1.2 The cyclic material model independent of strain range

The calibration work for the cyclic material model independent of strain range has been
carried out following the procedure detailed in [138, 174]. Under symmetric cyclic
loading, the relation between the maximum stress o,,,, and the maximum backstress
Anqy is defined by Equation 3-7. By substituting ¢°(éP") with Equations 3-3 and 3-5, and
then applying Equation 3-7 to each cycle, Equation 3-8 can be obtained, where g4 o
and o,,,, s are the maximum stresses for the first cycle and the stabilised cycle
respectively. Apparently, Equation 3-8 only depends on &P! and is independent of the
strain amplitude, implying that the isotropic component can be calibrated identically for
all strain ranges. This has been verified by experiments for different materials [138,
175]. The experimental data for FV448 and the corresponding fitted curve are shown in
Figure 3-8(a), determining the value of b in Equation 3-8. Q. was determined by
averaging the three values used for single strain ranges shown in Table 3-2. The
identified results of b and Q., independent of strain range for the isotropic component

are shown in Table 3-4.

Omax = Amax (gpl) + O.O(gpl) (3-7)
—pebl

Imax~9max 0_ Q”(l_e b ) — (1 _ e_rgpl) ~ (1 — e—erAspl’awg> (3-8)

Omax_s~%max_0 Qo

In order to improve modelling of the ratcheting behaviour, two kinematic components
were used and one of them was linear, as suggested by [171, 176]. Hence, Equation 3-9
was used to describe the kinematic component. By integrating Equation 3-9 on two half

cycles of tension and compression in the stabilised loop, the relation between stress
. . . pl . . .
amplitudes %" and strain amplitudes AST in the stabilised cycle was obtained, as

described by Equation 3-10, using an assumption that og,,,, s approximately equalled Az—”
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when R, = -1. This equation was used to identify the kinematic coefficients, as shown in
Figure 3-8(b); in order to have enough data for the fitting process, one data point was
approximated using the cyclic Ramberg Osgood model calibrated for FV448 [10]. The

determined values of the kinematic coefficients are shown in Table 3-4.

il1 = Clépl —y1a1|épl|, az = ng'pl, a=aq+a, (3'9)
A c AgP!
fzy—itanh(ylgT)+C2Aepl+a|0 + Qo (3-10)
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Figure 3-8: Development of the cyclic combined material model independent of strain
range, illustrating the calibration of (a) the isotropic component and (b) the kinematic

component.

Table 3-4: Cyclic material coefficients independent of strain range

olo/MPa

Isotropic component

Kinematic component

Q../MPa

C;/MPa

Y1

C,/MPa

Y2

501

-69

1.33801

572631

1656

1950

The predicted cyclic mechanical properties using the material coefficients shown in Table
3-4 are compared with corresponding experimental data in Figure 3-9. It can be seen
from Figure 3-9(b) that the peak stress evolutions have been generally well predicted for
different strain ranges apart from the first few cycles, which is similar to the results
predicted using the cyclic material model dependent on strain range. The errors of the
predicted peak stresses are shown in Table 3-5. However, the hardening phase of the

stabilised loop has been overestimated, especially at high strain ranges as shown in
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Figure 3-9(a); the maximum error at Ac = 0.0155 is 35% in terms of the strain difference

between the predicted and experimental results at the same stress level.
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Figure 3-9: Comparison between the experimental data and the predicted results using
coefficients in Table 3-4 at R, = -1; (@) stabilised hysteresis loops and (b) evolution of

peak stresses.

Table 3-5: Errors of the predicted peak stresses using the combined material

independent of strain range at R, = -1.

As Standard deviation error Absolute error in the first
per half cycle /% half cycle /%
0.008 1.95 6.89
0.0110 2.47 1.55
0.0155 0.98 2.57

Since the combined material model is usually developed based on tests at R, = -1 for
certain strain ranges, the transferability of the material model has to be checked before
it is applied to other loading conditions with different R, and As. As a result of this, the
developed material model was applied to predict the cyclic behaviour of FV448 under
uniaxial loading at R, = 0. The comparison between the predicted evolutions of peak
stresses and the experimental data for two strain ranges (A = 0.0155 and 0.005) are
illustrated in Figure 3-10. As shown in Figure 3-10(a), the evolution of peak stresses for
Ae = 0.0155 has been generally modelled well with an overall standard deviation error
of 3.34% (as shown in Table 3-6). However, a significant overestimation of mean stress
relaxation for As = 0.005 can be seen in Figure 3-10(b) with an overall standard deviation

error up to 51.99%. This large error is probably attributed to the overestimation of the
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ratcheting behaviour, which implies a poor transferability of this material model in this

loading condition.
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Figure 3-10: Comparison between the experimental data and the predicted results using
the coefficients provided in Table 3-4 at R, = 0; the evolution of peak stresses when (a)
Ae = 0.0155 and (b) As = 0.005.

Table 3-6: Errors of the predicted peak stresses using the combined material

independent of strain range at R, = 0.

Ae Standard deviation error Absolute error in the first
per half cycle /% half cycle /%
0.005 51.99 3.74
0.0155 3.34 2.90

3.3.2.2 Calibration based on the monotonic mechanical property

The combined material model can also be used to represent the monotonic mechanical
properties of FV448. In order to achieve a satisfactory modelling of the monotonic stress-
strain relation, two kinematic components have been used, one of which was linear (the
same choice as the cyclic material model independent of strain range). Hence, the
kinematic component can be also described using Equation 3-9, which was then used to
determine Equation 3-11 after an integration based on monotonic loading; the initial
plastic strain and backstresses were determined to be zero. By combining Equation 3-3
(the isotropic component) and 3-11 (the kinematic component), the relation between
stress and strain during monotonic loading was obtained, as described using Equation

3-12. It is noted that P! = £P! during tensile monotonic loading.
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C1

a= —(1 - e"’i‘gpl) + Cpe?!

Y1

0=0|y+ Qo (1 - e‘bépl) +

A monotonic Ramberg Osgood model representative of the monotonic mechanical
property of FV448, which was calibrated by [10], was used to generate the (¢?!, 5) data
pairs required by the calibration work of Equation 3-12. All the material coefficients were
identified simultaneously during the calibration process. The calibrated material
coefficients are listed in Table 3-7, which were found to be largely independent of their

initialised values of the calibration work. The calibrated results are shown in Figure 3-11,

(1 - e‘ylepl) + Cpe?!

with the coefficient of determination (R?) of 0.99.

Table 3-7: Material coefficients describing the monotonic mechanical properties

B-11)

(3-12)

Isotropic component

Kinematic component

Figure 3-11: Development of the monotonic combined material model.

Plastic strain

3.3.3 Application of the developed material models

In the 3 and 4-point bend tests used in this project, the strain ranges at different depths
below the sample top-surface are different, which makes the application of a cyclic

material model dependent on strain range non-trivial despite its expected higher
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accuracy than a cyclic model independent of strain range. For simplification of the
modelling process, only the cyclic material model independent of strain range and the
monotonic material model were considered. A comparison between the two material
models has been carried out by applying them to a plain bend bar model under 4-point
bend and a notched model under 3-point bend at a load ratio R, = 0.1. The development
of the FE models is introduced in the following section (Section 3.6). Relevant modelling
results and discussions are presented in Section 3.6.3, which also provides an
experimental validation of the preliminary FE model choice before shot peening effects

are considered.

3.4 Shot peening treatments

Two shot peening processes were used in this study and relevant details are shown in
Table 3-8. MI230R 13A 200%, labelled as TO, is the baseline shot peening process used
throughout this research since it is industrially applied to steam turbine blades. Another
process, MIT10R 04A 200% (T1) with a lower peening intensity was also considered in
order to investigate the effect of peening intensities on the benefit of shot peening in
improving fatigue life. All shot peening processes were carried out by Metal

Improvement Company Derby Division.

Table 3-8: Shot peening process parameters

Coverage Shot Shot Shot
Process Label Intensity rag diameter/ | hardness/ | velocity/
/% it
mm HRC ms
MITTOR
04A 200% T1 4A 200 0.28 45-52 26
MI230R
13A 200% TO 13A 200 0.58 45-52 57

3.5 Specimens

To assess the effect of varying component geometry on the efficacy of shot peening, an
un-notched and four different notch geometries have been used. All sample notches
were manufactured with a circular profile defined by diameter and depth, as illustrated
in Figure 3-12. The investigated notch geometries are detailed in Table 3-9. Figure
3-13(a) and (b) show the dimensions of the plain bend bar specimen with an un-notched
geometry and the 4.5 x 1.25 notched specimen (notch diameter: 4.5 mm, notch depth:
1.25 mm) respectively. The other three types of the notched specimen used in this study

have the same bend bar dimension as the 4.5 x 1.25 notched sample (i.e. 7.75 mm in
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width and 8.00 mm in breadth). The only geometric difference between different notched
specimens is the notch diameter and depth. The stress concentration factor, K,, of each
notch geometry shown in Table 3-9 was calculated by comparing the stress parallel to
the tensile axis (resulting from an elastic FE analysis using the models without shot
peening effects introduced in Section 3.6) with the equivalent elastic stress calculated

using the simple beam theory (for a plain bend bar).

X .7 \\
\l; @Yy /’ \
1

Figure 3-12: lllustration of the definition of the notch geometry.

Table 3-9: Notch geometry variation.

Notch diameter / mm

4.5 10.5
1.25 Simulate blade connection Simulate repair like geometry
Notch depth | geometry (K, = 1.58) (K, =1.28)

/ mm 3.00 Most severe service geometry Complete test matrix (K, =

(K, = 1.46) 1.22)

All the samples were machined perpendicular to the rolling direction of the bar stock
material by electrical discharge machining (EDM) process. Before shot peening was
applied, 0.25 mm was removed from the sample surface by a grinding process in order
to remove artefacts such as any white layer and the heat affected zone (HAZ) caused by
the EDM process. This depth was approximated by the microhardness test determining
the variation of hardness near the surface [10]. The finished surface after grinding met

the industrial machined component and pre-peen specification of R, < 0.8 um [17].
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Figure 3-13: Dimensions of the (a) plain and (b) the 4.5 x 1.25 notched samples.

3.6 Finite element model

3.6.1 Boundary conditions and meshing

Models for the plain and the 4.5 x 1.25 notched samples have been developed as shown
in Figure 3-14(a) and (b) respectively. Only a quarter of the real specimens shown in
Figure 3-13 was modelled, by applying boundary conditions for symmetry;
displacements along the x axis and y axis were constrained on face 1 and face 2

respectively.

The element C3D20R (20 node reduced integration three dimensional solid element) was
chosen and applied to the model. This type of second-order reduced-integration element
is expected to generate more accurate results than corresponding fully integrated
elements because there are no hourglassing issues and volumetric locking is less likely
to occur [171]. The computational efficiency is also expected to be improved by roughly

3.5 times compared with corresponding fully integrated elements [171].

A structured meshing technique can be used to generate meshes based on simple
predefined mesh topologies; the mesh of a regularly shaped region (such as a square or
a cube) is transformed onto the geometry to be meshed. Because of the regular shape

of the mesh, this meshing technique is usually expected to generate more accurate
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simulation results than other meshing techniques. As shown in Figure 3-14, the refined
structured mesh has been applied to the surface layer with a thickness of 0.7 mm in
order to accurately simulate the stress and strain gradients when shot peening effects
are introduced. The elements at the top surface have a minimum thickness of 25 um
which gradually increases to 50 um at the depth of 0.7 mm. In the most interesting
region where crack growth has been observed in experiments, the aspect ratio of the
element is below five to produce higher accuracy. In addition, structured meshes with a
minimum size of 50 um were applied to the loading area where a high stress level was
expected during the loading process. In order to ensure a good computing efficiency, a
coarse mesh was applied to the less important regions with a global element size of 0.5
mm using the free meshing technique. This meshing technique was used in order to
achieve a transition from small elements to larger ones. The applied mesh sizes were
determined by a mesh sensitivity analysis, which showed that the simulated results have
converged at this mesh density level. Details regarding the mesh sensitivity analysis are

presented in Appendix A.

Face 2: U,,=0

<

Face 1: U,,=0

Face 2: Uyy=0

¥

Face 1: U,,=0

Figure 3-14: FE models for (a) the plain and (b) the 4.5 x 1.25 notched samples.
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3.6.2 Loading methods

In 3 and 4 point bend experiments, the load was applied via rollers. In simulation, it is
difficult to precisely define the contact faces between the sample and rollers during
fatigue loading since the friction coefficient is unknown and difficult to determine. Thus
it is important to simulate the applied load with appropriate assumptions or
simplifications. Two different loading methods have been compared in this study; the
first method, which was developed by Soady [10], treated the load exerted on the sample
as a uniform pressure distribution; in the second method, simplified rollers were

modelled in order to be more consistent with experimental conditions.

In the first loading method, the width of the contact area between the sample and rollers
were roughly approximated using Hertzian contact theory. As illustrated in Figure 3-15,
the loading roller is simulated by a uniform pressure distributed over the defined loading
area, and the supporting roller is simulated by restricting the vertical displacement
(normal to the contact surface) of the defined supporting area. A purely elastic material
model (E = 201.3 GPa, v = 0.3) was used in the regions near the contact face to avoid

non-convergence of the model.

Constraint on vertical displacement

Elastic material

Uniform pressure

Figure 3-15: Simulation of the applied load using uniform pressure: the (a) loading and

(b) supporting areas.

In the second loading method, rollers were modelled as analytical rigid bodies as shown
in Figure 3-16. This rigid definition is based on ABAQUS in-built functions such that it is
independent of mesh. The load and constraints were applied on the reference node of
the rigid body. The supporting roller was fully constrained and the loading roller was
only allowed to move along the loading direction (normal to the contact surface between
the roller and the sample). The contact faces were defined using a frictionless

assumption due to the difficulty in measuring the coefficient of friction between the
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sample and rollers. The error introduced by this assumption was not expected to be
significant, as the loading direction was basically maintained normal to the contact face

during the loading process such that the tangential force was relatively small.

(@) (b)

Figure 3-16: The (a) plain bend bar and (b) the 4.5 x 1.25 notched models with analytical

rollers.

Although the method with analytical rigid rollers was deemed to be more consistent with
the real test than using the uniform pressure, it would result in a much lower computing
efficiency due to the need for definition of the contact surface. In order to have a trade-
off between the accuracy and the efficiency of the model, a comparison between both
loading methods was carried out by applying them to the plain bend bar and the 4.5 x
1.25 notched models. In this work, the monotonic material model introduced in Section
3.3.2.2 was used. The evolution of the longitudinal total strain, &,,, at the notch root (or
in the centre of the top surface in the plain model) was extracted from the modelling
results. The nominal bending stress, o,,,,,, which indicates the load level, is defined by
Equation 3-13, where P is the applied load, B, W, s are the breadth, the width and the
loading span of the sample respectively as shown in Figure 3-13 (for the notched sample,
onom Was calculated using the same equation but substituting W with the remaining

ligament of the notched sample).

Onom =$ (3-13)

The result of the comparison between the two loading methods is shown in Figure 3-17.

It can be seen that in the plain bend bar model, a 20% - 60% greater ¢,, is obtained using
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the uniform pressure than using the analytical rigid rollers at the same g,,,, level when
plastic deformation happens; the error becomes greater at higher g,,,, levels. In
contrast, a good consistency between the two loading methods is seen for the notched
model, even beyond the elastic regime. A comparison between the loading pressure
distributions simulated using analytical rollers for the plain bend bar and the notched
samples when ¢,,,, = 1500 MPa is shown in Figure 3-18. It can be seen that the pressure
is not technically uniformly distributed on the contact face between the sample and
loading rollers in both geometries, which is attributed to the transverse deformation of
the sample during loading. In the plain bend bar model, the contact area exhibits a sharp
shape; the width of the contact area decreases from 0.5 mm in the centre to zero at the
edge (please note that only half of the contact face was modelled for symmetry), along
with a maximum pressure drop of ~ 2800 MPa. In contrast, the contact area in the
notched model approximates a rectangular (~ 0.4 mm in width considering symmetry),
despite the non-uniform pressure distribution; the maximum pressure drop from the
centre to the edge is ~ 2700 MPa (from ~ 5200 - ~ 2500 MPa), being less evident than
in the plain bend bar model. Hence, the loading method based on uniform pressure
better represents the real loading condition in the notched sample than in the plain bend
bar sample, which to some degree explains the better consistency between the two
loading methods (i.e. uniform pressure and analytical rigid rollers) in the notched model,

as shown in Figure 3-17.

Consequently, the loading method using analytical rigid rollers was considered to be
more appropriate for the plain bend bar model, while the loading method with uniform
pressure was chosen for the notched model owning to its lower computational cost while
ensuring enough consistency with the method using analytical rollers. To add further

justify to this choice, experimental validations are provided in Section 3.6.3.
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Figure 3-17: Comparison between two loading methods in (a) the plain bend bar and (b)
the 4.5 x 1.25 notched models.
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Figure 3-18: Comparison between contact pressure distributions in (a) the plain bend
bar and (b) the 4.5 x 1.25 notched model when g,,,, = 1500 MPa.

3.6.3 Experimental validation

As indicated in Figure 2-22, the preliminary FE model (before shot peening effects are
included) has to be experimentally validated. To achieve this, some ground samples were
electropolished instead of being shot-peened to remove the surface layer affected by the
grinding process (~ 200 um). These electropolished samples were used to carry out
validation tests measuring the strain evolution in specific regions of interest during
fatigue loading, which was then used to validate the counterparts predicted by the
preliminary FE model. In order to successfully attach a strain gauge to the notch root, a
larger notched specimen (notch size: 9 x 2.5 mm, width: 15.5 mm, breadth: 16.00 mm)
was used. Dimensions of the plain bend bar sample used in this validation test were the

same as the shot-peened plain sample shown in Figure 3-13(a).

The longitudinal strain (e,,) evolution in the centre of the top surface of the plain bend
bar sample and at the notch root of the larger notched specimen during fatigue loading
was measured using a strain gauge. A strain gauge with a gauge length of 3.18 mm and
a strain range of £5% was chosen for the plain sample. For the notched specimen, it is
important to choose a strain gauge with an appropriate gauge length in order to

minimise the error caused by the curvature of the notch. According to Table 3-10, which
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summarises the selection reported by others for different notch radii, a strain gauge with
a gauge length of 0.38 mm and a strain range of +3% was selected for the 9 x 2.5
notched specimen (notch radius: 4.5 mm). Both types of strain gauge were supplied by

Vishay Precision Group.

Table 3-10: Selection of the gauge length for different notch radius.

JH. Crews [177] Fatemi et al. [178] Shingai [179]
Notch radius | .5 .5 | - 65 3.1 9.128 2 4 10
/mm
Gauge length | 0.4 0.4 0.79 0.2
/mm

In the modelling work, the loading methods with analytical rigid rollers and uniform
pressure have been applied to the plain and the 9 x 2.5 notched models respectively, as
discussed in the preceding section (Section 3.6.2). The strain evolution under a load level
corresponding to a surface strain range Ae,, = 0.69% has been simulated using both the
cyclic material model (Section 3.3.2.1.2) and the monotonic material model (Section
3.3.2.2).

The comparison between the simulated results and corresponding experimental results
are shown in Figure 3-19, which demonstrates the relation between the nominal stress
(indicating the load level) and &,, for the plain and the 9 x 2.5 notched samples.
According to the experimental results, ratcheting occurs in the plain sample until
stabilisation is achieved after ~30 cycles, as illustrated in Figure 3-19(a). In contrast,
elastic shakedown is observed in the notched sample as shown in Figure 3-19(b), with
no clear plastic deformation beyond the first cycle. As for the modelling results, although
the application of the cyclic material model has accurately simulated the monotonic &, —
onom Curve of the notched sample, the monotonic hardening stage in the plain sample is
underestimated by ~ 35%. Furthermore, the ratcheting behaviour is overestimated by 48%
and 12% for the plain and notched samples respectively in terms of the stabilised «,,.
This is consistent with the situation shown in Figure 3-10(b), demonstrating an
overestimation of the cyclic softening behaviour by the cyclic material model. In contrast,
the monotonic property has been reasonably modelled for both geometries using the
monotonic material model, despite a slight overestimation of the final hardening stage
when &, > 1.5% in the plain sample and ¢,, > 0.8% in the notched sample, which may be
attributed to the measurement errors in the experiments and/or the limitation of the
assumed material model. The discrepancy between the FE modelling and experiments at

high strains is not critical to the results of the present study since the chosen load ranges
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in the plain bend bar and the notched geometries are well covered by this experimental
validation. However, it is noted that the cyclic behaviour was not considered by the

monotonic material model, which is unable to simulate the cyclic softening/hardening

behaviour.
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Figure 3-19: Comparison between the strain evolution obtained by experiments and
modelling in the (a) plain bend bar and (b) the 9 x 2.5 notched samples under A¢,, =

0.69%.
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3.7 Discussion

From Figure 3-19, it can be concluded that the preliminary FE model (before shot peening
effects are included) has been appropriately developed and its accuracy mainly depends
on the applied material model. Both the advantages and disadvantages of the cyclic and

monotonic material models are summarised:
a. The cyclic material model independent of strain range

Although this material model is independent of strain range and can be conveniently
applied to bending conditions. The ratcheting behaviour under asymmetric loading
tends to be significantly overestimated due to its poor transferability as discussed in
Section 3.3.2.1.2.

b. The monotonic material model

This material model has been calibrated based on the monotonic stress-strain relation.
It can satisfactorily predict the strain evolution in both the plain and the notched samples
during monotonic loading. However, the cyclic softening behaviour of FV448 was not

considered by this material model.

Considering both the advantages and disadvantages of the two material models, the
monotonic material model has been finally selected in this project. Although this model
cannot predict the cyclic softening behaviour of FV448, it seems an appropriate starting
point to simulate the quasi-static stress-strain evolution within the first cycle, especially
for the notched specimen where cyclic effects are not evident due to the high constraint
of the notch geometry. This simplification tends to effectively reduce the computational

time.

However, it is noted that an apparent ratcheting behaviour happens in the plain bend
bar sample during cyclic loading as shown in Figure 3-19(a), implying that the stabilised
residual stress state is less likely to be achieved simply after one loading cycle in the
plain sample. Hence, the application of the monotonic material model may
underestimate residual stress relaxation in the plain sample during fatigue loading.
Nevertheless, considering the fact that residual stresses usually relax most significantly
during the first cycle (especially in the LCF regime) as reviewed in Section 2.2.2, an
accurate prediction of the residual stress relaxation behaviour during the first cycle may
still be able to explain the benefit of shot peening on fatigue life of the plain sample,

although this benefit is less likely to be explicitly quantified than in the notched sample.
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It is also noteworthy that the choice of the monotonic material model is only appropriate
within the scope of the current research. For different materials, geometries, loading
conditions and objectives, the most appropriate material model may be different. In
order to make the most appropriate choice, a detailed comparison between different

material models should always be carried out.

3.8 Conclusion

This chapter mainly introduces the fundamental modelling work that needed to be
established before shot peening effects are taken into account. The applied assumptions

regarding the FE model have been detailed and validated by experiments.

A large part of this chapter has focused on introducing the development and the
selection of the most appropriate material model. The modelling results have been found
to be sensitive to the selection of the material model. The monotonic material model has
been chosen against the cyclic material model in this project to simulate the residual
stress relaxation behaviour in both the plain and notched samples. This material model
can be regarded as an appropriate starting point considering the high importance of

residual stress relaxation during the first cycle.

Approaches regarding the incorporation of shot peening effects into the FE model are

introduced in detail in the subsequent chapter.
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4 Modelling of the interaction between shot
peening induced effects and service

conditions

4.1 Introduction

This chapter aims to introduce the approaches adopted to achieve incorporation of the
shot peening induced effects into the preliminary FE model (which has been developed
in Chapter 3). To reconstruct the residual stress field caused by shot peening, the inverse
eigenstrain method was applied to the plain bend bar sample and its application was
extended to the notched specimen by considering the effect of notched geometries on
the eigenstrain profile. Furthermore, the effect of strain hardening has also been
incorporated into the FE model by modifying the local material yield strength based on
data from an EBSD-based approach which has been introduced in [17]. Finally, the
residual stress relaxation behaviour occurring during fatigue in both the plain bend bar
and the notched specimens was investigated using the developed FE model, and

compared with corresponding experimental results measured by XRD.

This chapter is largely based on two papers listed below. In addition, this chapter also

contains more details regarding the application of the eigenstrain method.

You, C., Achintha, M., Soady, K., Smyth, N., Fitzpatrick, M., & Reed, P. (2017). Low cycle
fatigue life prediction in shot-peened components of different geometries - Part |I:
residual stress relaxation. Fatigue and Fracture of Engineering Materials and Structures,
40(5), 761-775.

Achintha, M., You, C., He, B., Soady, K. A., & Reed, P. A. S. (2014). Stress relaxation in
shot-peened geometric features subjected to fatigue: experiments and modelling.
Advanced Materials Research, 996, 729-735.

4.2 Experimental techniques and results

4.2.1 Residual stress measurements

Both the TO and T1 shot peening processes (as introduced in Table 3-8) have been
investigated. The residual stress distribution in the shot-peened plain and 4.5 x 1.25

notched samples was measured using the XRD technique with a Cr-Ka X-ray source, and
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an incremental layer removal method achieved by electropolishing was used to
characterise the residual stress profile in the depth (2) direction. One of the main
advantages of XRD is that it can differentiate between the macrostresses and the
microstresses which result from strains over distances of the order of, or less, than
crystal dimensions (which are introduced, for example, by strain hardening) [27]. The
sin®y method, which is the most common method to determine the residual
macrostresses based on the interaction between the wave front of the X-ray beam and
crystal lattices, was applied in the present investigation. Its detailed theoretical

background has been well described elsewhere [180].

The electrolyte used for electropolishing contained 8% (by volume) of 60% perchloric acid
solution and 92% (by volume) of glacial acetic acid solution. During the electropolishing
process, the specimen was connected to the positive terminal of a DC power supply and
acted as the anode. The cathode was attached to the negative terminal and was
approximately five times the area of the anode. The voltage used was 60V in order to
achieve a fast polish with less chance of passivation. During polishing, the anode was
kept 10 mm away from the cathode; the removal of surface layers was achieved by
current flow from the polarised anode to the cathode. The thickness of the removed
layer at each step was determined by measuring the remaining thickness of the specimen
before and after each electropolishing step. In order to accurately capture the
distribution of residual stresses in the subsurface region, 20 to 30 um in depth was
removed from the surface before each new measurement. The thickness of the removed
layer was increased to ~ 40 pym when the residual stress magnitude was observed to
decrease rapidly. The specimen was cleaned after each step using methanol and was

washed thoroughly with water to remove any solution or anodic film.

As illustrated in Figure 4-1, residual stress data were collected in two orthogonal
directions (o,, and g,,) at the notch root of the notched sample (or in the centre of the
top surface of the plain sample). The measurements were taken on the {211} diffraction
peak at a 20 angle of 156.4°. A collimator of 1T mm diameter was used for residual stress
measurements taken on the plain sample. In order to minimise the error associated with
taking residual stress measurements on a curved surface, a collimator of 0.5 mm
diameter was used for the notched sample. The X-ray penetration depth in ferrite was
estimated to be 5 pym [166]. Since there were no notch shadowing effects in the plain
sample and in the y direction of the notched sample when the X-ray beam is rotating,
angles varying from —39° to +39° have been used across the two detectors. However, in
the x direction of the notched sample, the notch shadowing effects become significant
so the applied range of the angles has been decreased to —30"-+30° during the

measurement.
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Figure 4-1: XRD setup.

To evaluate the residual stress relaxation behaviour, the residual stress distribution was
determined in samples at different total life fractions (as-peened, after 1 cycle and at
estimated 50% life). 3- and 4-point bend tests were carried out on a servo-hydraulic
Instron 8502 for the notched and plain specimens with a loading span of 15 mm, as
shown in Figure 3-13. It is noted that two XRD devices (a Proto iXRD device in the
University of Manchester and an Xstress device in Coventry University) were used in the
measurements for different samples, as indicated by Table 4-1; the measurement using
the Proto iXRD device was carried out in previous research [166]. Although the
consistency between the two XRD devices in terms of their settings before the
measurement was ensured, the measurement error resulting from different devices was
inevitable, and hence was investigated by determining the residual stress profile in the
as-peened TO plain bend bar sample using both devices. It is also noted that the residual
stress profile representing the as-peened T1 plain bend bar sample was actually
measured from the un-notched surface of a notched sample (due to the specimen supply
issues), as schematically illustrated in Figure 4-2. Since the point of measurement was
10 mm away from the notched area, the obtained residual stress distribution was less
likely to be significantly affected by the stress concentration of the notch, and was
therefore regarded as an appropriate representation of the residual stress condition in

the T1 plain bend bar samples.

Table 4-1: The XRD devices used for residual stress measurements for different samples.

TO T1

As-peened Loaded As-peened Loaded
Plain bend bar |, "\ .yon Xstress Xstress N/A
sample
4.5 x 1.25 Proto iXRD Proto iXRD Xstress N/A
notched sample
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Figure 4-2: Schematic illustration of the residual stress measurement point representing

the plain bend bar area in the T1 notched sample.

4.2.2 Residual stress data

The measured results were corrected using the algorithms supplied in the Proto control
and analysis package XRDWIN which account for the effect of the subsequently removed
layers on the successive redistribution of the subsurface residual stresses and are shown
in Figure 4-3. The error was determined by calculating the sample standard deviation
over 5 bi-directional measurements (10 data points) at different locations on the as-
peened plain bend bar shot-peened sample [166]; the 95% confidence range was +50
MPa. Due to time constraints and equipment availability, this was assumed to be the
confidence with which all data could be quoted rather than carrying out extensive repeat

measurements for each sample.

Figure 4-3(a) shows the measured residual stress distributions in the plain bend bar
specimens. The TO residual stress profiles obtained using the two XRD devices are both
presented, demonstrating overall consistent trends but some relative differences (< 100
MPa) at z< 0.15 mm. To avoid ambiguity, the results measured in Manchester have been
used to represent the TO plain bend bar condition in subsequent analyses, unless
specifically indicated. The effects of the error (resulting from any source) on the accuracy
of subsequent analysis have been investigated by a sensitivity analysis, which is detailed

in Section 4.5.

Figure 4-3(a) also shows that the TO process results in a notably deeper and greater
compressive residual stress distribution than the T1 process owing to its higher peening
intensity. In addition, there is no significant difference between the o,, and o,, profiles
in the plain bend bar specimen for either peening condition (i.e. an equi-biaxial residual
stress state is seen), which is consistent with the results measured on other shot-peened
flat components as reported elsewhere [86, 181, 182]. In contrast, as shown in Figure
4-3(b), oy, appears to be ~ 16% more compressive than g,, in the TO shot-peened
notched sample. This biaxial difference in residual stress distribution also exists in the
T1 notched sample, despite being less evident. The discrepancy between the residual

stress profiles in different geometries subjected to the same peening process has also
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been observed by others [181, 183]. However, the depth of the compressive residual

stress layer seems unaffected by the notched geometry, remaining the same as in the

plain bend bar specimen; at 0.35 and 0.15 mm for the TO and T1 processes respectively.
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Figure 4-3: Residual stress distributions measured by XRD in the shot-peened (a) plain
bend bar and (b) 4.5x1.25 notched samples.

To investigate the residual stress relaxation behaviour, the TO plain bend bar samples

were loaded for one cycle in this test. The corresponding surface strain ranges (Ae,,)

were predicted using the developed FE model including shot peening effects and are

detailed in Section 4.3. In order to investigate the link between residual stress relaxation

and the retention of the benefits of shot peening, two load levels with Ae,, =

0.42% and 0.55% were chosen based on the corresponding total life reported in [77].
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Compared with the un-peened samples, the TO process showed no clear benefits in
improving fatigue life when Ag,,, = 0.55% but doubled the fatigue life when Ae,, = 0.42%.
The measured residual stresses shown in Figure 4-4 indicate that no clear relaxation is
observed when Ae,, = 0.42% but a 30-40% stress relief occurs in both directions (a,, and
oyy) when Ae,, = 0.55%.
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Figure 4-4: Residual stress relaxation after 1 cycle in the TO plain bend bar sample
Ag,,.0.42% and 0.55%): (a) oy, and (b) g,

The TO 4.5%1.25 notched samples were loaded with an estimated notch root strain range
of Agy, = 0.69%. This value was chosen also because the fatigue life of the un-peened

notched sample was found to be doubled by the TO process at this load level [166]. As
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shown in Figure 4-5, there is no clear relaxation of g,, after either 1 loading cycle nor
after 50% total life, which is in contrast to the results of the plain bend bar specimen.
However, there is a 20% relaxation of g,, during the first cycle but no further relaxation
can be seen in subsequent cycles. This lack of stress relief during fatigue loading can be
explained by the mechanism illustrated in Figure 3-19; the high constraint of the notch
geometry tends to restrict the cyclic plastic deformation of the material at the notch

root, making a stabilised stress/strain state much easier to be realised during fatigue

loading.
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Figure 4-5: Residual stress relaxation at different total life fractions in the TO 4.5%1.25

notched sample (A¢,,= 0.69%): (a) gy, and (b) oy,

85



4.3 Incorporation of shot peening effects into finite

element models

4.3.1 Residual stress modelling using the inverse eigenstrain approach

The eigenstrain approach has been chosen to achieve the incorporation of residual
stresses into the FE model. The full residual stress field can be modelled by applying a
stress-equilibrium step in a model containing eigenstrains. The eigenstrain distribution
can be conveniently implemented at each point in the FE model by specifying anisotropic
thermal expansion coefficients that vary with position, together with a uniform
temperature rise. Since the eigenstrain profile is usually unknown and difficult to directly
predict, the inverse eigenstrain approach developed by Korsunsky et al. [50] has been
implemented. It is essentially an approach to back-fit the eigenstrain distribution from
the known residual stress (or residual elastic strain) distribution determined by
experimental measurements (e.g. XRD), using a least squares analysis. This analysis
requires a choice of a suitable parametric form for the eigenstrain distribution. Once an
accurate estimate of the eigenstrain profile is established, the complete residual stress
field in the whole component can be determined in the usual way. The advantage of this
approach is that the elastic response of the workpiece to the eigenstrain will satisfy
equilibrium, compatibility and boundary conditions, and the residual stress field

produced will be entirely self-consistent.

In the current study, the objective is to demonstrate how compressive residual stress
profiles, either measured or predicted using appropriate empirical or analytical
techniques, can be incorporated into FE models and to predict the complete initial
residual stress distribution and, most significantly, any changes to it under fatigue
loading. Hence the complexities associated with dynamic modelling (such as the strain
rate dependency of the target material, the material and size of shots, the contact
property of the peened surface, etc.) were not considered in this work. It is reasonable
to employ a linear elastic model with properties broadly representative of FV448
(Young's modulus E = 201.3GPa; Poisson's ratio v = 0.3) in the inverse eigenstrain
analysis. However, it should be noted that the elasto-plastic material introduced in
Section 3.3.2.2 has to be used in subsequent residual stress relaxation analysis. This
inverse eigenstrain approach was first applied to the plain bend bar sample and then its

application was extended to the notched sample.
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4.3.1.1 Application in the plain bend bar specimen

In simple geometries such as the plain bend bar sample, the eigenstrain distribution is
usually assumed to be equi-biaxial owing to the non-directional nature of the plastic
deformation induced by the shot peening process. This assumption has been adopted

in the present work to determine the in-plane principal eigenstrain components; 29" =

eigen . . . ..
g,y - Although this assumption may not be reasonable in the vicinity of sample edges,

it can be applied as an appropriate simplification in areas where the edge effects are
negligible [49]. Considering volume conservation in plastic deformation, the third

principal component perpendicular to the peened surface has been defined as 57" =

—2¢%9°" In the present study, Chebyshev polynomials have been adopted to describe

the eigenstrain profiles due to its wide application in least squares analysis [49-52, 59].

eigen

The procedure of the inverse eigenstrain method is illustrated in Figure 4-6. &.,7°" is

assumed to vary with depth (z) and is expressed as a linear combination of Chebyshev
polynomials T;(z) multiplied by unknown coefficients C;, as defined by Equation 4-1,
where N is the number of polynomials. The values of C; were determined by minimising
the difference between the experimentally measured residual stress data o,,(z) and the
weighted sum of individual modelling results ¢/ (z) obtained as an elastic response to
each eigenstrain base function T;(z), as expressed by Equation 4-2 where M is the

number of experimental data points.

29 (2) = YN CTy(2) (4-1)
min()) = 41 [04x(2) — S0 CioFE(2)]° (4-2)

There are a few key points worthy of careful consideration in the application of the
inverse eigenstrain method. One is that the depth of the eigenstrain distribution should
be appropriately approximated to ensure that the simulated results are largely
independent of the chosen depth. The value of the depth can be evaluated by XRD FWHM
measurement which indicates the strain hardening degree of the material [49], or it can
also be predicted by the depth of the peak tensile residual stress (or residual elastic
strain) according to the theory of bending [48]. In addition, a knowledge of the shape of
the eigenstrain profile is also required in order to make a sensible choice of the number
of Chebyshev polynomials. The number of polynomials should be sufficiently large to
capture the expected shape of the eigenstrain profile, but should be smaller than the
number of experimental data points (N < M), otherwise the weight coefficients C; cannot
be determined. In addition, an excessively large number of polynomials may result in
significant over-fitting of the predicted eigenstrain profile containing details that cannot
be justified with sufficient confidence [48].
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Figure 4-6: Procedure of the inverse eigenstrain method [49].

Reconstruction of the residual stress distribution in the TO shot-peened plain bend bar
sample was first carried out. According to Figure 4-3, the depth of the eigenstrain was
roughly estimated to be 0.4 mm. This depth was first chosen and the inverse eigenstrain
method was carried out using different numbers of Chebyshev polynomials; N= 7, 8 and
9 respectively, following the procedures illustrated in Figure 4-6. The obtained results
are shown in Figure 4-7. It can be found that both the eigenstrain and the residual stress
distribution predicted using different polynomial numbers are almost identical apart
from the region near the depth of 0.4 mm. This difference at the tail of the profiles is
due to the fact that the predicted eigenstrain profile has been forced to reach zero at
this depth in the modelling work. Compared with the choices of N=7 and 9, N = 8 has
been finally chosen for further analysis since it induced less abrupt changes in the results

when the eigenstrain approached zero.

In addition to the number of polynomials, the effect of the chosen depth of the
eigenstrain profile on the predicted results has also been investigated. A comparison
between the results using different eigenstrain depths of 0.35, 0.40 and 0.45 mm has
been carried out. The most appropriate polynomial number, N = 8, which had been
determined based on Figure 4-7, was used in this analysis. Relevant results are shown
in Figure 4-8. It can be seen that the predicted eigenstrain and residual stress
distributions based on the analysis using different eigenstrain depths are almost

identical within the depth range 0.00 - 0.35 mm, which suggests that the predicted
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results near the surface are almost independent of the chosen eigenstrain depth.
However, abrupt changes in the results are also seen when the eigenstrain is forced to
reach zero, which is similar to the situation shown in Figure 4-7. According to this
analysis, the actual eigenstrain depth has been approximated to be 0.40 mm, which

produces the smoothest eigenstrain and residual stress profiles.
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Figure 4-7: (a) Predicted eigenstrain distribution and (b) corresponding residual stress
distribution (o,,) in the TO plain bend bar sample based on the analysis using an

eigenstrain depth of 0.4 mm and varying number of Chebyshev polynomials.
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Figure 4-8: (a) Predicted eigenstrain distribution and (b) corresponding residual stress
distribution (o,,) in the TO plain bend bar sample based on the analysis using eight

Chebyshev polynomials and varying depth of the eigenstrain profile.

Based on the analysis above, the eigenstrain distribution predicted using N = 8 and a
depth of 0.40 mm was selected for the TO process. It has been shown that, providing
the selections are physically reasonable, the best-estimated eigenstrain profile is largely
independent of N and the assumed depth of the eigenstrain profile [49]. In order to avoid
abrupt changes in the predicted results (as shown in Figure 4-7 and Figure 4-8), the tail
of the eigenstrain profile (predicted using N = 8 and an eigenstrain depth of 0. 40 mm)
was optimised to achieve a smooth transition to zero. This optimised profile is shown in

Figure 4-9(a) and is incorporated into the plain bend bar model. The resultant modelling
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results of the residual stress distribution in the TO plain bend bar sample are presented
in Figure 4-9(b), which shows a successful incorporation of the shot peening induced
residual stress into the FE model. It is also noteworthy that only o,, was used in the
inverse eigenstrain method to determine the eigenstrain profile, however, o,, was also
simulated well; this further validates the present model and the applicability of the
eigenstrain approach. In addition to o, and g, all the other residual stress components
can be conveniently obtained from the FE results as well, which is a significant advantage

of the present approach.

0.0025 - —— Eigenstrain, a:f"", TO

0.0020 -
k=
£ 000154
w
c
)
2
W 0.0010

0.0005

0.0000 L L T T 1 — T

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
@) Depth from the surface, z (mm)
200
1004 = o, T0,as-peened, Exp T-~ —
04 o o, TO, as-peened, Exp N

= c,., 10, as-peened, FE
% -1004 | - 5, T0, as-peened, FE
% -200-
7]
o
™ -3004
E
2 -400
2
o -500+

-600

-700 T T T T T T T T T

0.0 0.1 0.2 0.3 0.4 0.5
(b) Depth from the surface, z (mm)

Figure 4-9: (a) the optimised eigenstrain distribution in the TO shot-peened plain bend
bar sample and (b) the resultant residual stress distribution predicted using the FE

model.
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Similarly, the residual stress distribution in the T1 plain bend bar condition has also
been reconstructed. Following the procedure discussed above for the TO process, the
eigenstrain depth has been estimated to be 0.2 mm and the most appropriate number
of Chebyshev polynomials has been determined to be N = 4. The best-estimated
eigenstrain profile and the modelled residual stress distribution are shown in Figure

4-10, which again shows a good agreement with experimental results.
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Figure 4-10: (a) the optimised eigenstrain distribution in the T1 shot-peened plain bend
bar sample and (b) the resultant residual stress distribution predicted using the FE

model.
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4.3.1.2 Application in the notched specimen

The residual stress distribution in the TO shot-peened 4.5x1.25 notched sample has also
been reconstructed using the inverse eigenstrain method. In the modelling work for the
notched sample, a cylindrical coordinate system was used in order to facilitate defining
the eigenstrain distribution around the notch. The transformation between the Cartesian
and cylindrical coordinate systems is illustrated in Figure 4-11. Eigenstrain components

eigen eigen

&g (tangential to the notch curvature) and &, (perpendicular to the notch curvature)

have been used as new principal eigenstrain components instead of £,,7°" and &,7°"

respectively. Another principal component in the transverse direction is still defined as

eigen

vy  (in the transverse direction). Considering the residual stress data presented in this

&
study for notched samples were collected at the notch root, for consistency with the
experimental data shown in Figure 4-3, the residual stress in the longitudinal direction

is still presented as o,

N
S
-
x

Figure 4-11: lllustration of the transformation between the Cartesian and cylindrical

coordinate systems.

As discussed previously, the eigenstrain distribution may be affected by the geometry
of the sample. This effect has to be properly accounted for in order to more accurately
model the residual stress field. Anoop et al. [183, 184] indicated that the same peening
condition would induce less surface stretching in convex geometries than in flat
geometries. In contrast, more stretching near the peened surface would be expected in
concave geometries, leading to a greater misfit layer and thus a greater compressive
residual stress, which is consistent with the results obtained in the present work as
shown in Figure 4-3. Hence, directly using the equi-biaxial eigenstrain distribution

eigen

(219%™ = £°19°™ 35 shown in Figure 4-12(a), &° = —Ze;iyge”) determined from the simple

t =&y
geometry may result in an inaccurate reconstruction of the residual stress field in
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complex geometries even though the same shot peening process was applied. This
hypothesis is confirmed by Figure 4-12(b), which shows a 25-30% underestimation of o,,
in the TO 4.5%1.25 notched sample by directly using the equi-biaxial eigenstrain profiles
determined from the TO plain sample. Other examples showing unsatisfactory modelling

results using similar assumptions can be found in [60, 61].

In the notched sample, since more stretching is expected to occur along the notch

curvature during the shot peening process, the assumption g,°" = &7 seems less

reasonable. So a more accurate simulation can be expected if £,9°" and &.7"

yy | €an be

predicted individually rather than simply assuming an equi-biaxial state (5" = s;;ge")

However, it is noted that the conventional inverse eigenstrain method is simply a 1-D

solution and evaluating two eigenstrain components simultaneously is non-trivial for the

eigen

least square analysis. In order to solve this problem, e,

in the notched sample has
been assumed to be identical to that in the plain bend bar sample subjected to the same

shot peening process, as shown in Figure 4-9 and Figure 4-10. It is anticipated that sﬁiyg‘m

is much less affected by the curved geometry than g;ige“. A detailed study of the stress
concentration in the y direction of the notched samples is beyond the scope of the
current study. For simplicity, no stress concentration feature in the transverse direction
of the notch is assumed in the current modelling work. Based on this assumption, the
problem was degraded to 1-D. Then the inverse eigenstrain approach was implemented

eigen eigen __ eigen

again to predict £59°". ££'9°" can be determined using the relation &; - (519 409

vy

considering volume conservation in plastic deformation. Although there may be some
stress concentration effect in the transverse direction, it is likely that the inverse
eigenstrain analysis used in the current modelling work will to some extent counter any
effect due to the relatively low stress concentration in the transverse direction. As can
be seen from the results presented in this study, the model predictions are at least
consistent with the experimental results of the test specimens analysed in the current

study.

Figure 4-12(c) shows the predicted biaxial eigenstrain profiles for the TO notched

eigen

specimen; 59" is ~1.58 times 5"

vy » demonstrating more stretching along the notch

curvature as expected. The subsequent residual stress modelling results are presented
in Figure 4-12(d), which shows a good correlation with experimental data. Following the
same modelling procedure, the residual stress field induced by the T1 shot peening
process was also reconstructed in the notched model. Consistent results between

e

modelling and experiments were obtained by assuming 9" = 1.155§;ge”, as shown in

Figure 4-13. The comparison between the TO and T1 conditions implies that the relation
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between ¢,9" and ¢,/ depends on the stress concentration level of the notched

geometry as well as the peening intensity. In order to build up a quantitative physical

correlation between ;" and ¢;,7", a detailed analysis of the interaction between shot

peening and the geometry of a range of practical peening applications is required.
However it is beyond the scope of the current analysis since the primary objective of the

current analysis is to predict the stress relaxation in the notched geometry considered

in the study.
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Figure 4-12: A comparison between two eigenstrain assumptions in the TO 4.5x1.25
notched sample: (a) the equi-biaxial eigenstrain profiles and (b) the reconstructed
residual stresses; (c) the predicted differing biaxial eigenstrain profiles and (d) the

reconstructed residual stresses.
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Figure 4-13: (a) The predicted biaxial eigenstrain profiles and (b) the reconstructed

residual stresses in the T1 4.5x1.25 notched sample.

4.3.2 Strain hardening modelling

Since the surface layer is usually strain hardened by the shot peening process, it is
necessary to incorporate these effects into the FE model in addition to the compressive
residual stress effects. Neglecting the strain hardening effects will potentially degrade
the accuracy of the simulated residual stress relaxation, thus reducing the accuracy of

the developed life assessment method, as discussed in Section 2.3.3.1.

EBSD local misorientation data were used to evaluate the plastic strain distribution

caused by shot peening, as detailed in [17]. This evaluation was based on a linear relation
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between the true plastic strain and the kernel average misorientation (KAM). This relation
was obtained by calibration based on uniaxial tension and compression tests
experiencing known strain hardening levels. Figure 4-14 shows the predicted true plastic
strain profiles caused by the TO and T1 shot peening processes respectively. This plastic
strain profile was incorporated into the FE model as an initial condition of the material
model before the loading step. As reviewed in Section 2.1.3.1, the EBSD technique was
chosen over the XRD FWHM and microhardness techniques due to the fact that more
data points were obtained by EBSD approach so the data was more averaged over the

larger number of data points and the confidence in the data was higher.

To predict the increased yield strength caused by strain hardening, the size of the yield
surface, ¢° (Equation 3-3), and backstresses, a; (Equation 3-4), at different depths were
modified according to the incorporated true plastic strain profile. It is noted that surface
stretching was assumed to be dominant during the peening process such that plasticity
reversal which potentially occurred between each single shot was omitted in this study.
Hence, plastic deformations occurring during the peening process have been simplified
as following the monotonic plastic strain-stress relation of FV448 (shown in Figure 3-11).
Similar assumptions have also been used in [73, 133] and have been validated to be

appropriate in different systems subjected to shot peening.
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Figure 4-14: Predicted true plastic strain distributions caused by the TO and T1 shot

peening processes [17].
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4.4 Modelling of residual stress relaxation

After incorporating the effects of the residual stress and strain hardening induced by
shot peening into the FE model, a load step was defined to simulate the experimental
fatigue load. Only one load cycle was simulated as cyclic mechanical properties were not
considered in the applied material model. As shown in Figure 4-15, good correlation
between the simulated and the experimental results was obtained in both directions (o,

and g,,) for the TO plain bend bar and 4.5x1.25 notched samples. This validates the

modelling techniques applied in the present study.
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Figure 4-15: Simulated relaxation of (a) o,, and (b) g,, in the TO plain bend bar sample,
(c) 04 and (d) o, in the TO 4.5x1.25 notched sample after 1 cycle at different load levels

in terms of Ac,,.

According to previous work [46, 102, 185], shot-peened components preferentially show
more notable residual stress relaxation in the direction parallel to the load (the
longitudinal direction) than in the direction perpendicular to the load (the transverse
direction) under uniaxial loading or reverse bending tests. In addition, it has also been
found that if a higher load was applied, more significant relaxation was normally

expected since greater local plastic deformation will lead to more reduction in the plastic
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misfit (i.e. the eigenstrain). In order to investigate the residual stress relaxation
behaviour in the current system, the quasi-static relaxation in both flat and 4.5x1.25

notched specimens has also been simulated at different load levels using the FE model.

The simulated results for the TO plain bend bar sample are shown in Figure 4-15(a) and
(b). As expected, the compressive residual stress relaxation in both directions becomes
more significant with increasing load. Nevertheless, o,, is much less relaxed than o),
and the depth of the compressive residual stress profile is extended, which seems
contradictory to the conclusions drawn by other researchers [102, 186]. In fact this is
not surprising in the 3- or 4-point bend case: the inhomogeneous plastic deformation
generated by the bending process itself develops a compressive residual stress layer
after unloading as a result of the constraint exerted by the elastically deformed material
beneath. This process compensates for any compressive residual stress relief occurring
in the loading (longitudinal) direction. This can be demonstrated by Figure 4-16, which
shows the simulated plastic strain distributions (e,,, and ¢,,, in the x and y directions
respectively) in the TO plain bend bar sample after one cycle under corresponding
loading levels. The plastic strain components were determined as a superposition of the
initial eigenstrain and the plastic deformation generated by external loads. It is noted
that the true plastic strain profile which has been incorporated into the FE model to
account for strain hardening effects was not considered here, since it was only defined
as an initial condition of the material model rather than as true deformation. In Figure
4-16, it can be seen that the depth of the misfit layer in the x direction is extended from
0.4 mm in the as-peened condition to greater than 1T mm at the highest strain range
level (Ae,, = 0.63%), which explains the extension in depth of the g,, profile as shown in
Figure 4-15(a). The stress relief of g,, can be attributed to the degraded incompatibility
between layers at different depth, compared with that in the as-peened condition. In the
y direction, the misfit layer gradually diminishes with increasing strain range levels,
finally resulting in a complete o,, relaxation at As,, = 0.63%. In addition, it can also be
seen that there is no clear difference between the plastic strain profiles in the as-peened
condition and those obtained under Ae,, = 0.35%, which is consistent with the lack of

stress relief at this strain range level as demonstrated in Figure 4-15(a) and (b).

The retention of compressive residual stresses in the loading direction has been found
to be more notable in the notched sample as shown in Figure 4-15(c) and (d); the a,,
profile even becomes more compressive at the highest load level (As,, = 0.81%). This
retention of compressive residual stress is thought to be as a result of the high constraint
exerted by the notched geometry. Similar results are also reported in [58, 133]. In order

to more explicitly explain this situation in terms of the mechanism, the simulated plastic
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strain distributions at the notch root (¢,,, and ¢,,, in the x and y directions respectively)
in the TO 4.5%1.25 sample after one cycle under the same strain ranges used in Figure
4-15(c) and (d) are shown in Figure 4-17. It can be seen that unlike in the plain bend bar
samples, the as-peened eigenstrain distributions in the notched samples are well
preserved when As,, < 0.69%, which is consistent with the lack of residual stress
relaxation as demonstrated in Figure 4-15(c) and (d). With continuously increasing Ae,,,
the as-peened eigenstrain effect in the x direction seems to be completely eliminated by
external loads at As,, = 0.81%. However, a deeper and greater misfit layer is generated
by the bending process itself, which accounts for the corresponding more compressive
residual stress shown in Figure 4-15(c). In the y direction, despite the fact that the misfit
strain is reduced with increasing strain range levels, the effect of the as-peened condition
is always maintained, which is sufficient to ensure a compressive residual stress layer.
Hence, it is postulated that the constraint of the notch geometry is more beneficial than

the un-notched geometry in maintaining the benefit of shot peening during fatigue

loading.
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Figure 4-16: Simulated plastic strain evolution in the (a) longitudinal direction (g,,,) and
(b) in the transverse direction (g,,,) in the TO plain bend bar sample after 1 cycle at

different load levels (Ae,, = 0.35%, 0.42%, 0.55% and 0.63%).
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different load levels (A¢,, = 0.55%, 0.61%, 0.69% and 0.81%).

4.5 Sensitivity analysis

Although the quasi-static residual stress relaxation can be reasonably predicted using
the developed FE model, the prediction is highly dependent on the input data (i.e. the
initial residual stress and strain hardening profiles) of the model. Errors in these
experimentally determined input data are always inevitable, so a sensitivity analysis
investigating how the accuracy of the input data affects the prediction was carried out.
In this analysis, three varying eigenstrain and initial true plastic strain profiles were
defined as shown in Table 4-2. The profiles with label b are the baseline profiles which
have been used in the preceding analysis. The profiles with labels a and c represent the
experimental error range presented in Figure 4-3. The parametric analysis matrix is
shown in Table 4-3, which aims to assess the relative importance of scatter in the initial
residual stresses and strain hardening values for the model. Analogous with the
preceding modelling work, the plain bend bar and notched models with varying
eigenstrain and initial true plastic strain profiles were loaded for 1 cycle. Then the
simulated relaxed residual stresses based on these different initial starting points were
compared. The results using the plain bend bar models are shown in Figure 4-18; only
the a,, components are plotted for conciseness. The results for the notched models are
omitted for brevity since very similar trends with the plain bend bar models were

obtained.

From Figure 4-18(a) and (c), it can be seen that the variation of the initial residual stress
definition results in different stress distributions after 1 loading cycle. The difference
caused by differing initial residual stress conditions can be as much as 100 MPa when

Ae,, = 0.42%; however, this difference decreases to 50 MPa when the load level is
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increased to give A¢,, = 0.55%. Hence it can be concluded that the predicted residual
stress relaxation is sensitive to the accuracy of the initial residual stress profile but this
sensitivity tends to be less significant at high load levels when the effects caused by

external loads are more dominant.

Table 4-2: Definition of the eigenstrain and the initial true plastic strain profile used for

the sensitivity analysis.

Label a b c
Eigenstrain profile |Baseline + 10% Baseline profile Baseline - 10%
True_ plastic strain Baseline + 17% Baseline profile Baseline - 17%
profile
Table 4-3: Matrix of the sensitivity analysis
True plastic strain profile
a b c
a N/A ab N/A
Eige_nstrain b ba bb be
profile
c N/A cb N/A

In contrast, the effect of the scatter in the initial strain hardening profile is much less
notable, according to Figure 4-18(b) and (d). As discussed in Section 4.3.2, strain
hardening affects local material properties mainly by modifying the yield surface (¢°)
and the backstresses (a) in terms of the equivalent plastic strain (¢?!) as described by
Equation 3-3 and 3-4. In the current case, in the area near the surface (depth < 0.1 mm)
where the strain hardening effects are significant (0.02 < &?! < 0.25), a 17% variation of
the baseline strain hardening profile only results in a difference < 1.5% and < 6% in local
a? and a respectively, which is insufficient to cause a significant change in the model

response especially when the external load level is relatively low.

In life assessment methods, consideration of residual stress relaxation is necessary. As
a result of this, this sensitivity analysis will be extended to study the effects of the

accuracy of the predicted residual stress relaxation on total life predictions in Section
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5.6.4. According to the results presented in Figure 4-18, most experimental data
(especially those near the peened surface) are just within the range defined by this

sensitivity analysis, which makes the extended study more meaningful.
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Figure 4-18: Sensitivity analysis results for the TO plain sample; the effects of the initial

(@) (c) residual stress and (b) (d) strain hardening profiles when Ag,,, = 0.42% and 0.55%.

4.6 Conclusion

In this chapter, an eigenstrain-based FE approach has been developed to predict the
quasi-static residual stress relaxation in safety-critical shot-peened regions, taking the
example of a stress-concentrating notch. The application of the conventional inverse
eigenstrain method has been extended to the notched geometry. In this FE approach,
the effects of strain hardening have also been accounted for by modifying the yield
strength at different depths. In spite of the fact that more modelling work may be
required to simulate the interaction between shot peening effects and external loads in
a range of notched geometries, the FE approach developed in the current study has been
demonstrated to be both accurate and efficient in evaluating the stress/strain status in
safety-critical regions during fatigue loading. This will be particularly helpful in
developing the fatigue life prediction of shot-peened components.
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In addition, according to the modelling results, the misfit strain profile caused by shot
peening has been found to be more stable and less affected by external loads in the
notched sample than in the plain bar sample under bending. Consequently, the notched
geometry is more effective in the retention of compressive residual stresses than the un-
notched geometry during fatigue loading. This is postulated to result in a greater benefit

of shot peening in enhancing the fatigue resistance of a component.

According to the sensitivity analysis presented here, the predicted residual stress
relaxation using the developed model is more sensitive to the initial residual stress
profile than to the initial strain hardening profile. So ensuring a good accuracy of the
residual stress measurement in the as-peened condition is necessary. This sensitivity
tends to be less significant at high loading levels when the effects of external loads

dominate.
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5 Fatigue life prediction using total life

approaches

5.1 Introduction

This chapter aims to develop an approach which is capable of accurately predicting the
LCF behaviour of shot-peened notch geometries, using both the Smith-Watson-Topper
(SWT) and Fatemi-Socie (FS) critical plane criteria. As a comparison, the prediction was
also carried out for the plain bend bar samples. The novelty of this work mainly lies in
the incorporation of the effects of residual stresses and strain hardening induced by shot
peening into the application of critical plane criteria in the LCF regime. To realise this,
the complex interaction between the shot peening induced effects, external loads, their
corresponding stress/strain distributions and possible concomitant residual stress
relaxation during service has been investigated using the FE modelling approach
introduced in Chapter 4. The application of this approach has also been extended to
different notched geometries in the present study. The stress/strain terms required by
the critical plane criteria have been evaluated using the modelling results, allowing for
the effects of shot peening. In addition, a critical distance method has been applied to
improve the accuracy of the life prediction and the effects of surface roughness were
discussed. A sensitivity analysis was also carried out to investigate how the FE modelling
results affected the accuracy of the life prediction. This chapter is largely based on the

following paper:

You, C., Achintha, M., Soady, K., & Reed, P. (2017). Low cycle fatigue life prediction in
shot-peened components of different geometries - Part Il: life prediction. Fatigue and

Fracture of Engineering Materials and Structures, 40(5), 749-760.

5.2 Experimental techniques and results

Since the maximum service temperature in LP turbines is 250°C which is outside the
creep regime for FV448, the temperature was thought to have no significant effect on
fatigue life. Hence, all fatigue tests were carried out at room temperature with a
sinusoidal waveform and a frequency of 20 Hz using a servo hydraulic Instron 8502.
This work was carried out by Soady et al [166] and He et al. [77, 82]. The plain bend bar
and notched specimens were loaded under 4- and 3-point bend respectively with a load
ratio R, = 0.1 and a loading span s = 15 mm as shown in Figure 3-13. 4-point bend
loading is believed to generate more reliable fatigue life results for the plain bend bar
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specimen, because it ensures the most uniform stress distribution in the surface region
between the two inner rollers, exposing a large volume of material to the maximum
stress. In the notched specimen, stress concentration usually plays a more important
role in fatigue life and 3-point bend is sufficient to ensure the maximum stress occurs
at the notch root. The true longitudinal strain range, As,,, experienced in the centre at
the notch root (or in the centre of the top surface in the plain sample) was estimated
using the FE model introduced in Chapter 4, allowing for both effects of compressive

residual stresses and strain hardening induced by shot peening.

The strain-life (Ae,, — Nf) plots for the plain sample with different surface treatments are
presented in Figure 5-1(a); grinding, TO shot peening and TO shot peening + grinding.
The grinding treatment after shot peening (TO shot peening + grinding) was used to
remove the significant lips (as shown in Figure 5-2) in the edge region of the shot-peened
sample which developed due to the large shear deformation occurring during the
peening process. These edge lips were found to increase the propensity for fatigue
initiation from the edges of the plain sample, resulting in corner crack initiation. The
comparison between the ground and TO shot-peened samples indicates that shot
peening is beneficial in improving fatigue life but this benefit becomes less evident with
increasing Ae,,. By grinding off the edge lips generated by shot peening, the benefit of
shot peening becomes even more notable, especially in the HCF regime where crack

initiation dominates the total life.

Figure 5-1(a) also presents the fatigue life of the 4.5 x 1.25 notched sample. Three
surface treatments have been considered: grinding, T1 and TO shot peening. It can be
seen that the TO process increases the fatigue life of the 4.5 x 1.25 notched sample at
all Ag,, levels, including the highest range A¢,, = 0.81%. In contrast, the T1 process gives
no clear benefit in life improvement when Aeg,, > 0.65%. Figure 5-1(b) further compares
the total fatigue life of the TO shot-peened specimens with varying notch geometries (as
defined in Table 3-9) in terms of A¢,,, showing that wider notches appear to have a lower
fatigue life. It is noted that the effect of the edge lips was found to be much less
significant in the notched sample than in the plain sample. Crack initiation was observed
at the notch root in all the notched specimens under investigation regardless of the

specific notch geometry.
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Figure 5-1: Strain-life comparison (a) between the plain bend bar and notched (4.5 x
1.25) samples with different surface conditions, and (b) between TO shot-peened
notched samples with different notch geometries (fatigue life data reported in [77, 166]
and have here been re-plotted using the FE model incorporating shot peening effects on

the locally experienced Ae,,.
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Figure 5-2: Shot peening lips, illustrating shear deformation in the edge region in the (a)
ground and (b) TO shot-peened condition [165].

5.3 Fatigue criteria

According to Figure 5-1, the actual local strain range (A¢,,) cannot uniquely characterise
the fatigue life data for conditions with different surface treatments and geometries,
even when the effects of compressive residual stresses and strain hardening are taken
into account. This is thought to be a result of the mean stress level or the stress/strain
ratios within the surface layer during fatigue loading being changed by shot peening,
compared with the un-peened condition [57, 151]. Consequently, in order to predict the
fatigue life of shot-peened components using total life approaches, a damage parameter
applying to situations with varying loading amplitudes and mean stress levels should be
selected instead of simply using the local strain range. According to the review detailed
in Sections 2.3.1 and 2.3.3.2, critical plane approaches seem most robust since they
reflect the physical nature of fatigue damage, especially the Smith-Watson-Topper (SWT)
and the Fatemi-Socie (FS) approaches which are stress-strain-based. Hence, both the SWT
and the FS damage parameters have been selected in the present study to account for

shot peening effects in the application of total life approaches.

5.3.1 The Smith-Watson-Topper (SWT) criterion

Smith et al. [115] proposed a damage parameter governing the uniaxial fatigue of
metals. It was then extended by Socie [121] to a critical plane multiaxial fatigue criterion,
as defined by Equation 5-1, where g, .., and Ag, are the maximum stress and the strain
range perpendicular to the critical plane during one cycle; the critical plane is defined as
the one with the maximum damage accumulation. The SWT parameter can be related to

fatigue life using Equation 5-2, where E is the Young’s modulus and b, 4, o, and g are
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material constants. By combining these constants, a general format is obtained as shown
by Equation 5-3, where A;,4,,a; and a, are also material constants and can be
determined by calibration tests. This criterion is most suitable for Mode | cracks which

are developed by high tensile stresses.

SWT = =0, maxAey (5-1)
2

1 o 2b L b+d

> Onmaxlen = % (2N;)™ + ofef(2Ny) (5-2)

= nmaxBen = ANS™ + AN, (5-3)

5.3.2 The Fatemi-Socie (FS) criterion

For Mode Il cracks growing on planes with high shear stress. Fatemi and Socie [122]
suggested a damage parameter which was expressed as a function of the maximum
shear strain range, Ay,,.., and the maximum normal stress acting on the maximum shear
strain plane over one cycle, 0,,,,qx, as shown by Equation 5-4, where g, is the material
monotonic yield strength and k is a material constant. The value of k can be determined
by fitting uniaxial fatigue data to torsion fatigue data. In the present study, kK = 1 has
been used as a rough estimation due to the lack of relevant experimental data, as
suggested in [123, 187]. The FS parameter can be related to fatigue life using a general

format similar to Equation 5-3, as described by Equation 5-5.

FS = AYmax (1 +k Un,max) (5_4)

2 ay

AVmax n, —
2 (1 + k n:;ax) - Aleal + Aszaz (5'5)

5.4 Life prediction procedures

Using the eigenstrain-based modelling approach that has been developed by the authors
to incorporate the compressive residual stress and strain hardening effects caused by
shot peening (Chapter 4), the residual stress distributions in the shot-peened plain and
notched (4.5 x 1.25) samples were first reconstructed and relevant modelling results are
shown in Figure 5-3(a). All the presented residual stress profiles have been validated

with experimental data (see Figure 4-9, Figure 4-10, Figure 4-12 and Figure 4-13).

Then, the validated modelling approach was extended to different notched geometries
(as presented in Table 3-9) treated with the TO shot peening process: The modelled

residual stress distributions are shown in Figure 5-3(b). In the modelling work, the
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eigenstrain component tangential to the notch curvature, 9", was evaluated using an

eigen

assumption described by Equation 5-6, where ¢,

is the eigenstrain component in the
transverse direction and c is the ratio between the eigenstrains in the longitudinal
direction and the transverse direction; details of this analysis are presented in Section
4.3.1.2. The value of t was numerically determined to be 1.58 for the 4.5 x 1.25 notched
geometry in the TO condition, being consistent with the K, value of this notched sample.
The corresponding value of other notched geometries, 4.5 x 3, 10.5 x 1.25 and 10.5 x
3, were numerically determined to be 1.48, 1.27 and 1.21 respectively. Although this
empirical method may need further validation, as can be seen from the results presented
in this study, the model predictions are at least consistent with the experimental results
of the test specimens analysed in the current study. The third eigenstrain component,
9" ‘which is perpendicular to the notch curvature, was calculated using Equation 5-7,

considering volume conservation in plastic deformation.

g9 =t eI (5-6)
Siigen=_(€;igen+€;;'}gen) (5_7)

In addition to the residual stress effects, the strain hardening effects were also
accounted for in the developed model by increasing the local material yield strength

based on EBSD measurements, as introduced in in Section 4.3.2.

This modelling approach has been validated by showing a satisfactory prediction of the
stress/strain evolution during fatigue loading, as demonstrated in Section 4.4. This is
helpful to the application of fatigue criteria in assessing fatigue life by determining the

required stress/strain terms allowing for shot peening effects.

To simulate the fatigue behaviour, the varying load levels which were applied to obtain
the fatigue life data presented in Figure 5-1 were modelled, using the FE model with
corresponding appropriate geometric features (as shown in Figure 5-4) and shot peening
effects. In the present system, since all the cracks were observed to initiate from the
surface [77], the surface stress and strain data during the first cycle were extracted from
the modelling results based on corresponding geometric features and shot peening
effects. A plane was defined in terms of ¢, the angle measured counter-clockwise from
the x axis of the specimen (i.e. the longitudinal direction) to the normal vector on an
inclined plane. The normal stress, normal strain and shear strain on the plane were
calculated using the extracted modelling results, according to Equations 5-8 - 5-10
respectively. To determine the critical plane, planes were checked at all angles between

—90° < ¢ < 90° with an interval of 1°. Then the SWT and FS parameters representing each
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life data points shown in Figure 5-1 were calculated based on the determined critical

plane.
Oxx+0- Oyxx—0- .
Op =¥+%c052<p+rw sin 2¢ (5-8)
& +& & —& .
&n :%+¥c052<p+y’;—ysm2(p (5-9)
Y = —sin2¢ (g4 —eyy) + Yy COS 2¢0 (5-10)
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Figure 5-3: Modelled residual stress distributions (a) in the TO & T1 shot-peened plain
bend bar and notched (4.5 x 1.25) samples and (b) in the TO shot-peened notched

samples with different notch geometries.
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Figure 5-4: FE models for different notch geometries defined in Table 3-9: (a) 4.5 x 1.25
mm, (b) 4.5 x 3 mm, (c) 10.5 x 1.25 mm and (d) 10.5 x 3 mm.

The calibration curves were determined based on Equations 5-3 and 5-5, which are
generally suggested to be fitted to the fatigue life data of simple smooth specimens
under uniaxial loading (i.e. the calibration data) [115, 122]. But due to the lack of
relevant data in the present study, the bending fatigue life of ground samples were
regarded as the calibration data instead. The SWT and FS parameters for the ground
sample at different load levels were evaluated at the sample surface using the FE model
without shot peening effects. Surface modifications (i.e. roughness, residual stresses
and strain hardening) introduced by grinding were neglected in the modelling work since
it was found that their effects were limited in the LCF regime in the present system [82,
166].

The obtained calibration curves for the SWT and the FS criteria are shown in Figure 5-5
(@) and (b) respectively. It is noted that this fitting work was carried out for the plain
bend bar and notched samples separately due to their different crack nucleation and

growth mechanisms as explained in Section 5.2. Although the critical plane criteria are
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typically used to predict the crack initiation and early propagation life, the total fatigue
life data were directly used to simplify the life prediction process. This simplification was
thought to have little influence on the accuracy of the predicted results, because the
crack initiation and early propagation process took at least ~ 70% - 80% of the total life
in the current case (relevant experimental evidence will be provided in Chapters 6 and
7).
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Figure 5-5: Fitted results based on the fatigue life of ground samples for the (a) SWT and

(b) FS criteria using the surface stress/strain data.

In the next step, the reference curves (Figure 5-5) fitted for the two criteria were used to
correct for shot peening effects; the fatigue life of shot-peened samples were expected

to collapse onto the life-plot for ground samples if the fatigue life data were plotted in
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terms of the appropriate damage parameter (SWT or FS). The value of the damage
parameter at the surface of shot-peened samples was directly determined using the
developed FE model incorporating shot peening effects. Finally, based on the reference

curves, the fatigue life of the shot-peened samples was predicted.

It has been suggested by some references [129] that using the stabilised stress/strain
state can lead to a more accurate life prediction. However, the FE approach applied in
the present study is only capable of predicting the stress/strain evolution during the
quasi-static loading stage (the first cycle) without considering the cyclic behaviour, as
explained in Chapter 4. This simplification was assumed to have negligible influence on
the accuracy of life prediction for the notched sample, because the experimental
observation suggested that residual stress relaxation at the notch root only occurred
during the first cycle owing to the high constraints exerted by the notch geometry with
no further logarithmic relaxation though life (see Figure 4-5). As for the plain bend bar
sample, although there was no direct experimental validation on how the residual stress
relaxed beyond the first cycle, based on the notched results in the light of the material
cyclic behaviour, it is reasonable to assume that the relaxation is most significant during
the quasi-static loading stage [74, 86] such that the applied simplification was used as

an appropriate approximation.

5.5 Life prediction results

The predicted critical planes using the SWT and FS criteria for the TO shot-peened 4.5 x
1.25 notched specimen when Ag,, = 0.69% are shown in Figure 5-6. The critical planes
obtained using the two criteria differ significantly; ¢ = 0° and +45 for the SWT and FS
critical planes (i.e. the crack orientation) respectively. Similar results were obtained for
other conditions with different geometries, peening intensities and load levels, so they

are not presented here for brevity.

Despite the evident difference in the predicted critical plane, the predicted fatigue life
data using the two criteria are similar, as shown in Figure 5-7 and Figure 5-8 respectively,
and compared with corresponding experimental results. Regarding the plain bend bar
sample, the predicted results are more consistent with the condition without edge lips
(TO shot peening + grinding); most predicted data fall within the factor of two error band.
In contrast, in the condition with retained edge lips (T0), although the fatigue life data
for less than 10° cycles were still accurately predicted, the life data between 10% and 10°
cycles were significantly overestimated. As for the notched sample, both criteria have

resulted in an acceptable prediction for specimens with different conditions (different
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peening intensities and notch geometries) where most predicted data points are located

within the factor of three error band.
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Figure 5-6: The predicted critical planes using the SWT and FS criteria.

5.6 Discussion

By utilising an FE modelling technique, the local effects of surface strain hardening and
residual stresses caused by shot peening have been fully accounted for in the life
prediction process. The stress and strain state at safety critical regions during fatigue
loading were directly predicted using the FE model. This approach is believed to be more
accurate than the simple stress superposition method applied by many researchers [85,
125, 126, 144, 188] because it ensures global stress equilibrium, strain compatibility
and also matches the boundary conditions. Its advantages are more evident in the
application to notched specimens where the stress concentration feature makes the local

stress/strain state even more complex.

5.6.1 Improvement of the life prediction using a critical distance approach

The results shown in Figure 5-7 and Figure 5-8 were obtained simply using the surface
stress/strain data. Nevertheless, for shot-peened samples, the compressive residual
stress profile with a typical ‘hook’ shape may result in a high gradient of the stress
distribution beneath the surface when external loads are applied. Furthermore, strain
hardening may also influence the subsurface stress/strain distribution during fatigue
loading due to the changed local yield stress. These effects may significantly affect the

total fatigue life by influencing the crack growth behaviour [82]. Hence, the life
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prediction results might be improved if the stress/strain state within a layer near the

surface was taken into account, rather than simply using the surface stress/strain data.
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Figure 5-8: Life prediction using the surface FS parameter for the (a) plain bend bar and

(b) notched samples.

Figure 5-9(a) shows the comparison between the mean stress level in the TO shot-peened
(solid lines) and un-peened (dashed lines) 4.5 x 1.25 notched samples when As,, =
0.69%, which were determined using the FE model with and without shot peening effects
respectively. The mean stress profile was calculated by averaging the maximum and
minimum stress profiles within one cycle. In Figure 5-9(a), it is evident that the mean
stress level in the un-peened sample is significantly reduced within a depth of 0.35 mm
by the TO process. Beyond this depth, no clear effects of shot peening can be observed.
In contrast, T1 shot peening influences a much shallower depth (0.15 mm), as shown in
Figure 5-9(b).
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To better quantify the reduced mean stress, the degree of this reduction is defined using
Equation 5-11, where g, 5p and g, yp are the mean stress level in the peened and un-
peened conditions respectively. This work has been carried out for different Ae,, levels,
as shown in Figure 5-10. It can be seen that the reduction of the mean stress is confined
to within a depth of 0.35 and 0.15 mm in the TO and T1 conditions respectively (similar
to the depth of the compressive residual stress profile shown in Figure 5-3), which is
independent of the As,, level. However, the degree of the mean stress reduction
becomes less evident with increasing Ae,, levels. Similar trends have been obtained for
the plain bend bar samples but are not presented here for brevity. This trend is
consistent with that shown in Figure 5-1(a); the benefits of shot peening in improving
fatigue life is usually less significant at higher load levels with higher Ae,,. Hence, in
order to improve the accuracy of the life prediction, the reduced mean stress level within
a layer near the shot-peened surface needs be taken into account.

Reduced mean stress (%) = J’"-‘Zp_w x 100% (5-11)
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Figure 5-9: Demonstration of the reduction in the mean stress level resulting from the
(@) TO and (b) T1 shot peening through a comparison between the un-peened (UP) and
shot-peened conditions regarding the maximum, minimum and mean stress

distributions during cyclic loading (As,, = 0.69%) in the 4.5 x 1.25 notched sample.
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Figure 5-10: The degree of the reduction in the mean stress level by the (a) TO and (b)

T1 shot peening in the 4.5 x 1.25 notched sample at different Ae,, levels.

To account for the mean stress effects associated with local stress/strain gradients
within the shot peening affected layer, a critical distance approach [140] has been
applied in the present study. In this approach, to calculate an engineering quantity
representative of the real damage accumulated in the fatigue process zone, the
stress/strain close to the stress concentration apex has to be averaged over a certain
distance. Beyond this distance, the stress state has little influence on the crack initiation
and early propagation behaviour. Although it is still an open issue about how to best
estimate this distance, the concept of averaging is thought to be useful to deal with
conditions with stress/strain gradients [124]. Referring to the definition of critical
distances, the SWT and FS parameters were averaged over a depth of L = 0.35 mm and
0.15 mm for the TO and T1 conditions respectively, as described by Equation 5-12. This
depth, indicating the range of shot peening effects, was determined according to the
compressive residual stress profiles shown in Figure 5-3.

_ fOL SWT(z) dz

fL FS(z)dz
SWTavg = . =0 -

| FSpg = 2 (5-12)

Figure 5-11 and Figure 5-12 show the life prediction results using the averaged damage
parameters SWT,,, and FS,,, instead of the surface parameters SWT and FS. Compared
with the results shown in Figure 5-7 and Figure 5-8, the application of the defined critical
distance has effectively improved the accuracy of the life prediction, especially for the
notched samples; most results are now located within the factor of two error band. On
the other hand, the data points between 10> and 10° cycles for the plain bend bar sample
with edge lips are still overestimated by 10 - 20 and 3 - 5 times using the averaged SWT
and FS parameters respectively, although an improvement has been achieved compared

with the results shown in Figure 5-7 and Figure 5-8.
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Figure 5-11: Life prediction using the averaged SWT parameter for the (a) plain bend bar

and (b) notched samples.
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Figure 5-12: Life prediction using the averaged FS parameter for the (@) plain bend bar

and (b) notched samples.

5.6.2 The effects of initial defects

In shot-peened plain bend bar samples, crack initiation was always observed at the
corner where edge lips existed (as shown in Figure 5-2). These edge lips acted as stress
concentration raisers which significantly accelerated the crack initiation life. This effect
tended to be more significant for longer fatigue lives under low load levels, where crack
initiation was more dominant determining in total life. However, the detrimental effect
of edge lips was not considered in the life prediction process applied in the present

study. Hence, the fatigue life data of the shot-peened plain bend bar samples have been
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significantly overestimated when N, is between 10° and 10° cycles, as shown in Figure
5-7(a), Figure 5-8(a), Figure 5-11(a) and Figure 5-12(a). By removing these edge lips by
further grinding (i.e. the data points labelled as “Plain_TO + ground”), this detrimental
effect was significantly reduced, which made the experimental and predicted life data

more consistent.

In contrast, centre crack initiation dominated in shot-peened notched samples. The edge
lips were therefore found to have much less effect on the fatigue life of notched samples.
The difference in crack initiation sites between the shot-peened plain bend bar and
notched samples can be explained by consideration of the FE-predicted tensile stress
distribution across the sample from the centre (y = 0 mm) to the edge (y = 4 mm) when
they are loaded beyond the elastic limit, as shown in Figure 5-13. The a,, in the plain
bend bar sample is more evenly distributed than in the notched sample, which means
that defects at the edges of the plain bend bar sample are more likely to promote crack
initiation compared with the notched sample. Hence, in any practical application,
consideration must be given to removing any shear lips resulting from the peening

process when there is no other geometric stress concentration in the treated area.
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Figure 5-13: Comparison of tensile stress (a,,) distribution under maximum load in the
4.5 x 1.25 notched sample tested at g,,,, = 1034 MPa with that in the plain bend bar

sample tested at the same maximum g,,.

In addition to the edge lips, shot peening may increase surface roughness or introduce
some surface microcracks due to a high peening intensity. The increased surface
roughness may accelerate crack nucleation when cracks initiate from the surface and the

microcracks can potentially propagate during fatigue loading (as reviewed in Section
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2.2.1). These detrimental effects were not considered in the life prediction process in
the present study. This was because the benefit of shot peening resulting from
compressive residual stresses and strain hardening dominated in most cases, where the
surface compressive residual stress could counteract the stress concentration effect of
the roughened surface and the microcracks were sometimes arrested [90, 91] or grew
very slowly in the shot peening affected layer [78, 89, 90]. This has been validated to be
the case for the shot-peened 4.5 x 1.25 notched sample under investigation [77, 82].
However, in conditions where an excessive peening intensity is applied [20] or
compressive residual stresses relax rapidly (i.e. where high stresses are applied to a
region of low constraint), a more advanced life assessment approach considering the
detrimental effects of the imperfect surface should be applied instead, otherwise the

fatigue life would be overestimated.

5.6.3 Comparison between the SWT and FS critical plane criteria

For the shot-peened notched samples under investigation, both the SWT and FS criteria

have generated satisfactory life prediction results. However, the predicted crack
orientations are quite different between the two criteria; ¢ = 0° and +45  using the SWT

and FS criteria respectively. This discrepancy is not unexpected and often exists in the
application of critical plane models [189, 190], mainly due to the different mechanisms
assumed between different critical plane criteria. In order to ensure good accuracy of
the life prediction, it has been suggested that the applied critical plane criterion should
be chosen according to the specific cracking mode. However, this is can be difficult to

define due to the complexity of the cracking mechanism.

It is widely accepted that cracks usually nucleate along slip bands caused by irreversible
shear deformation regardless of the external loading type [122]. Therefore, it is believed
that the crack nucleation process is predominantly controlled by the maximum shear
strain [191]. However, during the early crack propagation stage, the cracking mode
usually depends on both the material type and external loads [122]. Some materials
display shear cracking and some materials exhibit tensile cracking. Other materials
display a mixed cracking behaviour; the actual cracking mode depends on the stress
state [190, 192]. Generally, a tensile cracking mode tends to be more dominant in brittle
materials with high hardness while a shear cracking mode usually plays a more important
role in ductile materials. In shot-peened specimens, the residual stress field results in a
multiaxial stress state in the surface layer. In addition, the hardness of the material
within the strain-hardened layer is typically significantly increased such that the material
becomes more brittle. Consequently, the cracking mode tends to be more complex in

shot-peened components than in smooth ones. In such conditions, simply using a single
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fatigue criterion apparently cannot describe all the possible situations, which may result

in an unsatisfactory prediction of the crack orientation.

In addition to the materials and the stress state, the cracking behaviour also depends on
the microstructure of the material. It has been observed that cracks prefer to initiate
from internal defects such as inclusions and microvoids [82, 145], or surface defects
introduced by shot peening as discussed in Section 5.6.2. However, most critical plane
criteria assume that the material is defect-free. In most applications, the stress and strain
terms required by the applied fatigue criteria were calculated without considering the
effects of these micro defects, such that the complex stress state near these defects
cannot be captured. Therefore, the cracking mode may be incorrectly predicted when it

is more microstructure dependent, especially in the early crack propagation stage.

Despite many difficulties in accurately predicting the cracking mode in different systems,
the critical plane criteria have been demonstrated to be relatively robust in predicting
the fatigue life. This is supported by others’ work [189, 190] and the results obtained in
the present study. In the present case, the relation between SWT,, and FS,, is shown in
Figure 5-14, which demonstrates an approximately proportional relation between the
two damage parameters obtained for all the investigated notched samples. This
indicates that the predicted damage accumulation trends during fatigue loading using
the SWT and FS criteria are similar despite their different definitions of the damage
parameter, which is consistent with the conclusion made by Jiang et al. [190]. Therefore,
in conditions where microstructural defects do not significantly accelerate crack
initiation and early propagation, acceptable life prediction results can be expected using
either criteria as long as the macroscopic stress/strain evolutions at critical regions
during fatigue loading are accurately predicted to make sure that the overall damage

accumulation in the specimen is reasonably determined.

5.6.4 Sensitivity analysis

Although the SWT and FS critical plane criteria seem to work well in the current system,
a sensitivity analysis is necessary to assess the influence of the FE modelling results on
the accuracy of life predictions. This analysis is an extension of a previous sensitivity
analysis presented in Section 4.5, which investigated how the accuracy of the input data
of the FE model (i.e. the initial residual stress and strain hardening profiles) affected the
prediction of residual stress relaxation. In the present study, the parametric analysis
matrix was the same as the one used in Section 4.5 (see Table 4-3), which was composed

of varying eigenstrain and initial true plastic strain profiles labelled as a, b and c (see
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Table 4-2); the profiles with label b were the baseline profiles and the ones labelled as a

and c reflected the experimental error range reported in [17].
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Figure 5-14: Relation between the averaged SWT and FS parameters.

The FE models with varying eigenstrain and initial true plastic strain profiles were used
to predict the fatigue life of the TO shot-peened 4.5 x 1.25 notched specimen at two
differing load levels (Ae,, = 0.69% and 0.81%), following the life prediction procedure
outlined in Section 5.4. The results for the SWT criterion are shown in Figure 5-15; the
results for the FS criteria are omitted since very similar results as the SWT criterion were
obtained. From Figure 5-15(a), it can be seen that there is no clear effect of the variation
in the initial strain hardening profiles, which is consistent with the sensitivity analysis of
residual stress relaxation as detailed in Section 4.5. In Figure 5-15(b), although varying
initial residual stress profiles result in some variation in the predicted fatigue life, all the
predicted life points are still within the factor of two error band. Hence, an overall
conclusion can be made that the accuracy of the developed life prediction approach is
more sensitive to the initial residual stresses than to the initial plastic strain. However
this analysis also shows that a typical experimental error range is unlikely to result in an

unacceptable difference in the final life prediction results via this methodology.
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Figure 5-15: The results of the sensitivity analysis for the SWT criteria; the effects of

varying (a) strain hardening and (b) initial residual stress profiles on the accuracy of life

predictions.

5.7 Conclusion

In this chapter, the Smith-Watson-Topper (SWT) and Fatemi-Socie (FS) critical plane

criteria have been applied to predict the total fatigue life of the shot-peened components

with varying geometries. The main conclusions are summarised:

By allowing for the effects of shot peening on local stress-strain evolution in
terms of compressive residual stresses and strain hardening, the SWT and FS
criteria have been demonstrated to accurately predict the LCF life of shot-peened
specimens (especially those with stress concentration features). The stress/strain
status during fatigue loading in shot-peened specimens can be effectively
evaluated using an FE modelling approach.

Shot peening effectively reduces the mean stress level within a surface layer
during fatigue loading. The degree of this reduction becomes less significant at
high load levels, giving reduced benefit from shot peening in terms of improving
fatigue life. In this case, the principal benefit of shot peening can be linked to
effective reductions in mean stress level. Application of the critical distance
method to account for the stress/strain gradients near the surface can further
improve the life prediction results using the SWT and FS criteria.

Surface defects introduced by shot peening may significantly reduce the crack
initiation time. In such situations, their detrimental effects need to be accounted
for in the lifing procedure. Otherwise the fatigue life may be inappropriately

overestimated.
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The crack orientation is more difficult to accurately predict than overall fatigue
life. This is mainly ascribed to the inconsistency between the theoretical
assumption of the critical plane and the complexity in the real cracking
mechanism. Nevertheless, the predicted crack orientation seems not to play a
decisive role in the accuracy of life prediction in this case.

The predicted fatigue life using the developed FE-based approach is more
sensitive to the initial residual stress profile than to the initial strain hardening
profile. But as long as the initial input data are within a reasonable experimental
error range, the accuracy of the predicted fatigue life will not be unacceptably
affected.
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6 Fatigue life prediction using damage

tolerant approaches: 2D crack modelling

6.1 Introduction

This chapter investigates the short crack growth behaviour affected by shot peening
using damage tolerant approaches. To facilitate this investigation, a 2D plane strain
notched FE model containing a crack has been developed from the FE model
incorporating shot peening effects which has been introduced in Chapter 4. The crack
closure phenomenon induced by compressive residual stresses (CRS) has been simulated
using the FE model. Compared with the previously reported modelling work (as reviewed
in Section 2.3.3.3), the advantage of the developed model in this study is that strain
hardening, as well as residual stress redistribution caused by both ‘pre-cracking’
mechanical loading and the subsequent appearance of the crack, have been taken into

account.

In the modelling work, both LEFM and EPFM approaches considering potential crack
closure effects have been used to predict the prolonged short crack propagation life by
shot peening. A discussion was carried out based on the comparison between LEFM and
EPFM, as well as the comparison between the damage tolerant approaches and the total
life approaches introduced in Chapter 5. In addition, the relative contributions of the
compressive residual stress and strain hardening caused by shot peening to improving

fatigue life were analysed using this FE modelling tool.
This chapter is largely based on the following paper:

You, C., Achintha, M., He, B., & Reed, P. (2017). A numerical study of the effects of shot
peening on the short crack growth behaviour in notched geometries under bending

fatigue tests. International Journal of Fatigue, 103, 99-111.

6.2 Experimental techniques and results

All the fatigue tests were carried out using the 4.5 x 1.25 notched sample (as shown in
Figure 3-13(b)) subjected to different surface treatments (i.e. ground, polished, T1 and
TO shot peening). Relevant fatigue life data shown in Figure 5-1 are summarised in Figure
6-1. Compared with the un-peened condition, it can be seen that the TO process
contributes to life improvement at all A¢,, levels. By contrast, the T1 process gives much

less benefit in life improvement when Ag,, > 0.65%.
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Figure 6-1: Strain-life comparison between the notched samples with different surface
treatments (fatigue life data reported in He et al. [82] were replotted using the FE model

incorporating shot-peening effects).

As indicated in Figure 6-1, short crack tests have been carried out at Ag,, = 0.69% for
specimens treated by polishing, TO and T1 shot peening respectively. Replicas have been
used to track the surface crack (2¢) evolution at the notch root. This work was carried
out by He et al. and relevant details are elaborated in [82]. The obtained results are
reproduced in Figure 6-2, demonstrating a more significantly delayed short crack growth
behaviour caused by the TO process than the T1 process. The crack size (a) evolution in
the depth direction, which could not be directly measured in the short crack test, was
also predicted based on a relation between the crack aspect ratio (a/c) and the surface
crack length (2¢). This relation, as elaborated in [82], was determined based on the

experimental observations. The predicted a vs N results are illustrated in Figure 6-3.
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Figure 6-3: The predicted crack size evolution in the depth direction at the notch root of

the specimens with different surface treatments under Ae,, = 0.69%.

6.3 2D crack modelling

A 2D FE model has been developed incorporating both compressive residual stress and
strain hardening effects caused by shot peening. This FE model, which can be used to
accurately investigate the interaction between the shot-peening-induced effects (i.e.
compressive residual stress and strain hardening) and service conditions, is a simplified
version of the 3D FE model developed in Chapter 4. In order to understand the benefits

of shot peening in retarding short crack growth, residual stress relaxation caused by
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cyclic loading was first simulated and a stabilised stress and strain state was predicted,
which was the same as in the application of the total life approaches (Chapter 5). Then,
cracks with varying lengths were introduced into this stabilised stress and strain field
and the crack driving force was characterised using both LEFM and EPFM approaches
considering potential crack closure effects; the weight function and the J-integral

methods were applied respectively.

6.3.1 Development of the 2D FE model

A 2D plane strain FE model (as shown in Figure 6-4) containing a compressive residual
stress and strain hardening layer was developed using ABAQUS/Standard (v6.13),
following the same modelling procedures in the 3D FE model as elaborated in Chapters
3 and 4. Only half of the notched specimen was modelled by restricting the longitudinal
movement of the central face (U, = 0) for symmetry (the crack was inactivated at this
stage by the boundary condition along the crack face). It is noted that only the
longitudinal residual stress o,, has been considered in the 2D modelling work and the
effects of the transverse residual stress g, on fatigue life were omitted, although a 20%
relaxation of o,, was experimentally observed during the first cycle, as shown in Figure
4-5(b). This simplification was assumed reasonable because g,,, which was along the
loading direction and was normal to the mode | crack opening direction, plays a more

dominant role in fatigue life under the current circumstances.

. =0 The rigid face for simulating crack closure
z

Mesh pattern of the 2D FE model m Mesh pattern
Load around the crack tip

Figure 6-4: The 2D FE model of the notched specimen.

Before the cracks were activated, the 2D model was validated by both experimental
measurements and 3D modelling results in reconstructing the as-peened residual stress

field and in predicting residual stress relaxation after the first loading cycle under Ae,, =
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0.69%. In the 2D and 3D modelling work, residual stress data were extracted from the
notch root area where experimental measurements were carried out. The comparison
between experimental and modelling results are shown in Figure 6-5. Figure 6-5(a)
illustrates the residual stress distribution caused by the first loading cycle in the ground
specimen; it is noted that the initial surface condition caused by the grinding process
was not considered in the modelling work because its effects tended to be easily
overcome by external loads under the current circumstances [166], therefore, the
ground condition was considered simply as the un-peened condition in this modelling
work. In addition, Figure 6-5(b) and (c) illustrate the residual stress distribution in the
T1 and TO as-peened conditions respectively. Figure 6-5(d) shows the relaxation in
residual stress after one cycle in the TO specimen. According to Figure 6-5, the 2D
modelling results are consistent with the 3D modelling and experimental results in both
residual stress reconstruction (Figure 6-5(b) and (c)) and prediction (Figure 6-5(a) and
(d)), especially when z < 0.3 mm. Hence, the 2D FE model applied in the current research
was deemed reliable. The comparison between the two FE models has also been
extended to other As,, levels and similar consistency has been found, further

demonstrating the reliability of the 2D FE model.

It is noted that this 2D FE model is only capable of predicting the stress and strain
evolution during the quasi-static loading stage (the first cycle) without considering the
cyclic behaviour, which is consistent with the 3D FE model introduced in Chapter 4. The
predicted stress and strain field after the first cycle was assumed representative of the
stabilised state during cyclic loading under the current circumstances, because Figure
4-5 demonstrated that residual stress relaxation mainly occurred during the quasi-static
loading stage at the notch root in the low-cycle fatigue (LCF) regime in this material.
Plastic deformation in the first loading cycle tended to significantly reduce the plastic
misfit within the surface layer, which is the source of residual stresses. Similar results

have also been reported by others [74, 86].
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Figure 6-5: Comparison between the XRD measurements, 2D and 3D modelling of the
residual stress profile (g,,) (@) in the un-peened condition after 1 loading cycle (As,, =
0.69%), (b) in the T1 as-peened condition ,(c) in the TO as-peened condition and (d) in
the TO condition after 1 loading cycle (Ag,, = 0.69%).

6.3.2 The linear-elastic fracture mechanics (LEFM) approach

The LEFM approach applied in this study was based on calculating stress intensity factors
using the weight function method, which was derived from the knowledge of the stress
distribution present in the un-cracked geometry [193]. The stress intensity factor K for
a given geometry under arbitrary loading is expressed by Equation 6-1, where o(z) is the
stress distribution acting in the normal direction to the crack plane and m(a,z) is a
weight function associated with the crack length a and the coordinate z along the crack
face. m(a, z) depends only on the geometry and boundary conditions and is independent
of the magnitude and type of external loads. The weight function m(a, z) for the notched
geometry shown in Figure 3-13(b) has been determined following the method introduced
in [193].

K= foa o(z)m(a,z)dz (6-1)
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Shot peening effects were considered by the weight function method based on the
concept of superposition. The effective stress intensity factor, K.¢f, can be determined

by superposing the applied stress intensity factor due to external load, K,,,,, and the

PP’
residual stress intensity factor, K,.s, as described by Equation 6-2. K,,, was calculated
using the stress profile caused by external loads, o,,,(x), which was predicted using an
elastic FE model without considering shot peening effects. K, was determined using
the stabilised residual stress profile, g,.,(x), which was predicted using an elasto-plastic

FE model as introduced in Section 6.3.1.
Keff = Kapp + Kres (6'2)

Cracks with varying lengths (a < 1.2 mm) were considered in this study and the chosen
range of the crack size was estimated to cover the regime of steady crack growth beyond
which unsteady crack propagation happened. In order to take the potential crack closure
effects caused by compressive residual stresses into account, K,¢r ,;» Was taken to be
zero at the minimum load when a negative value was obtained using Equation 6-2. The
effective stress intensity factor range during cyclic loading, AK,sf, was then determined

according the loading range, as expressed by Equation 6-3.

AKeff = Keff_max - Keff_min (6-3)

6.3.3 The elasto-plastic fracture mechanics (EPFM) approach

The EPFM approach has been applied in order to make a comparison with the LEFM
approach in understanding the effects of shot peening on the short crack growth
behaviour. Static cracks with varying lengths (a < 1.20 mm) have been introduced into
the 2D FE model. The mesh pattern around the crack tip is illustrated in Figure 6-4 and
the mesh size at the crack tip is 1 um. A mesh sensitivity analysis has been carried out
to ensure that the crack modelling results are independent of the mesh size at this mesh
density level. The crack driving force was characterised in terms of the J-integral which
was calculated automatically by ABAQUS. Although the conventionally defined J-integral
becomes path-dependent in the residual stress field, a local path-independence can still
be achieved near the crack tip as long as the mesh is fine enough, and the corresponding
value of the J-integral can still accurately represent the crack driving force [158, 194,
195]. This local path-independence of the J-integral has been achieved in the current
modelling work and used to estimate the equivalent stress intensity factor, K,, as
expressed by Equation 4, where E is the Young’s modulus and v is the Poisson’s ratio of

FV448. It is noted that K,, does not have direct physical meaning in the EPFM approach
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and has been used simply as an equivalent parameter to make a comparison with K

which has been estimated using the LEFM approach.

K,= |-= (6-4)

In the modelling work, the procedure of introducing a crack into the shot-peening-
affected area is illustrated in Figure 6-6. Since crack initiation usually occurs after the
stabilisation of the stress and strain state during cyclic loading, the introduced crack
was initially inactivated during the first cycle in the modelling work by applying boundary
conditions for symmetry along the crack face. Then the ‘un-cracked’ model was used to
predict the stabilised stress and strain state by simulating the residual stress relaxation
behaviour, as introduced in Section 6.3.1. Finally, the boundary conditions along the
crack face were removed and the crack was activated. By applying another loading cycle,
the stress and strain redistribution around the crack tip during crack opening was
simulated. The potential crack closure phenomenon caused by compressive residual
stresses was modelled by defining a normal contact between the crack face and a rigid
face fixed on the right hand side of the model (the central face of the real specimen) to
avoid the overlapping effects, as shown in Figure 6-4. The contact was assumed to be
frictionless, which was reasonable since only the mode | crack was considered in this

study. The K, value at which the crack was fully open (i.e. K,, ,,,) was determined when

p_op
the contact force became zero. The effective equivalent stress intensity factor range,

AK, .r, Was then calculated using Equation 6-5, considering the crack closure effects.

AKp erf = Kp max — Kp_op (6-5)

FE model incorporating shot peening effects
with an inactive crack

Residual stress

- reloxation

[ Stabilised stress and strain state J

Activation of the crack by
v changing the boundary
condition along the crack face

[ Cracked model with shot peening effects J

Figure 6-6: Procedure of introducing a crack into the shot-peening-affected area.
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6.4 Modelling results and discussions

6.4.1 The effects of compressive residual stress and strain hardening on crack

growth

The calculated crack driving force (AK,s; in LEFM and AK,, .¢f in EPFM) for cracks in the
un-peened, TO and T1 conditions are shown in Figure 6-7; the effects of varying loading
levels (Ae,, = 0.57%, 0.69% and 0.81%) have been investigated. As illustrated in Figure
6-7, both the LEFM and EPFM approaches show similar results in terms of the trend of
the data; compared with the un-peened condition, the crack driving force is reduced by
shot peening by varying degrees depending on the peening intensity and the loading

level.

Figure 6-7(@) and (b) demonstrate the results obtained at As,, = 0.57% using the LEFM
and EPFM approaches respectively. Compared with the un-peened condition, it can be
seen that the TO process significantly reduces the crack driving force. The T1 process
also maintains noticeable beneficial effects at this loading level, although less benefit is
observed than with the TO process. When the loading level is increased to Ag,, = 0.69%,
the benefits of the T1 process in reducing the crack driving force are significantly
reduced, although the TO process still provides noticeable benefits, as shown in Figure
6-7(c) and (d). At the highest loading level (i.e. Ae,, = 0.81%), the effects of the T1
process completely disappear and the TO process only provides very limited benefits
compared with at the lower loading levels. The discrepancy between the effects of the
TO and T1 processes can be explained by the predicted stabilised residual stress state
shown in Figure 6-8, which illustrates that greater levels of compressive residual stresses
are retained in the TO condition than the T1 condition, especially at high loading levels
where external loads tend to eliminate the effects resulting from the T1 process. The
results of this numerical analysis are consistent with the observed trend in fatigue life
difference between the ground and shot-peened specimens shown in Figure 6-1; the
improvement of the fatigue life of the ground specimen by both TO and T1 processes
gradually decreases with increasing loading levels, especially the T1 process whose
benefits in improving fatigue life are comparatively less significant than the TO process

and become very limited when Ae,, > 0.65%.
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Figure 6-7: The comparison between the un-peened and shot peening conditions (TO and
T1) in the calculated AK, ¢ (or AK, .¢¢) for different crack lengths under varying loading
levels: (a)(b) Ae,,, = 0.57%, (c)(d) As,, = 0.69% and (e)(f) As,, = 0.81%, using both the
(a)(c)(e) LEFM and (b)(d)(f) EPFM approaches.

138



200

04
©
o
2 200+
w
w
e
®
™ -4004
=
©
b7
r
-600 ——a,, un-peened, 1 cycle, 0.57%
—o,, 10, 1 cycle, 0.57%
5, T1, 1 cycle, 0.57%
-800 T T v T d T d T )
0.0 0.1 0.2 0.3 0.4 0.5
(a ) Depth from the surface, z (mm)
200
a,, un-peened, 1 cycle, 0.69%
o, 10, 1 cycle, 0.69%
04 G, 11,1 cycle, 0.69%
@
o
= 200
[2]
w
g
]
<  -400-
=}
=l
7]
i
-600 -
-800 - . v . . . . . .
0.0 0.1 0.2 0.3 0.4 0.5
(b) Depth from the surface, z (mm)
200
0 -
o
o
2 200
[72]
%2}
o
®
=  -400
S
S
7}
i
-600 —— 6, un-peened, 1 cycle, 0.57%
—o,, 10, 1 cycle, 0.57%
o, 11,1 cycle, 0.57%
-800 T T T T T T T T T
0.0 0.1 0.2 0.3 04 0.5
(c) Depth from the surface, z (mm)

Figure 6-8: Comparison between the predicted stabilised residual stress distributions
in the un-peened, T1 and TO shot-peened specimens using the 2D FE model: (a) Ac,,
0.57%, (b) Ae,, = 0.69% and (c) Ag,, = 0.81%.

139



It is noteworthy that the effects of shot peening illustrated in Figure 6-7 result from the
combined influence of strain hardening and compressive residual stresses caused by the
shot peening process. It is easily intuitive to understand that the compressive residual
stress tends to hinder both the crack initiation and propagation processes by
counteracting the tensile stress exerted by external loads. Nevertheless, the mechanism
of the effects of strain hardening are more complex to understand, as discussed in
Section 2.2.3. In the current study, to improve the understanding of the influence of shot
peening on crack growth, the effects of compressive residual stresses and strain
hardening have been investigated individually in the FE modelling work. To achieve this,
the approaches of modelling the strain hardening and compressive residual stress
effects (as introduced in Section 6.3.1) have been applied separately in two FE models.
The corresponding crack driving forces were calculated respectively using the EPFM
approach. The modelling results for the TO shot peening condition under As,, = 0.69%
are shown in Figure 6-9 as an example and consistently similar trends were also found
for other shot peening or loading conditions in the current study. It can be seen that the
compressive residual stress makes a significant contribution to the beneficial effects of
shot peening in decelerating crack propagation, which reinforces the current commonly
held understanding. Conversely, strain hardening increases the crack driving force
compared with the un-peened condition. This is reasonable in a load-controlled bending
test since the stress level in the strain-hardened layer is increased (as shown in Figure
6-10()) due to the increased yield strength of the material, which may result in higher
energy release rate when the crack propagates through this layer. In addition, the effects
of strain hardening on crack initiation were also investigated by predicting the plastic
strain (g, ,,) distribution at the peak load using the ‘un-cracked’ FE model. As illustrated
in Figure 6-10(b), the ¢, ,, distribution at the notch root is reduced by the strain
hardening effects although the stress level has been increased (as shown in Figure

6-10(a)), implying a hindered crack initiation process.

6.4.2 Life prediction

When evaluating the fatigue life of shot-peened specimens, the influence of shot peening
on crack growth has to be explicitly taken into account in order to ensure the accuracy
of the life prediction results. In the current study, the numerical results elaborated in
Section 6.4.1 have been applied in life prediction procedures used for the shot-peened

samples.
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The crack growth rates (da/dN) in the ground, TO and T1 shot-peened conditions have
been characterised based on the calculated AK,,,, AK.;r and AK, .;;. The results are
shown in Figure 6-11(a), (b) and (c) respectively along with the Paris law for the material
under investigation (i.e. FV448); the Paris law was determined as C = 1.66x
10~ mm cycle™! with the upper and lower Ilimit of 6.74x 1071 < C < 4.1543 x
10~° mm cycle™! and m = 3.3 [10]. The data shown in Figure 6-11 are quite scattered
which is a typical feature of short crack data. It is interesting to note that the data for
the ground, T1 and TO shot-peened samples form a more merged scatter band

considering the shot peening effects using AK.; or AK, .;; (compared to the data
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obtained when plotted in terms of AK,,, calculated from global loading assumption),

and on the whole, now better follow the trend determined by the Paris law in spite of the
scatter of the data. This indicates the possibility of extending the application of the Paris
law to the short crack regime in the shot-peened condition. It is noted that the da/dN
values were determined according to Figure 6-3, where the crack length (a) data were
not directly measured, but were predicted based on the tracked surface crack growth
data, due to the lack of reliable quantitative experimental data describing crack
propagation into the bulk of the material. This may introduce some errors to the
obtained da/dN.

In the current study, the crack propagation life of the shot-peened samples have been
predicted using the Paris law in combination with the modelling results regarding the
crack driving force shown in Figure 6-7. The initial crack size, a,, was assumed to be
0.005 mm. The critical crack length, a., was estimated to be within the range of 0.8 -
1.2 mm depending on the specific loading level, by equalising K., (or K, .¢) to the K.
(55.3 MPa m®®) of FV448. The predicted crack growth behaviour at Ag,, = 0.69% in the
ground, TO and T1 conditions are shown in Figure 6-12 in comparison with experimental
results. It can be seen that although there is a difference between experimental and
predicted results, both LEFM and EPFM approaches successfully predict more
significantly retarded short crack growth behaviour due to the TO process than the T1
process. This work has been carried out for different Ae,, levels. The resultant life
prediction results are shown in Figure 6-13, illustrating that the experimentally-observed
difference in fatigue life between samples with different surface treatments is

successfully predicted.
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Figure 6-11: Plot of the crack growth rate (da/dN) using the (a) AK,,,, (b) AK,¢r and (c)
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LEFM and (b) EPFM approaches.

The errors of this life prediction are illustrated in Figure 6-14 along with an investigation
regarding the effects of a, (a, = 0.005, 0.01 and 0.02 mm) on the predicted life. Again,
both the LEFM and EPFM approaches have been applied and the results for the TO and
T1 conditions are shown in Figure 6-14(a)(b) and Figure 6-14(c)(d) respectively.
According to Figure 6-14, as expected, smaller q, results in a longer fatigue life at each
loading level, and compared with the experimental results, most of the predicted results
in the LCF regime (N; < 10°) are within the factor of two error range regardless of the
chosen a4, demonstrating the life prediction can take account of these varying (realistic)

initial defect sizes whilst still producing comparable lifetimes to those observed
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experimentally. However, it is noteworthy that LEFM tends to result in non-conservative
fatigue lives when Ae,, > 0.69%, which is a clear drawback. It can also be seen that
compared with the experimentally determined fatigue lives, the model tends to
underestimate the lifetimes around 105 cycles or more (the medium- to high-cycle
fatigue regime). This underestimation may be attributed to the crack initiation process
which was not taken into account in the lifing procedure: At higher loading levels, cracks
are expected to appear in the early stages of fatigue life at surface (or near surface)
stress concentration sites, such as inclusions or surface imperfections introduced by
shot peening, especially in the notched area [90, 96, 150, 154]. Hence the LCF life is
dominated by crack propagation so that ignoring crack initiation can still result in
acceptable life prediction results. However, with decreasing loading levels and prolonged
fatigue lives, crack initiation gradually takes a greater proportion of the total fatigue life,
therefore, ignoring the initiation stage will result in underestimation of the fatigue life.
In addition, it is noted that the fatigue life data are expected to exhibit intrinsic scatter
which was not considered in Figure 6-14 due to the limitations of the available
experimental data (i.e. only one experimental fatigue life data point was considered for

each loading level).

Additionally, as illustrated in Figure 6-15, both EPFM and LEFM approaches are compared
with the total life approaches presented in Chapter 5. The predicted fatigue life data
using both the SWT and FS criteria combined with the critical distance method are used
in this comparison. The prediction results obtained using LEFM and EPFM are based on
the assumption that a, = 0.005 mm. As illustrated in Figure 6-15, in spite of a good
consistency between the life prediction results obtained using the damage tolerant and
total life approaches, the former approach tends to predict a shorter fatigue life than the
latter, apart from some LEFM predictions which are less reliable (which will be explained
in the following section). It can be also seen that this difference between the two types
of lifing approaches tends to become more evident at longer fatigue lives, which is
unsurprising due to the ignorance of the crack initiation life in damage tolerant
approaches as discussed in the preceding paragraph. This comparison reasonably
demonstrates the relative agreement and divergence between the damage tolerant and
total life approaches. It to some degree justifies the assumptions that have been applied
to both approaches in this project, on the other hand, it also implies the limitation of

the damage tolerant approach when the HCF life needs to be predicted.
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6.4.3 Recommendations for application

As discussed in Section 6.4.2, similar but diverse results have been obtained using the
LEFM and EPFM approaches, with the main difference observed at high loading levels.
The two approaches are directly compared in this section in order to assess their relative
merits. In Figure 6-16, K, 4, and K,,,, for cracks in the TO condition at the peak load of
A, = 0.81% and 0.57% are compared. It shows that at Aey, = 0.81%, K, 10, is 10 - 20%
higher than K,,,, when a < 0.5 mm. This implies that the assumption of LEFM is likely to
be invalid for short cracks at this loading level, where the plastic deformation around
the crack tip cannot be ignored, although compressive residual stresses have been
introduced by shot peening to counteract the external tensile stress. Since the major
crack growth life is normally spent in short crack growth, the underestimation of the
crack driving force by LEFM at such high loading levels accounts for the consequent non-
conservative life prediction (as shown in Figure 6-13 and Figure 6-14). By contrast, when
Ae,, decreases to 0.57%, the difference between K, .o, and K,,,, becomes negligible (as
shown in Figure 6-16), demonstrating the consistency between LEFM and EPFM at low
loading levels. A similar situation has also been obtained in the un-peened and T1 shot
peening conditions. Therefore, it can be concluded that EPFM is more reliable than LEFM
in the LCF regime. But in the medium- to high-cycle fatigue regime, the consistency
between LEFM and EPFM approaches can be ensured. Under such circumstances, the
LEFM approach is deemed more advantageous than the EPFM approach in facilitating the
lifing procedure, because the value of K can be conveniently determined using the weight

function method without complex crack modelling.
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condition at Ac,, = 0.81% and 0.57% for varying crack sizes.
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Although the developed 2D FE model has been demonstrated to be effective and efficient
in assessing the effects of strain hardening and residual stress (with associated
redistribution during cyclic loading), it still has some limitations which require cautious
consideration in future work. One is that due to the applied 2D plane strain assumption
(corresponding to a through-thickness crack), the crack shape evolution, which was
found significantly affected by shot peening [82], was not considered in this study. This
might lead to less accurate evaluation of K [196], thus affecting the life prediction
results. Another limitation is that the microstructure of the material, which might
significantly influence microstructurally short crack growth, was not taken into account
in the developed model. This was limited by the employed material model, which only
represented the macroscopic mechanical properties of the material. Solutions to these
limitations may involve development of more robust (but also more complex) models,
such as FE models containing 3D cracks describing the real crack shape, and crystal

plasticity materials model including microstructural features.
6.5 Conclusion

This chapter introduces a methodology to explicitly consider the shot peening effects in
a lifing procedure, using both LEFM and EPFM approaches. The following major

conclusions of this chapter have been demonstrated.

e A 2D eigenstrain-based finite element model has been developed to reasonably
predict the residual stress relaxation behaviour in safety-critical shot-peened
regions, considering the effects of compressive residual stresses and strain
hardening caused by shot peening.

e The effects of shot peening on crack driving force have been investigated using
LEFM and EPFM approaches; the weight function method was applied to calculate
the stress intensity factor (K) for the LEFM approach; the J-integral obtained
using the 2D crack modelling was used to determine the equivalent stress
intensity factor (K,) for the EPFM approach. It was found that shot peening
improved fatigue life mainly by retarding the short crack growth process within
the shot-peening-affected layer. The compressive residual stress caused by shot
peening made the main contribution to this benefit by reducing the effective
crack driving force, as a result of crack closure. However, strain hardening
caused by shot peening (when considered explicitly and separately) was found
to increase the crack driving force in this study, so is expected to lead to an
accelerated crack propagation process. Conversely, the plastic deformation in
the shot-peening-affected layer (before cracks appeared) was reduced by the

strain hardening effects, implying a hindered crack initiation process.
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Fatigue life prediction has been carried out for the shot-peened notched
specimens. The short crack growth behaviour in the shot-peened samples has
been successfully correlated to the baseline long crack growth data (i.e. the Paris
law) by taking crack closure induced by the compressive residual stress into
account. Acceptable life prediction has been achieved using the EPFM approach,
especially in the LCF regime where crack propagation played a more important
role than crack initiation.

The LEFM approach tends to result in non-conservative life predictions if it is
applied in the LCF regime, which requires cautious consideration in application.
In the HCF regime, a good consistency between the LEFM and EPFM approaches
was demonstrated.

A good consistency between the damage tolerant approaches and the total life
approaches in life prediction for the shot-peened notched samples has been
demonstrated. The damage tolerant approaches tend to predict a shorter fatigue

life due to its disregard of any crack initiation life.
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7 Fatigue life prediction using damage

tolerant approaches: 3D crack modelling

7.1 Introduction

In this chapter, 3D crack modelling work, which builds upon the advantages of the 2D
model introduced in Chapter 6, is introduced. The developed 3D FE model containing a
semi-elliptical crack has been used to first numerically investigate the residual stress
redistribution caused by both mechanical loading and the presence of a crack. Then the
developed model was used to predict the differences in crack shape evolution between
varying surface conditions, and to quantify the retardation of short crack growth
resulting from shot peening, allowing for the influences arising from crack shape
evolution. Finally, the 3D model was compared with the 2D plane strain model to
demonstrate the limitations of the 2D model in simulating the crack growth behaviour,
and to emphasise the importance of taking the 3D crack shape into account when

evaluating the short crack growth behaviour.

This chapter is largely based on the following paper:

You, C., He, B., Achintha, M., & Reed, P. (2017). Numerical modelling of the fatigue crack
shape evolution in a shot-peened steam turbine material. International Journal of Fatigue.
104, 120-135.

7.2 Experimental techniques and results

In addition to the experimental results presented in Section 6.2, the evolution of crack
shape at Ag,, = 0.69% has also been systematically determined by He et al. [82], based
on experimental observations in a number of notched samples. Details regarding the
experimental methodologies are published in [82]. The crack aspect ratio, which was
used as a representation of the crack shape, was defined as a/c, where a was the depth
of the crack and ¢ was half the surface crack length, as illustrated in Figure 7-1. Relevant
experimental results reported in [82] are reproduced in Figure 7-2, showing that cracks
initiated with a relatively high a/c (a/c = 1.2) in polished samples compared with the TO
condition, whereas much shallower cracks (a/c = 0.2) were observed at the very
beginning. In the T1 condition, both crack initiation aspect ratios were observed. This
difference found between different surface conditions can be shown by Figure 7-3, which
shows the morphology of some initial cracks obtained using a scanning electron

microscope (SEM) on the fracture surface [16, 82]. As can be seen in Figure 7-3(a), a
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typical feature in the polished condition is that the inclusions distributed normal to the
notch root surface seem to facilitate crack initiation in the depth direction, resulting in
high initial a/c. While in the TO condition shown in Figure 7-3(b), there is no clear
evidence of the effects of inclusions, which are likely to be overwhelmed by the CRS
induced by the TO shot peening. Thus, cracks initiated from high stress concentration
areas caused by surface roughness or crack-like surface defects lying at the bottom of
the peened dimples, resulting in low initial a/c. In the T1 condition, as can be seen in
Figure 7-3(c)(d), the effects of inclusions were not completely eliminated due to the low
peening intensity, which accounted for the mixed crack initiation mechanism (both
modes were observed). In Figure 7-2, data for all three surface conditions begin to merge
at a = 0.1 mm, achieving a stabilised crack shape with a/c = 0.8 - 0.9, apart from some
data in the TO condition where crack coalescence frequently occurred as the cracks grew.
According to previous research [197, 198], the crack shape evolution process, despite
varying with the initial crack configuration, tends to develop asymptotically to a
preferred equilibrium state where a/c converges to a stable range. This is consistent
with the general trend of the experimental data shown in Figure 7-2 (apart from the data
resulting from crack coalescence). However, the mechanism behind the experimental
observations in terms of the shot peening effects is still less clear, although an intensive

discussion is given in [82].

2c

Gk

Plane strain A

| s
Plane stress 3

Figure 7-1: Schematic diagram showing the definition of the crack aspect ratio (a/c)

based on surface crack length (2¢) and the depth of the crack (a).
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Figure 7-2: Crack aspect ratio a/c based on the fatigue crack morphology on fracture

surface in polished, TO and T1 conditions: (a) a/c vs a and (b) a/c vs ¢ [82].
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AS inclusion

fatigue region

Figure 7-3: SEM micrographs of cracks with labelling in the (@) polished, (b) TO and (c)(d)
T1 shot peening conditions, demonstrating the crack initiation mechanism (a)(c) with
and (b)(d) without the effects of inclusions [16, 82].

7.3 3D crack modelling

Figure 7-2 demonstrates a significant discrepancy between the short crack shape
evolution in polished and shot-peened notched samples, which was closely related to
the shot peening process and the microstructure of the material. This suggests the
necessity of taking the crack shape effects into account when evaluating the influence
exerted by shot peening on short crack growth, which was not considered in the 2D
crack modelling work (Chapter 6). Hence, the current study utilised a 3D FE model
containing a semi-elliptical crack to investigate how shot peening affects crack shape
evolution, and how significant it is in life assessment. The loading level selected in this
section was Ag,, = 0.69%, which was consistent with the 2D crack modelling work and
the condition where short crack tests were carried out. Both the crack size and crack

shape evolution have been reasonably well predicted based on the modelling results.

The 3D FE model introduced in Chapters 3 and 4 has been upgraded to study the short
crack growth behaviour affected by shot peening. Owing to symmetry, a quarter of the
4.5 x 1.25 notched sample (Figure 3-13(b)) has been modelled by applying adequate

symmetry boundary conditions. In order to be less time consuming, the complete model
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consisted of an intensely-meshed region near the notch root and a coarsely-meshed part
for the rest of the geometry. A semi-elliptical crack has been introduced into the
intensely-meshed region, as illustrated in Figure 7-4. A surface-to-surface tie constraint
was applied to the interface between the coarsely- and intensely-meshed parts to ensure
the consistency of the displacement. To simulate the crack closure under CRS, a similar
approach that has been applied in 2D crack modelling (Section 6.3.1) has been chosen:
a rigid face was attached along the symmetry plane to prevent the overlap of the crack
flanks due to CRS, as shown in Figure 7-4(a). The contact between the crack face (i.e. the
yellow-shaded area in Figure 7-4) and the rigid face was assumed to be frictionless since
only the mode | crack was considered in this study.

The rigid face for
simulating crack closure

.,.,m,
R
A
A

Figure 7-4: Geometry and mesh for the (a) complete model, (b) the intensely-meshed
part and (c) the contained crack, with detailed mesh pattern near (d) the surface point

and (e) the deepest point of the crack; the crack face is shaded in yellow.

The crack front was meshed using 15-node 3D wedge elements (C3D15) and a spider
web mesh pattern was applied around the crack front, as shown in Figure 7-4(d)(e). The
rest of the model was meshed using 20-node reduced integration brick elements
(C3D20R). A mesh convergence analysis was carried out, according to which a transition
of element size from 1 pm along the crack front to 0.1 mm along the edges was
implemented in the intensely-meshed region. In the coarsely-meshed region, the global
mesh size was chosen to be 0.5 mm, with relatively refined meshes (element size: 0.1
mm) near the top surface, which was deemed sufficient to obtain accurate results
without huge computational costs.
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The same FE model (without incorporating shot peening effects) has also been used in
the present numerical study, representing the baseline polished condition (referred to

as the ‘un-peened’ condition in the modelling work).

7.4 Modelling results and discussions

7.4.1 Residual stress redistribution

Residual stress redistribution can be caused by both mechanical loading and the
presence of a crack. In order to separate the residual stress redistribution caused by the
two diverse mechanisms, the method applied in the 2D crack model was employed here:
The introduced crack was initially deactivated by applying symmetry boundary
conditions on the crack face. The crack was then activated by removing the boundary
conditions along the crack face after simulating the residual stress relaxation behaviour
during the quasi-static loading stage (the first cycle). The simulated quasi-static residual
stress relaxation (Ae,, = 0.69%) in specimens subjected to different surface treatments

are summarised in Figure 7-5, which has been discussed in Section 4.4.
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Depth from the surface, z (mm)

Figure 7-5: FE-predicted residual stress (o,,) redistribution caused by external loading

(one cycle) under Ae,, = 0.69%.

After activation of the crack, the interaction between the residual stresses and the
presence of a crack was investigated by applying an additional loading cycle in the
model. Four cracks with varying sizes (a=0.01, 0.1, 0.2 and 0.4 mm) and with the same
a/c (a/c = 0.8) were modelled to elucidate the effects of crack advance on the

redistribution of residual stresses.
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The modelling results for the un-peened, TO and T1 shot peening conditions are shown
in Figure 7-6(a)(b) and (c) respectively. The residual stress profiles shown in Figure 7-5
are also included in Figure 7-6, as baseline profiles. It can be seen from Figure 7-6 that
the crack results in a greater compressive area near the crack front, compared with the
baseline profiles. This phenomenon can be attributed to the plastic deformation
distributed ahead of the crack front after unloading; in order to accommodate the misfit
caused by the plastic deformation, greater constraints are exerted on the plastic zone
ahead of the crack front by surrounding elastic material, resulting in more intense CRS.
However, in areas further from the crack tip, the residual stress field is relatively stable,
being much less affected by the presence of the crack, as long as the crack front is still
confined within the main CRS field. This can be more intuitively illustrated by the contour
plots on the x-z plane at the notch root for the TO condition, as shown in Figure 7-7
(similar situations were observed in the un-peened and T1 conditions). This phenomenon
is due to the plastic deformation caused by the crack being very localised and unable to
significantly remove the overall misfits that are responsible for the original residual
stress. This conclusion is consistent with the reported experimental observation using
synchrotron X-ray diffraction in a laser shock peened specimen under LCF, which
demonstrated the stability of the residual stress distribution before the crack penetrated
into the area with tensile residual stresses [97]. Hence, although crack growth was not
directly simulated as a continuous process in this study, the predicted residual stress
fields related to varying crack lengths were deemed reliable. It is also noteworthy from
Figure 7-6 that the size of the crack-affected zone increases when the crack becomes
longer; from 0.02 mm at a=0.01 mmto 0.15 mm at a = 0.4 mm. This can be explained
by the broadening size of the plastic zone ahead of the crack front as the crack grows

longer.

The effects of different a/c on residual stress redistribution were found to be limited
compared with the effects of a. This can be reflected in Figure 7-8, which demonstrates
that different a/c (at fixed a) only result in a small variance of the residual stress ahead
of the crack front, without significantly affecting the overall residual stress distribution.

Hence, the effects of a/c are not further discussed here.
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Figure 7-6: Residual stress (o,,) redistribution ahead of the crack caused by crack
advance (a = 0.01, 0.1, 0.2 and 0.4 mm, a/c = 0.8) in the (a) un-peened, (b) TO and (c)

T1 shot peening conditions.
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The results for a=0.01, 0.1 and 0.4 mm displayed in Figure 7-6 are replotted in Figure
7-9, to examine the range of shot peening effects. When a = 0.01 mm, it can be seen
clearly that the main favourable CRS in both the TO and T1 conditions remains. When
the crack grows to a = 0.1 mm, the benefits of the T1 process over the un-peened
condition in terms of CRS are completely removed, while the TO condition still maintains
significant benefits until the crack penetrates through the whole CRS field at a = 0.4 mm.
This analysis demonstrates that the effects of the T1 process are merely confined within
a depth of 0.1 mm. By contrast, the TO process more effectively delays short crack
growth by extending the working depth of the CRS to nearly 0.4 mm.
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Figure 7-7: Contour plots of the residual stress (o,,) field in the TO shot peening

condition with crack advancing.
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Figure 7-9: Comparison between the residual stress (o,,) redistribution ahead of the

crack caused by crack advance in the un-peened, TO and T1 shot peening conditions.

7.4.2 Prediction of the crack shape (a/c) evolution

Prediction of the changing position of the crack front during fatigue loading is a key
issue in predicting the crack shape evolution. Since the crack shape was assumed to be
semi-elliptical in this study, only the position of the surface point and the deepest point
on the crack front are required to describe the crack shape. As indicated in Figure 7-1,
a transition from the plane stress prevailing condition at the surface point (point C), to
the plane strain prevailing condition at the deepest point (point A) generally exists along
the crack front, which needs to be considered when evaluating the crack driving force
[199-202]. According to the literature, numerical values of the crack driving force at
point C should be treated cautiously due to two reasons: Firstly, intersection between
the crack front and the free surface tends to result in a change of the power of the stress
singularity at point C, where the assumption of the SIF in linear-elastic fracture
mechanics (LEFM) is invalid [203-205]; secondly, the plasticity-induced crack closure
(PICC) effect is more pronounced at the free surface than in the bulk material due to the
plane stress state at the surface, which may reduce the surface crack growth rate and
potentially leads to a front-turning-inward phenomenon, hampering accurate
characterisation of the crack driving force [200-202, 206, 207]. To overcome this
difficulty, a point near the free surface on the crack front (i.e. point C’ in Figure 7-1) was
selected instead of point C. In contrast to identifying point C’ as the first point near the
surface, which has been widely used in other modelling [203, 208, 209], in this work the
position of point C’ was determined with respect to the plastic deformation along the

crack front. As illustrated in Figure 7-10, point C’ is the transition between two distinct
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types of plastic zone: the plastic zone with relatively uniform size in the interior region
where plane strain effects dominate, and the larger plastic zone near the surface region,
where plane stress effects dominate. Similar plastic zone distributions along the crack
front have been obtained in [200, 201], and it was found that the larger plastic zone
near the surface reasonably accounted for the PICC phenomenon. Therefore, selecting
point C’ is expected to simplify the crack modelling work by avoiding complex modelling
of PICC of the surface crack. According to the modelling work, the exact position of point
C’ varied between 3° < < 20° depending on the a/c of the crack, which was little
affected by the residual stress levels under investigation. The error of replacing OC with

O’C’ (Figure 7-10) was within 5%, regardless of the crack size and shape.

According to the literature, methods applied to predict crack shape evolution can
generally be classified into two categories: One is the adaptive remeshing technique
[198, 199, 202, 210-212], which realises an automatic update of the mesh around the
new crack front extended stepwise from an initially predefined crack. The extension at
the points along the crack front during each cycle relies on the local SIF, which can be
directly obtained from the FE software. A comprehensive review regarding this technique
has recently been published [213]. Another category is the analytical process based on
closed-form solutions for SIF, which are usually calibrated using the FE-determined SIFs
along the crack front for varying crack shapes and sizes [197, 204, 214]. The similarity
between the two categories is that the crack extension during each cycle is commonly
predicted using the Paris Law based on local SIF. The main difference is that the
cumulative effects during crack growth, such as residual stress redistribution caused by
crack advance and the plastic wake left behind the crack front resulting in PICC, can be
effectively considered using the remeshing technique, which simulates crack growth as
a coherent process. By contrast, the analytical method treats crack growth as numerous
separate steps without inheriting additional effects from the previous cycle. In the
current case, the stability of the residual stress field with crack advancing has been
demonstrated (Section 7.4.1), and the effects of surface PICC (which tends to be much
less significant with CRS [153]) have been avoided by using point C’ instead of point C.
Therefore, the analytical approach based on closed-form solutions is deemed reliable in
the current study, and thus has been applied to simplify the modelling process. To
achieve this, cracks with a range of sizes and shapes have been defined in the modelling
work in the un-peened, TO and T1 shot peening conditions; a = 0.01, 0.05, 0.1, 0.15,
0.2,0.3and 0.4 mm, a/c=0.2,0.3,0.4,0.6, 0.8, 1.0 and 1.2, the ranges of which were

determined to cover the experimental observations shown in Figure 7-2.
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Figure 7-10: Demonstration of the equivalent plastic strain distribution (PEEQ) along the

crack front (a = 0.1 mm, a/c = 0.8) in the un-peened condition.

The SIF values at point A and C’ were calculated from the J-integral supplied by ABAQUS
using the plane strain assumption, as described by Equation 7-1 where Eis the Young’s
modulus and v is the Poisson's ratio of the material. Although the conventionally
defined J-integral becomes path-dependent in the residual stress field, a local path-
independence can still be achieved near the crack tip as long as the mesh is fine enough,
and the corresponding value of the J-integral can still accurately represent the crack
driving force [158, 194, 195]. Based on this idea, the J-integral calculated based on the
6™ contour was used in the present study to determine the corresponding SIF. The
effective SIF range (AK, () during cyclic loading was used to characterise the crack growth
behaviour, as defined by Equation 7-2, where K,,,,, and K,,., represent the SIF at the
maximum load and the crack opening load (the moment when the crack is fully opened)
respectively. To appropriately determine K,,.,, the crack closure phenomenon caused
by CRS was studied in the FE model by monitoring the contact force between the crack
face and the rigid face. Figure 7-11 shows that the values of the J-integral are zero at the
minimum load due to partial closure of the crack, then slightly increase to a small
positive value when the crack is fully opened, before rising up noticeably with increasing

load. Hence, K,,., was approximated as zero in the current modelling work.

K= | 7-1)
AKeff = Knax — Kopen (7-2)
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Figure 7-11: J-integral evolution at (a) point A and (b) point C’ on the crack front (a = 0.1

mm, a/c = 0.8) with increasing load.

The process of calibrating the closed-form solution, which describes the J-integral value
at the maximum load (J,,,,) for cracks with various combination of a and a/c, is
expressed by Equations 7-3 - 7-5. This process was implemented for point A and point
C’ under un-peened, TO and T1 conditions separately. As the first step, the variation of
Jmax With a was fitted using the polynomial relationship in Equation 7-3 at each fixed
a/c, obtaining the corresponding fitting coefficients B;(i = 1,2,3,4). Then, Equation 7-4
was calibrated to build up the relation between B; and a/c. Finally, Equation 7-5 was
obtained by combining Equations 7-3 and 7-4. The values of the calibrated parameters

in Equation 7-5, and the subsequent validation work are shown in Appendix B.

Jmax(@) = Bia + B,a? + Bza® + B,a* (7-3)

B (%) =D + Dy 2+ D (D? + D (®®  (1=1234) (7-4)
2 3 .

Jmax (@ ) = TialDio + D 2+ D (2) + 05 (5) 1a* (1 =1.234) (7-5)

The growth of the crack in the depth direction and at the surface are described using
Equation 7-6 and 7-7 respectively, where AK,;; (AK,s;, for the crack in the depth
direction, AK,¢r, for the surface crack) is used instead of AK in the Paris Law. The
coefficients C and m were determined to be ¢ = 1.66 x 1072 mm cycle™! and m = 3.3 [10].
The relative difference between crack growth in the two directions is described in
Equation 7-8, which was obtained by combining Equations 7-6 and 7-7. Based on
Equation 7-8, crack advance at the surface (dc) from a known crack shape was predicted
by specifying an appropriate crack advance in the depth direction (da). Then a new crack
front was obtained by connecting the updated points A and C’ using the semi-elliptical
assumption of the crack front. Thus, the crack shape evolution was predicted by
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cyclically repeating this process with an initial (pre-defined) crack. Convergent results

were obtained at da = 0.002 mm.

d
ﬁ = CAKeff,Am (7-6)
d
= CAKopp o™ (7-7)
ﬂ/ﬂ — (M)m (7-8)

dN "' dN AKeff,Cl

In order to appropriately define the initial crack used in the prediction, the difference in
crack initiation sites between the three surface conditions, as shown in Figure 7-3, was
interpreted by modelling a sharper crack (a = 0.05 mm, a/c = 1.2), which represented a
small crack initiating from inclusions. AK,;, was obtained under the three surface
conditions and the results are presented in Figure 7-12. It can be seen that the reduction
of AK,;; by the TO process is more pronounced than by the T1 process, implying that
the TO process is more effective in resisting crack initiation from the inclusions. This
conclusion is consistent with experimental observations in Figure 7-3. In the modelling
work, due to the varying crack initiation mechanism illustrated in Figure 7-3, sharper
(a/c =1.2) and shallower (a/c = 0.2) initial cracks were chosen for the un-peened and TO
conditions respectively. In the T1 condition, both types of initial cracks were modelled

because of its combined crack initiation behaviour.
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Figure 7-12: Comparison between AK,¢s (a = 0.05mm, a/c = 1.2) under varying surface

conditions at (a) point A and (b) point C’.

Comparison between the experimental data (reproduced from Figure 7-2) and the
prediction results are shown in Figure 7-13. Generally speaking, the trend of the
experimental data has been successfully predicted. Various initial crack configurations
(indicated by the bracketed a and a/c values in the legend of each plot) were defined in

the prediction to examine the scatter band of the experimental results. In the un-peened
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condition shown in Figure 7-13(a)(b), with the initial a values set between 0.035 < a <
0.068 mm, the experimental crack data in the early stages of growing were found to be
well bounded by the prediction. The equilibrium state of the crack shape was predicted
to be a/c = 0.85, which was slightly lower than the experimental observation (a/c =
0.93). In the TO condition shown in Figure 7-13(c)(d), apart from the data representing
crack coalescence, most experimental data stay within the scatter band determined by
the prediction with the initial a values set between 0.012 < a < 0.019 mm. One exception
is the data point representing the shortest crack, which was expected to develop from
an initial crack with smaller a or a/c, being outside the scope defined for this modelling
work. It can also be observed that the a/c value begins to increase with growing crack
sizes, after being relatively stable (a/c = 0.83) at a=0.15 - 0.2 mm. This phenomenon,
which was not observed in the un-peened condition, can be attributed to the CRS induced
by the TO shot peening. According to Figure 7-5, the CRS in the TO condition starts to
decrease sharply when z > 0.2 mm, implying the degradation of the beneficial effects
from the TO process on crack advance at point A when a > 0.2 mm. Meanwhile, the
surface crack is still embedded in the CRS field, implying that the crack advance at point
C’ is still retarded by shot peening. Therefore, when a > 0.2 mm, cracks tend to grow
quicker in the depth direction than at the surface, resulting in an increase in a/c. Results
for the T1 condition are shown in Figure 7-13(e)(f). Again, both crack growth features
were reasonably predicted by setting the initial a between 0.01 < a < 0.032 mm (initial
a/c=1.2)and 0.01 < a < 0.025 mm (initial a/c = 0.2) respectively. Similarly with the TO
condition, the experimental data outside the determined scatter band were probably
caused by shallower or shorter initial cracks (i.e. a < 0.01 or a/c < 0.2). In spite of the
various initial crack configurations, a converged a/c value is achieved between 0.91 -
0.97.

The initial cracks defined in Figure 7-13 were supposed to appear at the very early stages
of crack growth, shortly after crack initiation. The crack initiation stage was negligible
in this study because the surface (or near surface) stress concentration sites, which were
caused by the notch geometry, the inclusions or surface crack-like imperfections
introduced by shot peening, are always responsible for the rapid formation of a surface
crack [90, 96, 150, 154]. The size and shape of these initial cracks are directly related
to the configuration of the pre-existing defects. The determined scatter band in Figure
7-13 can be used to quantitatively evaluate the effects of the size and shape of initial

cracks on the crack growth behaviour.
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Figure 7-13: Comparison between the predicted crack shape evolution with experimental
results in (a)(b) un-peened, (c)(d) TO and (e)(f) T1 conditions: (a)(c)(d) a/c vs a, (b)(d)(f)

a/c vs c. The bracketed a and a/c values in the legend of each plot refer to the initial

crack shape used in the prediction.

7.4.3 Prediction of crack growth

The crack growth behaviour (c vs N, a vs N) has been predicted using the Paris Law

(Equations 7-6 and 7-7), taking the effects of crack shape evolution into account. The a

and a/c values of the initial crack, which were determined to define the experimental

scatter band in Figure 7-13, have been used in this prediction as the configuration of the

initial crack. As stated in Section 7.4.2, the crack initiation process was not considered
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in this prediction. Due to the limitation of the model, the prediction was carried out up
to a crack depth of a = 0.4 mm, the corresponding surface crack length (2¢) was

determined based on the predicted a/c.

The predicted surface crack growth (c vs N) results are compared with experimental data
reproduced from Figure 6-2, as shown in Figure 7-14. Decent prediction results have
been obtained for the un-peened (Figure 7-14(a)) and TO (Figure 7-14(b)) conditions,
although the experimental results for the TO condition seem more scattered due to the
presence of several parallel cracks. However, in the T1 condition displayed in Figure
7-14(c), the prediction results display a clear deviation from the experimental data; the
prediction seems non-conservative regardless of the initial crack configurations. This
mismatch might be attributed to the complicated crack initiation mechanism in the T1
condition (Figure 7-3(c)(d)), which adds more difficulty in accurately predicting the crack

shape, especially when potential crack coalescence happens.

The predicted crack growth in the depth direction (a vs N) was also obtained, as shown
in Figure 7-15. In addition, the prediction relying on the plane strain 2D FE model
(introduced in Chapter 6) has been carried out as a comparison with the 3D modelling
results, using the same initial g with the 3D model. According to Figure 7-15, a longer
crack growth process is always predicted using the 3D model than the 2D model, in spite
of different surface conditions. This discrepancy can be attributed to the neglect of the
effects of crack shape on the crack driving force in the 2D model. As described in Figure
7-16, when the depth of the crack (4) maintains unchanged, the obtained AK,;, from the
3D FE model at point A increases with decreasing a/c, approaching the 2D FE modelling
results. This is unsurprising since the 2D crack represents a through-thickness crack
with an a/c effectively approaching zero, which is lower than the a/c of any 3D semi-
elliptical crack. The same trend can be found in the un-peened, TO and T1 conditions.
Consequently, the overestimated crack driving force from the 2D FE model resulted in a
more underestimated crack growth life compared with the 3D FE modelling results
(Figure 7-15).

In addition, Figure 7-15(c) also shows a clear difference between the predicted crack
growth life resulting from two diverse initial crack configurations (although with identical
crack depth) in the T1 condition. The reasons accounting for this difference have been
investigated. Figure 7-17(a) shows that the shallower initial crack (a/c = 0.2) leads to a
higher AK,;; (hence shorter life) compared with the sharper initial crack (a/c = 1.2), until
the crack grows to a = 0.15 mm. The crack shape evolution process under both
circumstances is schematically illustrated in Figure 7-17(b), demonstrating an

equilibrium state of the crack shape at a = 0.15 mm. This analysis, once more,
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emphasised the necessity of considering the role of the crack shape during short crack

growth investigations.
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To further understand the effects of shot peening, crack growth from the identical initial
crack configuration under different surface treatments (un-peened, T1 and TO) has been
numerically investigated. The initial crack was set as a = 0.035 mm and a/c = 1.2, which
represented the lower bound of the initial cracks nucleated from the inclusions in the
un-peened condition, as shown in Figure 7-14(a). Figure 7-18(a) depicts the predicted
crack growth behaviour in the depth direction (a vs N). Clearly, shot peening retards the
short crack growth behaviour, and the TO process is more effective than the T1 process.
The associated AK,, values at point A of a growing crack have also been obtained, as
shown in Figure 7-18(b). It demonstrates a more evident reduction in the crack driving
force resulting from the TO process than the T1 process, which accounts for the
difference between the two shot peening processes shown in Figure 7-18(a). Although
this numerical analysis might be less consistent with reality since no inclusion-induced
crack initiation was experimentally observed in the TO condition, it intuitively
demonstrates the shot peening effects in decelerating the crack growth rate in addition
to affecting the crack initiation mechanism. Additionally, despite the fact that the initial
crack configurations applied in different conditions are identical, the results presented
in Figure 7-18 inherently involves different crack shape evolution processes, which

accounts for the main difference with the 2D modelling results shown in Figure 6-7.
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7.4.4 Discussion

Through comparing the TO (high peening intensity) and T1 (low peening intensity) shot
peening processes, it can be confirmed that crack initiation from the perpendicular
stringer inclusions, which is the main initiation mechanism in the un-peened condition,
is more likely to be resisted by a more intense CRS field because of the reduced crack
driving force (Figure 7-12). It is also advantageous to produce a deeper CRS field to
expand the influence of shot peening in terms of the depth through which the crack
growth is delayed (Figure 7-9). From this point, a high peening intensity, which may
result in a greater and deeper CRS field, is beneficial. However, high peening intensity is
also likely to increase the surface roughness, or to introduce more surface defects, which
may facilitate additional crack initiation and thus degrades the benefits of shot peening.
Hence, with the same peening intensity, it is reasonable to expect a more prominent life
improvement if the post-peening surface condition is ameliorated, and conversely, an
unimproved (or even degraded) fatigue life if the post-peening surface is excessively
roughened. Consequently, in order to more accurately quantify the influence of shot
peening on fatigue life, a method capable of evaluating crack growth from different types

of surface (or near surface) defects, would be helpful.

In the current modelling work, although the crack initiation process was not modelled
nor predicted, the diversity in early crack configurations, which was directly related to
the crack initiation mechanism caused by different surface (or near surface) defects, has
been considered in the modelling work. It was found that the crack driving force
depended on both the residual stress state and the crack shape, as shown in Figure 7-12

and Figure 7-16 respectively. Hence, neglecting the crack shape effects potentially may
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affect true estimation of shot peening effects on delaying short crack growth. This
implies that the modelling methodology introduced in this study is promising to more
accurately assess shot peening effects, especially when the remeshing technique [213]
is integrated in future work. It is also an important tool to use in optimising the shot
peening process, where the trade-off between a greater CRS field and a more roughened

post-peening surface (all resulting from a high peening intensity), is required.

7.5 Conclusion

In this chapter, a 3D FE model has been developed to investigate the short crack growth
behaviour in a notched specimen subjected to shot peening. The compressive residual
stress and strain hardening effects caused by shot peening have been incorporated into
the model utilising the methods introduced in Chapter 4. The following major

conclusions have been demonstrated.

e Residual stress redistribution caused by both mechanical loading and crack
advance has been modelled. The compressive residual stress distribution tends
to be stable while the crack advances until the crack penetrates through the
compressive residual stress field, confining residual stress redistribution to a
small area near the crack front.

e Different crack initiation mechanisms were experimentally observed in the un-
peened and shot-peened conditions, which resulted in diversity of the initial crack
configuration and thus different crack shape evolution processes. Using the
developed 3D FE model, crack shape evolution in both the un-peened and shot-
peened conditions has been successfully predicted, with appropriately defined
initial crack configurations.

e Surface crack growth (c vs N) has been successfully predicted in the un-peened
and TO (high peening intensity) conditions, where crack initiation shows unique
features respectively. In the T1 (low peening intensity) condition, c vs N was not
reliably predicted due to the more complicated crack initiation mechanism.

e Compared with the 3D model, the prediction of short crack growth in the depth
direction (a vs N) relying on the 2D model (with the plane strain assumption)
underestimated the short crack growth life, as the 2D model does not consider

the effects of crack shape.
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8 Overall Conclusions of the Thesis

In order to develop a lifing approach considering shot peening effects, plain bend bar
and notched 3D FE models have been developed in this study. The residual stress and
strain hardening profiles resulting from shot peening have been incorporated into the
FE model to define the as-peened condition. Residual stress relaxation during the first
loading cycle (a quasi-static process) has been subsequently simulated and compared
with experimental results. Utilising this FE model, the Smith-Watson-Topper (SWT) and
the Fatemi-Socie (FS) critical plane criteria have been used to estimate the total fatigue
life of shot-peened specimens. In addition, a crack has been introduced into the
developed FE models (2D and 3D) to investigate the short crack growth behaviour
affected by shot peening. The associated crack propagation life has been predicted using
both the linear-elastic and elasto-plastic fracture mechanics (i.e. LEFM and EPFM). The

effects of crack shape evolution have been included in the 3D crack modelling work.

In order to select an appropriate material model that can be conveniently applied in the
FE model without unnecessarily complicating the modelling work, different material
models have been developed and compared in this study. The cyclic material model has
been firstly calibrated using the experimental results obtained under R, = -1. However,
a poor transferability of this model was demonstrated; the ratcheting behaviour was
unacceptably overestimated when it was applied to other conditions with different load
ratios (e.g. R, = 0). Additionally, a monotonic material model has also been developed
to accurately describe the monotonic mechanical properties of the material. Despite its
lack in accounting for the cyclic mechanical properties, it has been regarded as an
appropriate starting point, considering the fact that residual stresses usually relax most

significantly during the first cycle especially for notched samples.

The inverse eigenstrain method has been demonstrated to be an effective and efficient
approach to reconstruct the residual stress distribution in the FE model. This approach
is essentially a process determining the eigenstrain distribution based on the
experimentally measured residual stress distribution. In the present study, the residual
stress field in both the TO and T1 shot-peened plain samples have been successfully
reconstructed using this approach with an acceptable accuracy. Its application has also
been extended to the notched geometry by successfully reconstructing the residual
stress field in the shot-peened 4.5 x 1.25 notched sample; the effect of notched
geometries on eigenstrain components have been taken into account. In addition, the
strain hardening layer resulting from shot peening has also been modelled in the FE

model. This was achieved by modifying local monotonic yield strength, representing the
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varying material properties at different depths. The monotonic stress-strain relation at
each depth was determined based on the previous EBSD results indicating the true plastic

strain profile resulting from shot peening.

After incorporating both residual stresses and strain hardening caused by shot peening
into the FE model, residual stress relaxation after one loading cycle in both the shot-
peened plain bend bar and 4.5 x 1.25 notched samples has been satisfactorily simulated.
This validated modelling approach has been used to investigate the effect of load levels
on residual stress relaxation in both the plain bend bar and the 4.5 x 1.25 notched
samples. It was found that a higher load level did not necessarily lead to a more
significant residual stress relief under bend load. The degree of residual stress relaxation
depends on the change in the distribution of eigenstrain, which is linked to the plastic
deformation generated by external loads. The comparison between the simulated results
for the plain bend bar and the notched samples demonstrates the advantage of notched
geometries in retaining compressive residual stresses during fatigue loading, which is
consistent with the experimental observation showing a greater benefit of shot peening

in improving fatigue life in the notched specimen than in the plain bend bar specimen.

The developed FE models have been used to facilitate the application of the SWT and FS
critical plane criteria to predict the fatigue life of both the shot-peened plain bend bar
and notched samples, by evaluating the stress and strain states within the specimen
during cyclic loading. The stress- and strain-related parameters required by the critical
plane criteria were calculated using the modelling results, combined with a critical
distance method considering an averaged stress/strain state over a reasonably defined
distance into the depth. Most of the life prediction results are acceptably within a factor
of two error range. Nevertheless, in situations where surface defects (lips at the sample
edges resulting from shot peening) considerably accelerated crack initiation and
propagation, the fatigue life was significantly overestimated by the applied methods.
The implication is that since the conventional total life approaches typically assume a
defect-free condition, additional modifications are required if their application is

extended to situations with severe surface imperfections or internal discontinuities.

Considering the inapplicability of total life approaches in investigating short crack
growth behaviour, the application of damage tolerant approaches to the shot-peened
notched samples has been investigated, which is potentially more appealing to industrial
users. Both 2D (with plane strain assumption) and 3D FE models containing a crack have

been developed from the model that has been used to simulate residual stress relaxation.

In the 2D crack modelling work, both linear-elastic and elasto-plastic fracture mechanics

(i.e. LEFM and EPFM) have been applied. The retardation of short crack growth resulting
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from shot peening has been reasonably interpreted, and the contributions made by
compressive residual stresses and strain hardening have been investigated separately
with the help of the FE model. It was found that the compressive residual stress field
generated by shot peening made the main contribution by reducing the effective crack
driving force and inducing crack closure; while in contrast, strain hardening caused by
shot peening increased the crack driving force in this study, so was expected to lead to
an accelerated crack propagation process. Nevertheless, it was also found that the plastic
deformation in the shot peening affected layer (before cracks appeared) was reduced by
the strain hardening effects, implying a hindered crack initiation process. Additionally,
the fatigue life of the shot-peened notched samples has been predicted using both the
LEFM and EPFM approaches. In spite of the dependency of the prediction on the selected
initial crack size, reasonable results were obtained using both approaches. However, it
is noteworthy that the LEFM approach tends to result in non-conservative life predictions

if it is applied in the LCF regime, which requires cautious consideration in application.

Due to the plane strain assumption applied in the 2D modelling work, only the crack
size (a) in the depth direction was considered and the crack shape effects were ignored.
In order to more explicitly investigate the short crack growth behaviour in the shot-
peened notched samples, a 3D FE model containing a semi-elliptical crack has been
developed, which is more consistent with reality. Before studying the short crack growth
behaviour, residual stress redistribution caused by the presence of a crack has been
investigated. It was found that the compressive residual stress distribution tended to be
stable during crack advance, confining residual stress redistribution to a small area near
the crack front, until the crack penetrated through the compressive residual stress field.
This conclusion has been demonstrated to be largely independent of the surface crack
length (2¢) and only depends on the depth of the crack (a). According to experimental
observations, cracks usually initiated from inclusions with high a/c in the un-peened
condition, which tended to be resisted by shot peening, resulting in crack initiation from
surface microcracks (caused by high peening intensities) with low a/c in the shot-peened
condition. This discrepancy in crack initiation mechanisms led to a diversity of the initial
crack configuration and thus different crack shape evolution processes. Using the
developed 3D FE model, crack shape evolution in both the un-peened and shot-peened
conditions has been successfully predicted, with appropriately defined initial crack
configurations. The EPFM approach has been applied to characterise the crack driving
force at the deepest and a near-surface point along the crack front based on the concept
of crack closure. Based on the predicted crack shape evolution, surface crack growth (c
vs N) has been successfully predicted in the un-peened and shot-peened conditions,

apart from the T1 condition where the crack initiation mechanism is more complicated.
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The prediction of short crack growth in the depth direction (a vs N) has also been
conducted using this 3D model. The obtained results were compared with the 2D (with
the plane strain assumption) modelling results, concluding that the 2D model
underestimated the short crack growth life as the 2D model did not consider the effects
of crack shape. This study emphasises the significance of considering the crack shape

effects when evaluating the short crack growth behaviour.

In general, the application of the developed residual stress related modelling framework
is believed to be able to be extended to other metals, as long as the material model is
appropriately calibrated and the shot peening induced effects (compressive residual
stress and strain hardening) are accurately characterised (by either experimental,
numerical or analytical approaches) to define the input of the model. In conditions where
the crack initiation life plays a more important role (such as in HCF), the current model
can be potentially used along with crack initiation criteria to enhance the accuracy of the
life prediction. The potential improvements that can be applied to the developed model

are discussed in Chapter 9.
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9 Future work

9.1 Introduction

It is noted that some of the assumptions that have been applied in this study might be
less reasonable in other systems with different materials, geometries, loading conditions,
shot peening parameters, etc. Therefore, the developed FE modelling tool in this study
can still be improved to ensure its good applicability in different systems with various

materials and service conditions.
9.2 Application of a cyclic material model

The monotonic material model was chosen in this study due to two reasons: (1) residual
stress relaxation mainly occurred during the first cycle in the investigated notched
specimen under the selected loading range, predominantly depending on the monotonic
mechanical properties of the material; (2) it was found non-trivial to calibrate a material
model independent of strain ranges with good transferability for FV448. However, in
conditions where residual stress relaxation exhibits a more evolutionary behaviour
depending on fatigue cycles, the monotonic material model tends to result in an
underestimation of the degree of compressive residual stress relief (hence an
overestimated stabilised compressive residual stress field). This would potentially
exaggerate the benefits of shot peening and consequently result in a non-conservative
life assessment. Under such circumstances, the application of a cyclic material model is
required. To conquer the obstacles associated with reason (2) stated above, a more
complex but more powerful Chaboche model [170] could be applied, which would

require some additional coding work using the ABAQUS subroutine UMAT.
9.3 Application of the remeshing technique

In Chapters 6 and 7, the crack propagation process was not directly simulated, but was
predicted based on modelling several static cracks with different sizes (2D) or sizes and
shapes (3D). According to the literatures, there are several techniques that have been
applied in FE modelling to achieve the simulation of automatic crack propagation [213,
215, 216]. The most popular one for 3D crack modelling is the adaptive remeshing
technique. A comprehensive review regarding this technique is reported in [213]. The
application of this technique can be divided into four main steps: (1) development of a
3D FE model containing a pre-defined initial crack; (2) calculation of the effective SIFs
along the crack front; (3) determination of the crack advance at each point along the

crack front based on the fatigue crack growth law; (4) definition of a new 3D FE model
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containing the newly determined crack front. These steps are repeated up to final
fracture or a pre-defined crack length indicating termination of the simulation, which is

normally controlled by a Python code.

Compared with the modelling method applied in the present study, the remeshing
technique allows defining the crack with an arbitrary shape, since it predicts crack
propagation based on distributed points along the crack front. This is believed to be
more consistent with reality, compared with the assumption describing crack shape as
semi-elliptical simply based on two points (the deepest and the surface points at the
crack front), which has been applied in the present study. Additionally, the remeshing
technique can also be employed to assess the effects accumulated during crack
propagation, i.e. generation of the plastic wake, which accounts for the plasticity-
induced crack closure (PICC) phenomenon. Although PICC is deemed to be much less
important than the crack closure caused by compressive residual stresses in the shot-
peened condition [153], taking it into account would ensure a better consistency with

reality and promote a wider application of the developed modelling framework.
9.4 Prediction of crack initiation

Although the crack initiation behaviour has not been predicted in the current study, it is
critical in assessing the benefits of shot peening, as discussed in Section 2.2. In the shot-
peened condition, crack initiation may occur at various sites depending on the surface
condition after shot peening, the distribution of inclusions as well as the load levels. An
accurate prediction of the crack initiation area would be significantly advantageous to
the subsequent application of the total life and the damage tolerant approaches to carry
out fatigue life prediction, since both approaches require the associated local
stress/strain state to determine the corresponding dependent variables (such as Ao, As
and AK). In the current study, life predictions presented in Chapters 5, 6 and 7 are based
on known crack initiation sites from experiments. Therefore, crack initiation prediction
would be significant when the developed method is applied to other circumstances

without sufficient crack initiation information.

To predict the crack initiation area, the microstructural effects have to be taken into
account. One of the main reasons is that the residual stress value of an element at a
given depth will differ depending on the orientation of the grain in which the element is
located and its interactions between its neighbour grains, due to the different orientation
and distribution of the grains. This will result in a deviation of the local actual residual
stress level from a given ideal/target mean stress value. A more accurate local residual

stress distribution allowing for the microstructural effects can be predicted by employing
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a crystal plasticity model in areas where cracks are most likely to nucleate [134]. This
will facilitate the investigation on the effect of certain microstructural features (such as
the largest grain, inclusions, pores, etc.) on crack initiation, which also requires the
incorporation of the experimentally scanned microstructural features into the FE model.
For instance, in the current research, the different crack initiation behaviours from either
the inclusions or surface microcracks under a specific residual stress state can be
predicted. This would also be significant in allowing optimisation of the the shot peening
parameters, ensuring sufficient peening intensity to resist crack initiation from the

inclusions while avoiding any excessively high shot peening intensity.
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Appendix A Mesh sensitivity analysis

In order to ensure a good running efficiency and accuracy of the FE model, a refined
mesh was applied to the most relevant region (i.e. the notched area) where crack growth
has been observed in experiments, while a coarse mesh was applied to less important

regions with a global element size of 0.5 mm, as explained in Section 3.6.1.

A mesh sensitivity analysis has been carried out using the 4.5x1.25 notched model
without shot peening effects to determine a proper mesh density level applied to the
area with refined mesh, ensuring the modelling results are independent of the applied
mesh sizes. Conditions with varying mesh sizes have been considered in this analysis
and are shown in Table A-1; since mesh dimensions were defined to vary with positions
in the FE model, only the minimum mesh dimensions in each condition are shown to

indicate the corresponding mesh density level.

Table A-1: Different minimum element dimensions (length x width x thickness) applied

in the mesh sensitivity analysis.

No. 1 2 3 4 5 6

Minimum element | 0.3x0.3x | 0.3x0.3x | 0.3x0.17 | 0.2x0.2x | 0.1x0.2x | 0.05x0.1
dimensions / mm 0.5 0.25 x0.17 0.1 0.05 x0.025

The longitudinal stress (o,,) at a load level of 2400 N at the notch root was simulated
using the mesh conditions listed in Table A-1. The modelling results are shown in Figure
A-1.1t can be seen that the simulated o,, tends to converge at ~503 MPa with decreasing
mesh dimensions. Compared with No.5, the result for No.6 only shows a 0.02%
difference, which means that the modelling results have already been independent of
mesh sizes at the mesh density level indicated by No.5. However, in order to accurately
describe the ‘hook’ shape of the compressive residual stress profile when shot peening
effects are taken into account, the mesh density level indicated by No.6 has been finally
selected. Similar mesh conditions have also been applied to other notch geometries in

the present study.
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oxx (MPa)

No.

Figure A-1: Predicted o, at the notch root of the 4.5x1.25 notched sample at a load

level of 2400 N using different mesh dimensions listed in Table A-1.
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Appendix B Calibration results and validation

for .’max

The values of the calibrated parameters in Equation 7-5 are shown in Table B-1.
It was found that an order of three of Equation 7-3 (i.e. B, =0) was sufficient to ensure a
good fitting accuracy for the un-peened and T1 conditions, while an order of four was
required for the TO condition. Hence the values of D,; (j =0, 1, 2 and 3) in Equation 7-5

are only available for the TO condition, as shown in Table B-1.

The quality of the fitting work was checked by comparing the FE-determined results,
which were used as the ‘training’ data, with corresponding predictions obtained using
the calibrated Equation 7-5. Figure B-1 and Figure B-2 show the comparison under the
un-peened, TO and T1 shot peening conditions at point A and C’ respectively,
demonstrating a good fit. The applicability of the calibration of Equation 7-5 has been
validated using additional ‘test’ FE modelling results that were not used in the fitting
work. The validation results at point A and C’ are shown in Figure B-3 and Figure B-4
respectively, demonstrating the reliability of the calibrated Equation 7-5 within the
defined range (0.01 <a<0.4 mm, 0.2 <a/c<1.2).
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Table B-1: Calibrated values of the parameters in Equation 7-5 for point A and point C’

under un-peened, TO and T1 conditions.

Un-peened TO T1

D Point A Point C’ Point A Point C’ Point A Point C’
Dy 28.2 9.928 23.905 5.1225 22.342 9.8967
Dyq -42.274 12.965 - 26.093 8.1245 -33.1 - 1.5095
Di, 32.455 - 18.341 15.758 -7.8109 25.811 1.1492
Dy -10.172 6.547 -4.074 1.9712 -8.0663 -0.7514
Dy -37.799 -22.81 -147.05 | -6.5369 | -9.3678 | -32.275
Dy, 105.46 26.099 147.59 -5.7683 54.801 96.483
D,, -114.06 | -26.264 -83.5 -21.463 | -71.973 | -128.65
D, 43.591 12.447 20.547 18.399 28.853 52.252
D3y 50.034 40.117 611.9 14.915 9.3024 55.935
D3, 178.78 96.549 -652.01 -35.873 101.63 -166.6
Dy, 218.61 120.06 399.57 97.236 149.76 231.56
D33 -88.529 -52.392 -104.67 -56.668 -63.376 -97.344
Dy N/A N/A -724.09 N/A N/A N/A

D4y N/A N/A 757.75 N/A N/A N/A

Dy, N/A N/A - 446.66 N/A N/A N/A

Dys N/A N/A 108.72 N/A N/A N/A
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Figure B-1: Comparison of the FE-determined J,,,, at point A with corresponding fitted

predictions under (a) un-peened, (b) TO and (c) T1 conditions.
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Figure B-2: Comparison of the FE-determined J,,,, at point C’ with corresponding fitted

predictions under (a) un-peened, (b) TO and (c) T1 conditions.
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Figure B-3: Validation of the fitting approach by comparing the FE-determined J,,,, at
point A with corresponding predicted results using the calibrated Equation 7-5, under
(a) un-peened, (b) TO and (c) T1 conditions. Note this FE data was not used to determine

the fitting equation.
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Figure B-4: Validation of the fitting approach by comparing the FE-determined J,,,, at
point C’ with corresponding predicted results using the calibrated Equation 7-5, under
(a) un-peened, (b) TO and (c) T1 conditions. Note this FE data was not used to determine

the fitting equation.
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