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AUTOMORPHISMS OF RANDOM RECURSIVE TREES

by David Matthews

A Viswanath random Fibonacci sequence Viswanath random Fibonacci sequence is de-

fined by f0 = f1 = 1 and fn = ±fn−1 + fn−2 for n > 1, where addition and subtraction

are chosen by flipping a fair coin. Viswanath showed

|fn|
1
n

a.s.−−→ 1.13198824 . . .

The number V = 1.13198824 . . . has subsequently become known as Viswanath’s con-

stant.

A random recursive tree is a nested family of rooted trees {tn}n∈N where each tn is a

rooted tree on n vertices and tn+1 is obtained from tn by adding a new vertex via an

edge to a vertex of tn chosen uniformly at random.

The symmetry of a rooted tree t is encoded by Aut(t), the automorphism group of t.

MacArthur and Anderson identified what they call “an intriguing relationship” between

random Fibonacci sequences and the automorphism group of random recursive trees

that we investigate in this thesis.
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Chapter 1

Introduction

MacArthur and Anderson identify what they call “an intriguing relationship” in [MA06]

between random Fibonacci sequences and random recursive trees. This relationship

provides the motivation for this thesis. In Section 1.1 we define the random Fibonacci

sequence and we go on to define random recursive trees in Section 1.2. In Section 1.3

we bring these together and state MacArthur and Anderson’s findings. We end this

Chapter with Section 1.4 in which we state our main results and give a brief overview

of this thesis.

Notation. Throughout this document we write

R> := {x ∈ R : x > 0}

R≥ := {x ∈ R : x ≥ 0}

For clarity we will write N for the positive integers and define N0 := N ∪ {0}. Define

[n] := {1, 2, . . . , n}.

We adopt the standard notation, Sn, for the symmetric group on n elements .

Suppose that {Xn} is a sequence of real-valued random variables and X ∈ R. We write

Xn
a.s.−−→ X if Xn converges to X almost surely [Bil13].

1.1 Random Fibonacci sequences

The Fibonacci sequence is probably the most famous sequence in mathematics. It is

defined by g0 = g1 := 1 and gn := gn−1 + gn−2 for n ≥ 2. Each element of Fibonacci’s

sequence is known as a Fibonacci number.

Recently a variant of Fibonacci’s sequence called the random Fibonacci sequences have

excited a great deal of interest [Vis00, SK01, ET99]. A random Fibonacci sequence is

1



2 Chapter 1 Introduction

defined by f0 = f1 := 1 and subsequently by the recursion

fn := ±αfn−1 ± βfn−2, (1.1.1)

where α, β ∈ R and addition and subtraction are chosen according to some probability

distribution for n ≥ 2.

In [Vis00], Viswanath investigated the behaviour of the absolute value |fn| with α =

β = 1 and where each plus and minus is chosen independently with probability 1
2 . Since

|fn| is either |fn−1|+ |fn−2| or ||fn−1| − |fn−2|| it is enough to consider the recurrence

fn = ±fn−1 + fn−2,

where addition and subtraction are chosen with probability 1
2 . We call these sequences

the Viswanath random Fibonacci sequences. We may rewrite a Viswanath random Fi-

bonacci sequence in terms of a random matrix product as follows:(
fn−1

fn

)
=

(
0 1

1 ±1

)(
fn−2

fn−1

)
.

More rigorously we define two matrices,

A =

(
0 1

1 1

)
and B =

(
0 1

1 −1

)
.

Let µ denote the probability distribution that chooses A or B with probability 1
2 . Then,(

fn−1

fn

)
= Mn−1Mn−2 . . .M1

(
1

1

)
.

where Mn−1Mn−2 . . .M1 is a product of independent identically distributed random

matrices; each chosen from {A,B} with distribution µ. The problem of calculating

the limiting value of |fn|
1
n can thus be written in terms of the random matrix product

MnMn−1 . . .M1.

One consequence of the Fürstenberg-Kesten Theorem [FK60] is that given such a pair

of matrices and a measure µ, there exists a constant λ such that,

1

n
log ||MnMn−1 . . .M1||

a.s.−−→ λ

where ||Mi|| is the usual 2-norm of a matrix (see [Mey00]). The constant λ is called

a Lyapunov Exponent. The interested reader should see [KR68] for a definition and

discussion of Lyapunov exponents.

Viswanath used machinery from the theory of random matrix products developed by
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Furstenberg and Kesten in [FK60] together with an ingenious application of a Stern-

Brocot tree (defined in [GPK94]) to prove,

|fn|
1
n

a.s.−−→ 1.13198824 . . .

The number V = 1.13198824 . . . has subsequently become known as Viswanath’s con-

stant [ET99]. In [Vis00] Viswanath’s constant is calculated by evaluating an integral.

No closed form solution of this integral is known hence, more precisely, Viswanath proves

that V is in the interval [1.13198824, 1.13198825).

In [ET99], Embree and Trefethen generalise the work done by Viswanath. They inves-

tigate the 1-parameter family of random Fibonacci sequences given by the recurrence,

fn = fn−1 ± βfn−2,

for β ∈ R and where addition and subtraction are both chosen with probability 1
2 .

Embree and Trefethen [ET99], conjectured the following:

(i) If 0 < β < 0.702582 then there exists some constant Cβ ∈ R such that

|fn|
1
n

a.s.−−→ Cβ.

(ii) If 0.702585 < β <∞ then there exists some constant Cβ ∈ R such that

|fn|
1
n

a.s.−−→ Cβ.

(iii) There exists a threshold value β∗ ∈ (0.702582, 0.702585) such that the correspond-

ing random Fibonacci sequence neither grows exponentially nor decays exponen-

tially.

Besides random matrix products random Fibonacci sequences appear in many areas of

mathematics. For example, we can think of A and B as Möbius transformations of

the complex plane. In this case fn corresponds to a random composition of Möbius

transformations. In addition we can think of A and B acting on the integer lattice

[KN10]. In this case the random matrix product fn corresponds to a random walk on

the integer lattice.

1.2 Random graph theory

The theory of random graphs began in 1959 with Erdős and Rényi’s seminal paper

[ER59]. Between the 1960s and the 1990s the majority of graph theory focused on Erdős-

Rényi random graphs, characterised by a binomial degree distribution, and completely
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regular graphs in which all vertices have the same degree. The invention and subsequent

prevalence of the World Wide Web in the 1990s together with greater computational

power contributed to a renewed interest in the study of random graphs under the guise

of network science [WS98, AB00, BAJ00, AB02].

Graphs have been devised as null models for phenomena as diverse as the Internet

[AJB99], the World Wide Web [AH00], actor collaboration [BA99], scientific collab-

oration [New01], ecological and cellular activity [JBA+06, BO04], scientific citations

[LJM+07], power systems [Hol06] and protein interactions [WS98]. Whilst these real-

world networks are certainly not regular, neither can they be modelled by an Erdős-Rényi

random graph [WS98].

Astonishingly, almost all of the networks we mentioned above share three characteristics

[BAJ00, WS98]:

(i) low average path length,

(ii) high cluster coefficient and

(iii) a degree distribution that approximately follows an inverse power law.

The Barabási-Albert and the Watts and Strogatz models are defined in [BAJ00] and

[WS98] respectively. An interesting refinement of the Barabási-Albert graph model was

proposed by Bollobás in [BBCR03].

Barabási-Albert random graphs have a degree distribution that follows an inverse power

law and exhibit low average path length [BAJ00]. Watts and Strogatz random graphs

have a low average path length and a high cluster coefficient [WS98]. The Barabási-

Albert and the Watts and Strogatz models are dynamic, i.e. they change over time like

many real-world networks. The Barabási-Albert model features preferential attachment

where as the graph grows new vertices are more likely to be attached to an existing

vertex with a high degree than to a vertex with a low degree. This “rich get richer”

phenomena is well known in real-world networks [BAJ00].

1.2.1 Automorphisms of random graphs

It is a Theorem of Cameron [C+04] that almost all graphs have no non-trivial auto-

morphisms. That is, the proportion of graphs on n vertices which have a non-trivial

automorphism tends to zero as n → ∞. In fact this is true for both labelled and

unlabelled graphs. On the other hand MacArthur, Sánchez-Garćıa and Anderson cal-

culated the order of the automorphism group of many real-world networks and found

automorphism groups of a large order (relative to the number of vertices) [MSGA08].
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MacArthur, Sánchez-Garćıa and Anderson suggested that real-world networks that grow

by the addition of vertices and edges under preferential attachment are naturally tree-

like in [MSGA08]. If real-world networks are indeed tree-like then one could understand

properties of real-world networks by understanding properties of random trees.

Random characteristics of graphs such as degree distribution, clustering coefficient and

average path length have been well studied, for example see [BAJ00] and [WS98]. In

this thesis we will investigate symmetry (characterised by the automorphism group) of

a family of random graph models called random recursive trees.

1.2.2 Random recursive trees

The second part of the “intriguing relationship” identified by MacArthur and Anderson

are the random recursive trees, which we define in this section.

For definitions and description of rooted graphs, rooted trees and rooted forests the reader

should see [Bol13]. Definition 1.2.1 (rooted automorphism) is a natural extension of the

standard definition of a rooted tree automorphism. Definitions in the latter part of this

section including attachement tree and tree multiplicity are taken from the theory of

Hopf algebras of rooted trees [Hof03].

This section is particularly important because we define three functions that are central

to this thesis. The first is Definition 1.2.2 (root permutation function) which counts the

rooted automorphisms that permute branches around the root vertex. The second key

function is Definition 1.2.3 (weight function) which acts as the attachment parameter in

the growth of random attachment trees. We take the definition of the weight function

directly from [RTV07]. The final function of note, Definition 1.2.8 (tree multipilicity),

is a standard combinatorial function used by Connes, Kreimer and others in the study

of Hopf algebras of rooted trees [CK00, CK99, Hof03].

A rooted graph G is a triple G = (r, V,E) with vertex set V , edge set E and a single

specified vertex r called the root. If it is not immediately obvious which rooted graph

we are talking about we write V (G), E(G) and r(G) for the vertex set, the edge set and

the root of G respectively.

Given a pair of vertices v, w ∈ V we write (v, w) for the edge with termini v and w. For

succinctness we write |G| := |V (G)| for the number of vertices in any rooted graph G .

A rooted tree t is a connected rooted graph that admits no cycles. A rooted forest f is

the disjoint union of rooted trees.

Let Rn denote the set of all rooted trees on n vertices and define,

R :=
⋃
n∈N
Rn.
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A study of rooted trees as geometric objects necessarily involves the study of their

symmetries described by their automorphism group.

Definition 1.2.1 (rooted automorphism). Let t1, t2, . . . , tk be rooted trees that are

pairwise non-isomorphic. Suppose f is the disjoint union of αi copies of ti for i =

1, 2, 3, . . . , k. Label these disjoint rooted trees t1,1, t1,2, . . . , t1,α1 , t2,1, . . . , t2,α2 , . . . , tk,1, . . . , tk,αk .

Each rooted tree ti,j = (ri,j , Vi,j , Ei,j). A map a : V (f) → V (f) is an rooted automor-

phism of f if and only if

• a (ri,j) = ri′,j′ for some i, i′ ∈ [k] and j ∈ [αi] and j′ ∈ [αi′ ]. And

• (v, w) ∈ E(f) if and only if (a(v), a(w)) ∈ E(f).

We write f ∼= f ′ if there exists a rooted tree isomorphism a : V (f)→ V (f ′) and we say

that f is isomorphic to f ′.

It is well known that the set of rooted automorphisms (together with binary operation

composition of maps) of f form a group [Bol13] called the automorphism group, denoted

Aut(f). We denote the order of the automorphism group

ζ(f) = |Aut(f)|. (1.2.1)

More precisely then, Rn consists of isomorphism classes of rooted trees with n vertices.

For example R1 has one element, namely the rooted tree on one vertex and no edges

which we denote • . In Figure 1.1 we depict R1 ∪R2 ∪R3 ∪R4.

Suppose f is the rooted forest described in Definition 1.2.1. Let t = (r, V,E) be the

rooted tree with vertices V (t) = V (f) ∪ {r} and edges

E(t) = E(f) ∪
k⋃
i=1

 αi⋃
j=1

(r, ri,j)

 .

We have built t by taking f , adding a new vertex declared to be the root vertex r(t)

and joining r(t) via an edge to the root of every connected component of f . We write,

t := B+(tα1
1 , tα2

2 , . . . , tαkk ) (1.2.2)

This notation is also used in [CK98] and [Bro04] .

Definition 1.2.2. We define the root permutation function Λ : R → N by

Λ(t) :=

m∏
i=1

(αi!) (1.2.3)

where t = B+(tα1
1 , . . . , tαmm ) .
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R1 R2 R3 R4

Figure 1.1: R1 ∪R2 ∪R3 ∪R4. We have indicated the root vertex of each tree
by shading it black. As we can see |R1| = 1, |R2| = 1, |R3| = 2 and |R4| = 4.

Suppose t = (r, V,E) ∈ R and t′ = (r′, V ′, E′) ∈ R. If r = r′ and V ′ = V ∪ {w} and

E′ = E ∪ {(v, w)} for some v ∈ V we write t C t′. In this case we say that t′ can be

obtained from t by adding a single edge incident to v ∈ V and an additional vertex w.

For example suppose t is the unique rooted tree on 1 vertex and t′ is the unique rooted

tree on 2 vertices shown in Figure 1.1. Then t C t′. This notation is taken from [Hof03].

Definition 1.2.3 (weight function). A weight function w : N→ R satisfies w(i) > 0 for

all i ∈ N.

For any pair u, v ∈ V let d(u, v) denote the usual graph distance. There is a natural

orientation on every rooted tree. Suppose t = (r, V,E) is a rooted tree. Given an edge

(v, w) ∈ E without loss of generality suppose d(r, v)+1 = d(r, w). Orient each edge from

v to w. In other words each edge is oriented away from the root vertex. The outdegree

out(v, t) of a vertex v ∈ V (t) is defined to be

out(v, t) := |{w ∈ V : (v, w) ∈ E and d(r, v) + 1 = d(r, w)}| .

The orientation on the graph draws a natural parallel with phylogenetic trees hence it is

common to use the following terminology. Suppose (v, w) ∈ E and d(r, v) + 1 = d(r, w).

We say that v is the parent of w and w is the child of v. The set Chv of all vertices w

such that w is the child of v is called the children of v.

Definition 1.2.4 (attachment tree). Suppose w : N → R is a weight function. An

attachment tree {tn}n∈N is a sequence of rooted trees,

• = t1 C t2 C · · · C tn C . . .
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constructed as follows: At time n = 1 begin with the rooted tree t1 = •. At each

subsequent time n ∈ N a vertex un−1 ∈ V (tn−1) is chosen with probability

p =
w(out(un−1, tn−1))∑

v∈V (tn−1)w(out(v, tn−1))
.

The rooted tree tn is constructed by attaching a new vertex to vn−1.

We remark that if {tn}n∈N is an attachment tree then |tn| = n for all n ∈ N. Two

attachment trees {tn}n∈N and {t′n}n∈N are considered the same and called isomorphic

if tn ∼= t′n for all n ∈ N. We denote the set of all (isomorphism classes of) attachment

trees with weight function w by Tw.

Example 1.2.5. (i) A random plane recursive tree is the attachment tree determined

by weight function w(n) = n+1 for all n ∈ N [KRL00] .We can think of the children

of each vertex ordered (clockwise), and new vertices inserted at any place in this

ordering. In particular if out(v, tn−1) = d then there are d + 1 possible places to

add a new vertex. In total a plane tree with n vertices has 2n− 1 such places and

each of these places is chosen uniformly at random.

(ii) A random recursive trees is the attachment tree determined by weight function

w̃(n) = 1 for all n ∈ N. We can think of each new vertex being attached to a

vertex chosen uniformly at random from the existing vertices.

Random recursive trees will be our primary objects of study in this thesis. A random

recursive tree is also called a Yule Tree, after British mathematician George Udny Yule

who investigated it (and other random attachment schemes) much earlier than Barabási

and others.

Let {tn}n∈N be a random recursive tree and Xn,i({tn}n∈N) be the number of vertices

with outdegree i(≥ 0) in tn. In [Jan05], Janson used a Pólya urn model (see [Mah08])

to prove the following two Theorems.

Theorem 1.2.6. [Jan05, Theorem 1.1]. Let i ∈ N0 and {tn}n∈N be a random recursive

tree. Then,
Xn,i

n

a.s.−−→ 2−(i+1).

Thus the degree distribution in a random recursive tree follows an inverse power law.

Let Yn,i be the number of vertices of outdegree i ≥ 0 in a random plane recursive tree

on n vertices.

Theorem 1.2.7. [Jan05, Theorem 1.3]. Let i ∈ N0. Then,

Yn,i
n

a.s.−−→ 4

(i+ 1)(i+ 2)(i+ 3)
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Suppose {ti}i∈N is an attachment tree and fix n ∈ N. The n-sapling {ti}ni=1 is the nested

sequence of rooted trees,

{ti}ni=1 = • C t2 C · · · C tn.

These n-saplings capture the growth of an attachment tree up to and including time

n. Two n-saplings {ti}ni=1 and {t′i}ni=1 are considered the same and called isomorphic

if ti ∼= t′i for all i ∈ [n]. We denote the set of (isomorphism classes of) n-saplings with

weight function w by Tw,n for each n ∈ N.

Define a family of maps φn : Tw,n → Rn by

φn ({ti}ni=1) := tn

i.e. the map φn simply “forgets” the random recursive structure.

Definition 1.2.8. Suppose t ∈ Rn. Define the tree multiplicity,

K(t) :=
∣∣∣{{ti}ni=1 ∈ Tw,n : φ−1

|t| ({ti}ni=1) = t
}∣∣∣ . (1.2.4)

The tree multiplicity, also known as The “Connes-Moscovici weight” [BK99], is defined

in [Bro00] and [Sta72, Sect. 22] and is a standard combinatorial function.

1.3 Random recursive trees and random Fibonacci sequences

In [MA06], after careful numerical calculation, MacArthur and Anderson remark that it

is possible that ζ(tn)
1
n

a.s.−−→ V, given {tn}n∈N ∈ Tw̃.

Suppose t ∈ R. In Section 2.1.2 we define two subgroups,

E(t), C(t) ≤ Aut(t)

called the elementary and the non-elementary subgroups respectively such that

|Aut(t)| = |E(t)||C(t)|.

This begs the question: does the order of either the elementary or the non-elementary

subgroup dominate the other in terms of order? MacArthur further predicted that

|E(tn)|
1
n

a.s.−−→ V, and

|C(tn)|
1
n

a.s.−−→ 1

given {tn}n∈N ∈ Tw̃.
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We remark that there exists {tn}n∈N ∈ Tw̃ such that

lim
n→∞

ζ(tn)
1
n 6= V.

For example, consider the random recursive tree {tn}n∈N where each tn consists only of a

root vertex adjacent to n−1 vertices. In this case Aut(tn) ∼= Sn−1 since ζ(tn) = (n−1)!

for all n ∈ N.

Remark 1.3.1. As an aside, the author is not aware of any existing calculation of the

expected order (or the almost sure order) of the automorphism group of either the Watts

and Strogatz model or the Barabási-Albert model for random graphs.

1.4 Results

In Chapter 2 we investigate a geometric decomposition of the automorphism group of a

rooted tree into its constituent subgroups. This geometric decomposition turns out to

be extraordinarily useful.

In Chapter 3 we use the geometric decomposition to show that we can calculate the

limiting order of the automorphism group in terms of the relative abundance of particular

subgraphs. We prove that a random recursive tree can be modelled by a family of

continuous-time Markov chains called Crump-Mode-Jagers (C-M-J) processes. We use

the powerful machinery of Branching Processes and the geometric decomposition to

prove our first major result, namely Theorem 1.

Theorem 1. Let {tn}n∈N ∈ Tw̃ and L ∈ R be such that, |C(tn)|
1
n

a.s.−−→ L. Then L > 1.

In Chapter 4 we describe in more detail the C-M-J processes that correspond to attach-

ment trees. We apply the machinery of C-M-J processes to prove Theorem 2. Define

W := exp

(∑
t∈R

K(t) log(Λ(t))

(|t|+ 1)!

)
.

Theorem 2. Let {tn}n∈N ∈ Tw̃. Then,

ζ(tn)
1
n

a.s.−−→W. (1.4.1)

In Chapter 5 we exploit a bijection between the symmetric group on n elements and

(n+ 1)-saplings. We give results relating to random permutations and use the bijection

to derive results about random recursive trees. We use the cycle indicator polynomial

to prove Theorem 3.
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Theorem 3. W 6= V.

In particular, the “intriguing relationship” remarked on by MacArthur and Anderson in

[MA06] does not exist.

In Chapter 6 we use a generating function argument to prove Theorem 4. We show

that the expected value of the automorphism group of a random recursive tree grows

exponentially.

Theorem 4. The expected order, bk, of the automorphism group of a tree t ∈ Tw̃,k is

bk =
1√
3

(1 +
√

3

2

)k
−

(
1−
√

3

2

)k . (1.4.2)

We remark that the righthand side of Equation 1.4.2 is redolent of the classical Fibonacci

sequence.





Chapter 2

Background

In Chapter 1 we introduced the elementary and the non-elementary subgroups of the

automorphism group. In this chapter we will define these subgroups and explain their

significance. In addition we will describe two Markov processes, first defined in [RTV07],

that we will use to calculate the limiting behaviour of attachment trees in Chapters 3-5.

In [MSGA08] MacArthur, Sánchez-Garćıa and Anderson define a geometric decomposi-

tion of the automorphism group of any graph. In Section 2.1 we adapt this definition to

describe a rooted geometric decomposition for the automorphism group of rooted forests.

This geometric decomposition turns out to be extraordinarily useful; in Chapter 3 we

use it to show that we can calculate the limiting order of the automorphism group of

a rooted tree in terms of the relative abundance of particular subgraphs. The rooted

geometric decomposition also enables us to define the elementary and non-elementary

subgroups.

The two Markov processes that Rudas, Tóth and Valkó define in [RTV07] are formulated

in terms of rooted ordered trees rather than attachment trees. Growth of rooted ordered

trees is captured by the notion of historical orderings. In Section 2.2 we define a rooted

ordered tree and historical orderings of rooted ordered trees. In Section 2.3 we introduce

a discrete Markov process and a continuous-time Markov process that model the growth

of rooted ordered trees. We finish this chapter with the statement of Theorem 2.3.3

(Theorem 1 in [RT08]) which gives the limiting distribution of outdegree and induced

rooted ordered trees.

There is no new material in this Chapter. The decomposition of ζ(t) given in Remark

2.1.1 is given in [SB13], the definition of the rooted geometric decomposition is an ele-

mentary adaptation of the geometric decomposition given in [MSGA08]. The elementary

and non-elementary subgroups were first suggested by MacArthur. The background, def-

initions, theorems and examples in Section 2.2 and 2.3 can be found in [RTV07] and

[RT08].

13
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In Chapter 3 we will prove that the set of historical orderings of rooted ordered trees on

n vertices is in bijection with Tw,n. Furthermore, we will show that Theorem 2.3.3 can

be applied to attachment trees in a straightforward way.

2.1 The automorphism group of a rooted forest

In Section 1.3 we remarked that there is a natural way to split the automorphism group

into two subgroups: the elementary subgroup E(t) and the non-elementary subgroup C(t).
In this section we provide the necessary background for and define E(t) and C(t). We be-

gin this Section by setting up notation. In Remark 2.1.1 we see that ζ(t) can be expressed

in terms of the root permutation function Λ(t). In Section 2.1.1 we adapt MacArthur,

Sánchez-Garćıa and Anderson’s [MSGA08] geometric decomposition for rooted forests

and in Section 2.1.2 we use this new decomposition define the elementary and complex

subgroups.

Suppose f =
⊔
i∈I ti is a rooted forest and V ′ ⊆ V (f). Suppose f ′ =

⊔
j∈J t

′
j is the

induced graph on V ′. Each connected component t′j is an induced subtree of some ti.

Let r(t′j) ∈ V (t′j) be the vertex that lies on the unique shortest path from v′ to r(ti) for

all v′ ∈ V (t′j). The induced rooted forest f ′ of f on V ′ is the induced graph
⊔
j∈J t

′
j on

V ′ where each t′j is rooted at r(t′j).

Suppose t = (r, V,E) is a rooted tree and v ∈ V . Define t↓v to be the induced rooted

tree on the set of vertices w ∈ V such that v lies on the (unique) shortest path from w

to r and d(r, w) ≥ d(r, v). We say that t↓v is the progeny of t at v.

Given rooted tree t = (r, V,E) we write B−(t) for the induced rooted forest on V −{r}.
We write B−(•) = 1 and B+(1) = •. For example, let f and t be as in the statement of

Definition 1.2.1, then f = B−(t). Given a rooted tree t ∈ R,

B+(B−(t)) = t = B−(B+(t)).

In [Jor69] Jordan observed that the automorphism group of a graph is determined by

the automorphism group of its connected components and used this to characterise the

class of groups that arise from automorphism groups of rooted forests.

Suppose f is a rooted forest that consists of two non-isomorphic rooted trees t1 and

t2. Every automorphism of f is obtained via an automorphism of t1 along with an

automorphism of t2. Now suppose f1 is a rooted forest that consists of m1 copies of

t1. Automorphism of f are obtained by automorphisms of individual copies of t1 in

addition to a permutation of those copies. Putting this together, let rooted forest f be

as in Definition 1.2.1. Then,

Aut(f) ∼= (Aut(t1) o Sα1)× · · · × (Aut(tk) o Sαk) . (2.1.1)
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Equation 2.1.1 adapted for unrooted graphs can be found in [Har69].

Suppose t = B+(f). It is clear that Aut(t) ∼= Aut(f).

Remark 2.1.1. The order of the automorphism group of a rooted tree can be given in

terms of the root permutation function as follows.

Suppose t = B+(tα1
1 , . . . , tαmm ). Then, Aut(t) ∼= (Aut(t1) o Sα1)× · · · × (Aut(tm) o Sαm) .

Hence,

ζ(t) =
m∏
i=1

ζ(ti)
αi(αi!). (2.1.2)

Furthermore, ζ(t) =
∏
v∈V (t) Λ(t↓v) by induction.

2.1.1 The rooted geometric decomposition

In [MSGA08] MacArthur, Sánchez-Garćıa and Anderson prove that there exists a ge-

ometric decomposition of the automorphism group of a graph into a direct product of

geometric factors. In this section we adapt their geometric decomposition for rooted

forests.

Suppose that Sn acts on a set X and that σ ∈ Sn. We define the support of σ to be the

collection of elements of X that are not fixed by σ. We write

supp(σ) = {x ∈ X : σ(x) 6= x}

Two permutations are said to be disjoint if their supports are non-intersecting. Two

sets of permutations P and Q are support-disjoint if every pair of permutations σ ∈ P
and τ ∈ Q have disjoint supports.

Let f be a rooted forest and S be a minimal set of generators for Aut(f). Partition S
into m support-disjoint subsets S1∪S2∪· · ·∪Sm such that each Si cannot be partitioned

into smaller support-disjoint subsets. Let Hi be the subgroup of Aut(f) generated by

Si. Following MacArthur, Sánchez-Garćıa and Anderson we say that each Hi is a rooted

geometric factor of Aut(f).

Since S generates Aut(f) and any pair Hi and Hj (where i 6= j) commute there is a

direct product decomposition,

Aut(f) ∼= H1 ×H2 × · · · ×Hm, (2.1.3)

that we call the rooted geometric decomposition. In [MSGA08, Proposition 2.1] MacArthur,

Sánchez-Garćıa and Anderson prove that the geometric decomposition is well-defined,

i.e. it does not depend on the choice of generating set and the geometric factors can-

not themselves be written as K × L with K and L support-disjoint subgroups. We
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remark that [MSGA08, Proposition 2.1] applies to any finite permutation group, not

just automorphism groups of graphs. In particular the rooted geometric decomposition

is well-defined.

Following MacArthur, Sánchez-Garćıa and Anderson we define a rooted symmetric motif

to be the induced rooted forest on the support of a rooted geometric factor H.

x

3

y

b3

a3

2

z

1

a1

b1

b2

a2

Figure 2.1: A rooted tree t ∈ R. We have indicated the root by shading r(t)
black.

Example 2.1.2. Consider the rooted tree t in Figure 2.1. Let,

X1 = {(x, y), (y, z)}, and X2 = {(1, 2)(a1, a2)(b1, b2), (2, 3)(a2, a3)(b2, b3), (a1, b1)}

Clearly X1 ∪X2 generate Aut(t). Since

supp(X1) = {x, y, z} and supp(X2) = {1, 2, 3, a1, a2, a3, b1, b2, b3},

X1 and X2 are support-disjoint. Neither X1 or X2 can be partitioned into smaller

support-disjoint subsets. Since X1 generates the symmetric group S3 and X2 generates

S2 o S3,

Aut(t) ∼= S3 × (S2 o S3)

is the rooted geometric decomposition of Aut(t).

The induced rooted forest on the red vertices {x, y, z} ∈ V (t) is the rooted symmetric

motif corresponding to the rooted geometric factor S3 ≤ Aut(t). The induced rooted

forest on the orange vertices {1, 2, 3, a1, a2, a3, b1, b2, b3} ∈ V (t) is the rooted symmetric

motif corresponding to the rooted geometric factor S2 o S3 ≤ Aut(t).
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2.1.2 The elementary and non-elementary subgroups

A (n, k)-star is a rooted tree consisting of a root vertex that is adjacent to exactly k

paths of length n and no other vertices for some n, k ∈ N. For succinctness we will refer

to (1, k)-stars simply as k-stars.

Suppose t is a rooted tree and, via the rooted geometric decomposition, Aut(t) =∏m
i=1Hi. Let Gi be the rooted symmetric motif corresponding to Hi for each i ∈ [m].

We partition [m] into two sets as follows,

A := {i ∈ [m] : Hi
∼= B−(s)} B := [m]−A

where s is a (n, k)-star. We define the elementary subgroup of Aut(t) to be,

E(t) =
∏
i∈A

Hi

and the non-elementary subgroup,

C(t) =
∏
i∈B

Hi.

Loosely speaking the elementary subgroup captures the contribution to the automor-

phism group coming from (n, k)-stars and the non-elementary subgroup captures the

contribution to the automorphism group coming from more complicated induced rooted

forests.

2.2 Rooted ordered trees

In this section we will define and investigate a family of trees called rooted ordered trees

which will allow us to define two Markov processes in Section 2.3. There is no new

material in this section; it closely follows Section 1.1 and 1.3 of [RT08]. In Section

2.2.1 we investigate the growth of rooted ordered trees via historical orderings which

we can think of like n-saplings. We go on, in Section 2.2.2, and use the weight function

w : N→ R> to define the historical sequence of weights for a rooted ordered tree.

Definition 2.2.1. [RTV07, Ner81].

N :=
∞⊔
n=0

Nn

where N0 := {∅} .

A typical element x ∈ N has the form x = (x1, x2, . . . , xn) where x1, . . . , xn ∈ N.

Suppose x = (x1, x2, . . . xn) ∈ N and y = (y1, y2, . . . yk) ∈ N . We write xy for the
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concatenation

xy = (x1, x2, . . . xn, y1, y2, . . . yk) ∈ N . (2.2.1)

Suppose t is a rooted tree. We arbitrarily assign a total order <v to Chv for every

v ∈ V (t). Suppose Chv = {w1, w2, . . . , wk, . . . } and

w1 <v w2 <v · · · <v wk

then we say that wi is the ith child of v.

Definition 2.2.2. (rooted ordered tree) A rooted ordered tree G = (r, V,E,<, l) is a

rooted tree together with a family of total orderings, <:= {<v}v∈V , on each set of

children Chv and a labelling l : V → N . This labelling is defined by l(r) := ∅ and then

recursively by,

l(wi) := l(v)i

(with the concatenation given by Equation 2.2.1) whenever wi is the ith child of v.

Remark 2.2.3. The vertices of a rooted ordered tree are thus labelled by elements of

N as follows: ∅ denotes the root of the rooted ordered tree. The first child of the root

vertex is labelled 1, the second child 2, the third child 3 and so on. In general the vertex

labelled (x1, x2, . . . xn) is the xthn child of the xthn−1 child of the . . . of the xth1 child of the

root vertex.

We denote the set of all rooted ordered trees on n vertices Gn. We have drawn G4 in

Figure 2.2.

∅ ∅ ∅ ∅ ∅

(1) (2) (3) (1) (2) (2) (1) (1) (1)

(2,1) (1,1) (1,1) (1,2) (1,1)

(1,1,1)

Figure 2.2: We have listed all elements of G4. We remark that |G4| = 5.

Define

G =
⋃
n∈N
Gn.

Since Gn contains a finite number of rooted labelled trees for each n ∈ N the set G is

countable.

Remark 2.2.4. Following [RTV07] we identify a rooted ordered tree with the set of

labels of its vertices since this contains all the necessary information about its edges.
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We shall therefore abuse notation and write x ∈ G for a vertex x of a rooted ordered

tree G.

2.2.1 Historical orderings

Let G ∈ G. An ordering s = (s1, . . . , s|G|) of the vertices of G is called historical if

{s1, . . . , si} ∈ G

for each 1 ≤ i ≤ |G|. The set of all historical orderings of G ∈ G is denoted S(G)

[RTV07].

∅

( 1 ) ( 2 )

(1, 1) (1, 2)

Figure 2.3: A rooted ordered tree G ∈ G such that G has ver-
tices {∅, (1), (2), (1, 1), (1, 2)}. There are three distinct historical order-
ings for G which are (∅, (1), (1, 1), (2), (2, 1)), (∅, (1), (2), (1, 1), (2, 1)), and
(∅, (1), (2), (2, 1), (1, 1)).

We denote the set of historical orderings of rooted ordered trees on n vertices, SGn. For

a fixed rooted ordered tree G ∈ G and s ∈ S(G), the sequence of rooted ordered trees,

G(s, i) := {s1, . . . , si}

for i = 1, 2, . . . , |G| is called the evolution of G in the historical ordering s. We should

think of the evolution of G analogously to the n-saplings defined in Section 1.2.2.

Remark 2.2.5. [Section 2.1][RTV07] A sequence s = {s1, . . . , s|G|} with each si ∈ N is

a historical ordering of a rooted ordered tree G if and only if

(H1) s1 = ∅ and s2 = (1),

(H2) if sj = (x1, x2, . . . , xm) then there exists k < j such that sk = (x1, x2, . . . , xm−1),

and
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(H3) if sj = (x1, x2, . . . , xm) and xm ≥ 2 then there exists k < j such that sk =

(x1, x2, . . . , xm − 1).

2.2.2 Weight function

Suppose w : N → R> is a weight function. The total weight of a rooted ordered tree is

Ww(G) :=
∑
x∈G

w(out(x,G)).

Fix a historical ordering s = (s1, . . . , s|G|) for some G ∈ G. Define the historical sequence

of total weights to be

Ww(G, s, i) := Ww(G(s, i))

for each 1 ≤ i ≤ |G| [RTV07].

Example 2.2.6.

Ww̃(G) =
∑
x∈G

w̃(out(x,G))

=
∑
x∈G

1

= |G|.

Thus for a fixed historical ordering s = (s1, . . . , s|G|), the historical sequence of total

weights is given by Ww̃(G, s, i) = i for each 1 ≤ i ≤ |G|.

Given the historical sequence of total weights it makes sense to define a historical se-

quence of weights for each vertex in a rooted ordered tree. Suppose s = (s1, s2, . . . , s|G|)

is a historical ordering of the vertices of a rooted ordered tree G and the parent of vertex

si is p(si) for each i = 2, 3, . . . , |G|. The weights of each vertex si are given by

w(G, s, i) := w(out(p(si), G(s, i− 1))

for each 2 ≤ i ≤ |G| [RTV07]. For example, w̃(G, s, i) = 1 for all 2 ≤ i ≤ |G|.

2.3 Two models of randomly growing trees

Rudas, Tóth and Valkó define a continuous and a discrete model of randomly growing

trees in [RTV07] that we will describe in this section. The parameter of these models

is the weight function. To ensure the continuous model is well-defined Rudas, Tóth and

Valkó place a restriction on the weight function that we give in Section 2.3.1.
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(1),(2),(3) (1),(2),(2,1)

(1),(2),(1,1)

(1),(1,1),(2)
(1),(1,1),(1,2) (1),(1,1),(1,1,1)

∅ ∅ ∅ ∅ ∅

(1) (2) (3) (1) (2) (2) (1) (1) (1)

(2,1) (1,1) (1,1) (1,2) (1,1)

(1,1,1)

Figure 2.4: We have listed all elements of SG4 above the rooted ordered tree
for which they are a historical ordering. For example, there is precisely one his-
torical labelling of the rooted ordered tree on the far left namely {(1), (2), (3)}.
We remark that |SG4| = 6.

We do not give the definitions of elementary concepts from branching processes and

Markov chains such as point processes, jump chains, pure birth processes, holding times,

jump times and jump processes. We recommend [Nor98] for a reference.

The most important result of this Section is Theorem 2.3.3 part (ii) (Theorem 1 in

[RT08]) which gives the limiting distribution of induced subtrees of a randomly growing

rooted ordered tree. In Chapter 3 we will adapt Theorem 2.3.3 for random recursive

trees (see Proposition 3.2.1).

Rudas, Tóth and Valkó [RTV07], define a discrete time Markov chain Ydw on the count-

able space G with initial state Ydw(0) = {∅}. If, for n ≥ 0 we have Ydw(n) = G then for a

vertex x ∈ V (G) let k = out(x,G) + 1. The transition probabilities are:

P
(
Ydw(n+ 1) = G ∪ {xk}

)
=

w(out(x,G))∑
y∈Gw (out(y,G))

.

So at each step a new vertex is attached via an edge to exactly one existing vertex.

Suppose p : n 7→ Ydw(n)(ω) is a path of process Ydw(n) such that if, for n ≥ 0, we have

Ydw(n)(ω) = Gn then

Gn+1 := Gn ∪ {xnkn}

where xn ∈ V (Gn) and kn = out(xn, Gn) + 1. Rudas, Tóth and Valkó [RTV07] go

on to define a continuous Markov process Yw(τ)τ∈R with state space G (identified with

certain subsets of N as in Remark 2.2.4). The initial distribution Yw(0) = ∅. Again

suppose that G ∈ G, fix some vertex x ∈ G and let k = out(x,G) + 1. If Yw(τ) = G

then the process may jump to G ∪ {xk} with rate w(out(x,G)). This means that each
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existing vertex x ∈ Yw(τ) “gives birth” to a child vertex with rate w(out(x,Yw(τ)))

independently of other vertices.

2.3.1 A restriction on the weight function

In order that Yw(τ) is well-defined Rudas, Tóth and Valkó [RTV07], put a restriction

on the weight function w that we will define in this section.

Let Xw(τ) be the Markovian pure birth process defined by Xw(0) = 0 and birth rates

P (Xw(τ + dτ) = k + 1|Xw(τ) = k) = w(k)dτ + o(dτ).

The holding times H1,H2, . . . are independent exponentially distributed random vari-

ables of parameters w(0), w(1), w(2), . . . and with jump chain Yn = n for every n ∈ N
[Nor98]. Let Jw,1, Jw,2, . . . be the jump times associated with Xw(τ).

We associate a point process ξw := (ξw,1, ξw,2, . . . ) with Xw(τ) in the usual way. We

define ξw,i = Jw,i for each i ∈ N. In this case the ξw-measure, ξw(τ) := ξw([0, τ ]) is given

by

ξw(τ) = out(∅,Yw(τ)),

which is the random number of individuals born up to time τ .

Suppose that ρw is the density of the point process ξw . Then,

ρ̂w(λ) =

∫ ∞
0

e−λτρw(τ)dτ

is the Laplace transform of ρw.

Let λw := inf{λ > 0 : ρ̂w(λ) <∞}. Throughout the remainder of this thesis we impose

the following condition on the weight function:

lim
λ→λw

ρ̂w(λ) > 1. (2.3.1)

Rudas, Tóth and Valkó prove that the equation ρ̂w(λ) = 1 has a unique root for all

λ ∈ R. We denote this unique root λ∗w.

Example 2.3.1. Suppose that Xw̃(t) is the Markovian pure birth process with Xw̃(0) =

0 and birth rates (ji : i ≥ 0). Rudas and Tóth [RT08, Section 1.2.2] remark that

ρ̂(λ) =
∞∑
n=1

n−1∏
i=0

ji
λ+ ji

.
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Suppose that Xw̃(t) is the Markovian pure birth process with Xw̃(0) = 0 and birth rates

ji = 1. Then,

ρ̂w̃(λ) =

∞∑
n=1

n−1∏
i=0

ji
λ+ ji

=

∞∑
n=1

n−1∏
i=0

1

λ+ 1

=

∞∑
n=1

(
1

λ+ 1

)n
=

1

λ

by the theory of geometric series. Therefore λ∗w̃ = 1. We remark that λw̃ = 0, hence w̃

satisfies Condition 2.3.1.

Recall that given a rooted tree t ∈ R we denote the induced subtree rooted at v ∈ V (t)

by t↓v. Analogously we write G↓x for the induced rooted ordered subtree of G rooted at

x ∈ G. Furthermore, we write Y↓x(τ) for the induced subtree of Y(τ) rooted at x i.e the

set of descendants of x (including x) born before and including time τ .

Definition 2.3.2. [RTV07]. Given a weight function w satisfying condition 2.3.1, k ∈ N
and G ∈ G, define

pw(k) :=
λ∗w

λ∗w + w(k)

k−1∏
i=0

w(i)

λ∗w + w(i)
, (2.3.2)

πw(G) :=
∑

s∈S(G)

λ∗w
λ∗w +Ww(G)

|G|−2∏
i=0

w(G, s, i+ 2)

λ∗w +Ww(G, s, i+ 1)
. (2.3.3)

We are now ready to state a theorem from [RT08].

Theorem 2.3.3. [RT08, Theorem 1] Let w be a weight function that satisfies Condition

2.3.1. The following limits hold almost surely:

(i) For any fixed k ∈ N,

lim
τ→∞

|{x ∈ Yw(τ) : out(x,Yw(τ)) = k}|
|Yw(τ)|

= pw(k).

(ii) Fix G ∈ G, then

lim
τ→∞

|{x ∈ Yw(τ) : Yw(τ)↓x = G}|
|Yw(τ)|

= πw(G).
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Example 2.3.4. This example is a subcase of those dealt with by Rudas and Tóth in

[RTV07] who deal with a linear weight function in [RT08, Section 2.2]. Suppose k ∈ N
and G ∈ G. Then,

(i) By Example 2.3.1 λ∗w̃ = 1. Hence,

pw̃(k) =
1

1 + 1

k−1∏
i=0

1

1 + 1

=
1

2

(
1

2

)k
=

1

2k+1
.

(ii) By Example 2.2.6 Ww̃(G) = |G| and Ww̃(G, s, i) = i for all G ∈ G, s ∈ S(G) and

i ∈ [|G|]. Therefore,

πw̃(G) =
∑

s∈S(G)

1

1 + |G|

|G|−2∏
i=0

1

1 + (i+ 1)

=
∑

s∈S(G)

1

(|G|+ 1)!

for any G ∈ G.



Chapter 3

Two models of random

attachment trees

In Chapter 2 we investigated two Markov processes first defined in [RTV07] that model

the growth of rooted ordered trees. This growth is captured formally in the notion of

historical sequences. Rudas, Tóth and Valkó [RTV07] used these models to investigate

the limiting properties of historical orderings of rooted ordered trees.

In this chapter we will construct a bijection B : SGn → Tw,n+1 and show that we may

adapt Theorem 2.3.3 for random attachment trees. We use this to prove our first major

result which is Theorem 1. We remark that although bijection B is obvious it is our

own work and not from the literature.

In order to construct B : SGn → Tw,n+1, in Section 3.1 we show that every n-sapling

{ti}ni=1 can be associated with a vertex sequence, v ({ti}ni=1), that encodes the vertices

chosen for attachment in the construction of {ti}ni=1. We use this to construct B. Then,

in Section 3.2 we prove that Ydw is a model for random attachment trees with weight

function w.

The rooted geometric decomposition of the automorphism group of a tree described in

Section 2.1 allows us to calculate the automorphism group of a tree via the abundance

of particular rooted subtrees called rooted symmetric motifs introduced in Section 2.1.1.

In Section 3.2 we put this together with Theorem 2.3.3 adapted for random recursive

trees to prove our first major result; namely Theorem 1.

The vertex sequence associated with a n-sapling is just a subtle variant on a Prüfer

sequence (see [AZHE10] or [Bol13] for a definition). The existence of bijection B is

obvious and its construction elementary. The proof of Theorem 1 is also straightforward.

25
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3.1 Correspondence between saplings and historical se-

quences

In this section we will prove that there exists a correspondence between n-saplings and

historical orderings of rooted ordered trees. This enables us to adapt Theorem 2.3.3 for

random recursive trees.

Suppose {tn}n∈N ∈ Tw. We recursively define a sequence {ln}n∈N of labellings ln :

V (tn)→ [n] by l1(•) = 1 and subsequently

ln(v) =

ln−1(v) if v ∈ V (tn−1)

n otherwise

This gives an immediate correspondence between n-saplings {ti}ni=1 and the rooted tree

tn together with the labelling ln.

For example suppose t1, t2, t3 are the rooted trees shown in Figure 3.1. We represent the

random attachment tree t1 C t2 C t3 by the rooted tree and labelling shown in Figure

3.2.

Figure 3.1: Rooted trees t1 ∈ R1, t2 ∈ R2 and t3 ∈ R3.

1

2

3

Figure 3.2: The labelled rooted tree that corresponds to t1 C t2 C t3 ∈ Tw,3.

Every n-sapling can be associated with a sequence

v ({ti}ni=1) := (v2, v3, . . . , vn).
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where vi = ln(ui−1), i.e. the label of the vertex chosen for attachment at time i. For

example the 5-sapling {ti}5i=1 ∈ Tw,5 in Figure 3.3 has vertex sequence v({ti}5i=1) =

(1, 1, 2, 3). Suppose that v ({ti}ni=1) is a vertex sequence and fix some k ∈ N. Define

dk({ti}ni=1) to be the number of occurrences of k in v ({ti}ni=1). Suppose v ∈ V (tn) and

ln(v) = k. Then,

out(v, tn) = dk({tj}nj=1)

for all k ∈ [n].

1

2 3

4 5

Figure 3.3: The 5-sapling {ti}5i=1 ∈ Tw,5. The associated vertex sequence is
v({ti}5i=1) = (1, 1, 2, 3).

In Figure 2.4 we noted that |SG4| = 6. Since we also have |Tw,4| = 6 this points to a

correspondence. In this section we will show that there exists a bijection between Tn
and SGn by constructing two functions,

g : Tw,n −→ SGn
h : SGn −→ Tw,n

that we will show to be inverse.

Fix a n-sapling {ti}ni=1 ∈ Tw,n and let v ({ti}ni=1) = (v2, v3, . . . , vn). Define a function

g̃n : [n]→ N by setting g̃n(1) := ∅, then recursively

g̃n(i) := g̃n(vi)dvi({tj}ij=1)

for i = 2, 3, 4, . . . , n.

Now we define a map g : Tw,n → SGn as follows:

g({ti}ni=1) = (g̃n(1), g̃n(2), . . . , g̃n(n)) (3.1.1)
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for any {ti}ni=1 ∈ Tw,n.

Lemma 3.1.1. Suppose {ti}ni=1 ∈ Tw,n. Then g({ti}ni=1) is a historical ordering for a

rooted ordered tree G ∈ Gn.

Proof. Since g : Tw,n → N , by Proposition 2.2.5 it is enough to check conditions (H1) -

(H3). Let v ({ti}ni=1) = (v2, v2, . . . , vn). By the construction of map g we have sj = g̃n(j).

Condition (H1) is trivially satisfied. Suppose sj = (x1, x2, . . . , xm) and m > 1. There

exists a vertex v ∈ V (tn) labelled ln(v) = j. By the construction of the vertex sequence

associated with a n-sapling the parent w ∈ V (tn) of v is labelled ln(w) = vj .

By the construction of the historical ordering (see Section 2.2.1) sj = g̃n(j)dvj ({ti}
j
i=1),

hence svj = (x1, x2, . . . , xm−1). Condition (H2) is satisfied since vj ∈ [j − 1].

Suppose sj = (x1, . . . , xm) and xm > 1. Since sj = g̃n(j)dvj ({ti}
j
i=1) we have dvj ({ti}

j
i=1) =

xm > 1. Since dvj ({ti}
j
i=1) = out(vj , tj) > 1, there exists a non-empty set K such that

for all k ∈ K we have k < j and vk = vj . Let k̃ = max{k ∈ K}. By the construction of

historical sequences we have sk̃ = (x1, . . . , xm−1, xm − 1), hence (H3) is satisfied.

Definition 3.1.2 (ancestor function). Suppose that x = (x1, x2, . . . , xm) ∈ N . We

define the ancestor function anc : N\{∅} → N as follows:

anc(x) =

∅ if m = 1

(x1, x2, . . . , xm−1) otherwise

Suppose that sG = (s1, s2, . . . , sn) is a historical ordering of a rooted ordered tree G ∈ G.

Define a further function,

h̃(si) := i.

for all i ∈ [n]. Define h(s) := (v2, v3, . . . , vn) where each vi = h̃ (anc (si)) for 2 ≤ i ≤ n.

Lemma 3.1.3. Suppose s ∈ SGn. Then there exists {ti}ni=1 ∈ Tw,n such that

h(s) = v ({ti}ni=1) .

Proof. Suppose s = (s1, . . . , sn). It is enough to prove that vi = h̃ (anc (si)) ∈ [i− 1] for

i = 2, . . . , n. By (H2), if si = (x1, x2, . . . , xm) and m > 1 then there exists k ∈ [i − 1]

such that sk = (x1, x2, . . . , xm−1). We note that in this case sk = anc (si). Hence,

vi = h̃ (anc (si))

= h̃(sk)

= k.
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Theorem 3.1.4. Tw,n and SGn are in bijection.

Proof. We prove the lemma by showing that g and h defined above are inverse. Suppose

{ti}ni=1 ∈ Tw,n and that v ({ti}ni=1) = (v2, v3, v4, . . . , vn) is the associated vertex sequence

and g ({ti}ni=1) = s where s = (s1, . . . , sn).

We begin by remarking that at time i in the construction of the n-sapling vi is the label

of the parent of vertex i. Hence dvi

(
{tj}ij=1

)
≥ 1 and

anc
(
g̃n(vi)dvi

(
{tj}ij=1

))
= g̃n(vi) (3.1.2)

for i = 2, 3, . . . n. By Lemma 3.1.1 there exists s = (s1, s2, . . . , sn) ∈ SGn such that

g(tn) = s. By the definition of g we have si = g̃n(i) for i = 2, 3, . . . , n (see Equation

3.1.1). Therefore, h̃ (g̃n(i)) = i and in particular

h̃ (g̃n (vi)) = vi (3.1.3)

for i = 2, 3, . . . , n. Putting Equation 3.1.2 and Equation 3.1.3 together we get

h̃ (anc (g̃n(i))) = h̃
(
anc

(
g̃n(vi)dvi

(
{tj}ij=1

)))
= h̃ (g̃n (vi))

= vi

for i = 2, 3, . . . , n. The result follows.

Let β : Gn → Rn be the function defined by

β(r, V,E,<, l) := (r, V,E).

Informally we say that β “forgets” the ordered labelling of a rooted ordered tree.

Proposition 3.1.5. Suppose that {ti}ni=1 ∈ Tw,n and s = g ({ti}ni=1) . Let G be a rooted

ordered tree with a historical sequence s. Then,

β(G) ∼= tn

Proof. Let ln : V (tn)→ [n] be the labelling given in Definition 1.2.4 and suppose V (tn) =

{w1, w2, . . . , wn} where ln(wi) = i for all i ∈ [n]. Let v ({ti}ni=1) = (v2, v3, . . . , vn) be the

associated vertex sequence.

Suppose s = (s1, s2, . . . , sn) and l : V (G) → N is the labelling of G given in Definition

2.2.2. Let V (G) = {x1, . . . , xn} and si = l(xi) for all i ∈ [n].
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Suppose a : V (tn) → V (G) is the map defined by a(wi) = xi for all i ∈ [n]. We claim

that a is a rooted isomorphism. Note that a(w1) = x1 = ∅ as required.

To prove this claim let (wi, wj) ∈ V (tn) and without loss of generality i < j. Then wi is

the parent of wj . Hence,

a(wi) = xvj .

Since s = g({ti}ni=1),

sj = g̃n(vj)dvj
(
{tj}ij=1

)
and si = g̃n(vj)

This is the case if and only if (xi, xj) ∈ V (β(G)).

Corollary 3.1.6 (to Theorem 3.1.4). Fix a rooted tree t ∈ Rn∑
G=β−1(t)

∑
s∈S(G)

1 = K(t).

Corollary 3.1.6 says that for a given rooted tree t ∈ Rn, the tree multiplicity, K(t), is the

number of possible historical orderings of rooted ordered trees that, when we “forget”

the ordering (under map β), correspond to t.

3.2 Network motifs

Commonly occurring subgraphs of real-world networks such as (n, k)-stars are known

as network motifs and have been described as the building blocks of many real-world

networks [MSOI+02].

In Section 2.1 we discovered that induced subgraphs contribute to the automorphism

group of the whole rooted tree via the rooted geometric decomposition. In this section

we will calculate the almost sure value of the contribution to the automorphism group

of a particular subtree and prove Theorem 1.

Suppose Ydw is the discrete time Markov chain described in Section 2.3 and let Gn =

Ydw(n). Subsequently, at time n + 1, a new vertex xnkn is attached to xn ∈ V (Gn)

(here kn = out(xn) + 1) to build Gn+1 = Gn ∪ {xnkn}. In particular s = (s1, s2, . . . , sn)

is a historical ordering of Gn and s′ = (s′1, s
′
2, . . . , s

′
n, s
′
n+1) given by s1 = s′1 = ∅,

si = s′i = xi−1ki−1 for all i ∈ [n] and s′n+1 = {xnkn} is a historical ordering of Gn+1.

We remark that,

P(Ydw(n+ 1) = Gn ∪ {xnkn}) = P(s′n+1 = xnkn)

which is just the probability that vertex xn ∈ V (Gn) is chosen at time n+ 1.
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Initially β
(
Ydw
)

= •. Let tn = β(Gn) and tn+1 = β(Gn+1). Suppose h(s) = (v2, v3, . . . , vn),

then h(s′) = (v2, v3, . . . , vn+1, h̃(xn)). In particular tn+1 is built from tn by attaching a

new vertex to h̃(xn) with probability

P
(
s′n+1 = xnkn

)
=

w̃(out(xn, Gn))∑
y∈Gn w̃ (out(y,Gn))

Hence P(β
(
Ydw(n+ 1)

)
= t) = P(tn+1 = t : {ti}i∈N ∈ Tw) and we say that Ydw is a model

for random attachment trees.

Suppose Yw is the continuous-time Markov process defined in Section 2.3. The jump

chain (Yw,n)n∈N0 associated with Yw is a discrete time Markov chain distributed like Ydw.

Suppose that {tn}n∈N ∈ Tw. Let Xn,k be the number of vertices v ∈ V (tn) such that

out(v, tn) = k for k ∈ N. Fix some rooted tree t ∈ R. Let Zn,t be the number of induced

subtrees of {tn}n∈N isomorphic to t.

Proposition 3.2.1. Fix t ∈ R. Then,

Xn,k

n

a.s.−−→ pw(k) (3.2.1)

Zn,t
n

a.s.−−→
∑

G=β−1(t)

πw(G) (3.2.2)

for all k ≥ 0.

In the next example we put together Proposition 3.2.1 with Example 2.3.4.

Example 3.2.2. Suppose {ti}i∈N ∈ Tw̃. Then,

(i)
Xn,k

n

a.s.−−→ 2−(k+1)

for all k ≥ 0. This is Janson’s Theorem (Theorem 1.2.6). Hence we can think of

Theorem 2.3.3 Part (i) as a generalisation of Janson’s Theorem. This demonstrates

the power of the continuous random tree method.

(ii) Fix t ∈ R. Then,

Zn,t
n

a.s.−−→
∑

G=β−1(t)

∑
s∈S(G)

1

(|G|+ 1)!

=
K(t)

(|t|+ 1)!

by Corollary 3.1.6.

Theorem 3.2.3 (continuous mapping theorem [Bil13]). Let X ∈ R and suppose that

{Xn} is a sequence of real-valued random variables. Let f : R → R be a continuous

function. Then,
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(i) Xn
a.s.−−→ X ⇒ f(Xn)

a.s.−−→ f(X).

(ii) Given any finite collection {X1
n}, {X2

n}, . . . , {Xm
n } of sequences of random variables

that almost surely converge to X1, X2, . . . , Xm respectively, then

m∑
i=1

{Xi
n}

a.s.−−→
m∑
i=1

Xi,

for every m ∈ N.

We define the tree factorial by •! := 1 and then recursively by,

t! := |t|
k∏
i=1

ti!

where t is a root vertex adjacent to a rooted forest f =
⊔k
i=1 ti. The notation t! is taken

from [But08]. In Figure 3.4 we calculate the tree factorial for some examples.

! = 4 ! = 8 ! =24 ! =12

Figure 3.4: Examples of tree factorials

Lemma 3.2.4. [But08]. Suppose t ∈ Rn. Then,

K(t) =
|t|!
t!ζ(t)

. (3.2.3)

Figure 3.5: Two rooted trees s ∈ R7 and s′ ∈ R3.

Proof. (Proof of Theorem 1) Suppose {tn}n∈N ∈ Tw̃ is a random recursive tree and fix

the rooted trees s ∈ R7 and s′ ∈ R3 shown in Figure 3.5. Let Zs,n be the number of

induced subtrees of tn isomorphic to s.

K(s) =
7!

63.8

= 10.
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By Example 3.2.2, (
Zs,n
n

)
a.s.−−→ K(s)

(|s|+ 1)!
(3.2.4)

=
10

8!
(3.2.5)

Let H(tn) ≤ Aut(tn) be the group that acts on every induced subtree of tn isomorphic

to s by swapping the two copies of s′. Clearly |H(tn)| = 2Zs,n . By Theorem 3.2.3

lim
n→∞

log (|H(tn)|)
n

= lim
n→∞

log(2)
Zs,n
n

= log(2)
K(s)

(|s|+ 1)!

=
10 log(2)

8!

almost surely. Since exponentiation is a continuous function, |H(tn)|
1
n

a.s.−−→ 2
10
8! Clearly

H(tn) ≤ C(tn) so |H(tn)| ≤ |C(tn)| for all n ∈ N.

All that is left to complete this proof is the rather obvious remark that 2
10
8! > 1.





Chapter 4

Existence of limit

In [RTV07] Rudas, Tóth and Valkó show that a family of graphs called rooted ordered

trees can be modelled as a family of continuous-time Markov chains called Crump-

Mode-Jagers (C-M-J) processes. Rudas, Tóth and Valkó used results from the theory

of C-M-J processes, notably those from [Ner81], to calculate local properties of rooted

ordered trees such as degree distribution and the abundance of particular subtrees in

terms of behaviour at the root vertex. We apply these theorems to random recursive

trees.

In this chapter we give a rudimentary introduction to branching processes but the inter-

ested reader should see [Ner81] for more details on C-M-J general branching processes.

We end this chapter with the proof of Theorem 2.

In Section 4.1 we define supercritical Malthusian branching processes following [Ner81].

We give the necessary background to and state Theorem 4.1.2 (Theorem 3.1 in [Ner81])

which gives the ratio of supercritical Malthusian branching processes counted by two

characteristics. In Section 4.2 we use an elementary application of Theorem 4.1.2 to

prove there exists L ∈ R such that ζ(tn)
1
n

a.s.−−→ L (see Lemma 4.2.2). We end this

section by proving L =W (see Theorem 2).

4.1 Branching processes

A random branching process consists of points that we call individuals. We call the

collection of these individuals the population. Initially the population consists of a

single individual called the original individual. The makeup of the population changes

over time. Each individual reproduces like a random point process ξ.

We label the individuals in the population by N (see Definition 2.2.1). For example we

write x = (x1, . . . , xn) ∈ N for the individual that is the xthn child of the xthn−1 child

35
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of the . . . of the xth1 child of the original individual. The basic probability space for a

C-M-J branching process is the product space,

(Ω,B,P) =
∏
x∈N

(Ωx,Bx,Px)

where all of the (Ωx,Bx,Px) are identical. On each space (Ωx,Bx,Px) we define point

processes ξx that are distributed like ξ.

Define ν := E(ξ). We say that ν is the intensity measure of ξ and we write,

ν(τ) := E (ξ(τ)) .

We say that ν(τ) is the reproduction function and we make the following assumptions:

(C1) The reproduction function ν(τ) is not (as a measure) concentrated on any lattice

{0, h, 2h, . . . }. For further details see [Ner81].

(C2) There exists a Malthusian parameter m ∈ (0,∞), i.e. a finite positive solution of

the equation: ∫ ∞
0

e−mτν(dτ) = 1

(C3) The first moment of e−mtν(dt) is finite, i.e.∫ ∞
0

ue−muν(du) <∞.

A processes that satisfies conditions (C2) and (C3) is called a supercritical Malthusian

process [Ner81].

Let ν
m

be the measure on [0,∞) defined by,

ν
m

(τ) =

∫ τ

0
e−msν(ds) (4.1.1)

where m is the Malthusian parameter associated with the reproduction function.

Suppose that in addition to a point process ξ there exists a product-measurable, sep-

arable, non-negative random process φ : Ω × R → R. Loosely speaking φ(τ) assigns a

value or score to a typical individual at age τ . For simplicity we assume that

φ(τ) = 0 if τ < 0.

Let σx be the birth time of the individual x. Following Nerman [Ner81], define

Zφτ :=
∑
x∈N

φ(τ − σx)
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and we say that {Zφτ }τ∈R≥ is a general branching process with characteristic φ.

Example 4.1.1. (i)

Define

ψ(τ) :=

1 if 0 ≤ τ < a and

0 otherwise
(4.1.2)

then Zψτ counts the number of individuals alive at time τ whose ages are less than a.

(ii) Define,

χ(τ) :=

1 if τ ≥ 0

0 otherwise
(4.1.3)

then Zχτ counts the number of individuals alive at time τ .

Suppose that φ is a characteristic. We write,

mφ
τ = E

(
e−mτZφτ

)
.

We add two further assumptions. The first is an assumption on the random point

process ξ and the second is an assumption on the random process φ(τ).

(C4) Suppose ξ satisfies condition (C1) − (C3). Then there exists n < m such that

ν
n
(∞) <∞.

(C5) Suppose φ : Ω× R→ R is a product-measurable, separable, non-negative random

process. There exists n < m such that

V = sup
τ∈R

e−nτφ(τ)

has finite expectation.

Theorem 4.1.2. [Ner81, Theorem 3.1] Consider a supercritical Malthusian branching

process ξ which satisfies conditions (C1)-(C4), counted by two random characteristics

φ1 and φ2 that satisfy condition (C5). Then, on {Zψτ →∞}

lim
τ→∞

Zφ1τ

Zφ2τ
=
mφ1
∞

mφ2
∞

almost surely.

Rudas, Tóth and Valkó prove that the general branching process ξw that corresponds

to the continuous-time model of an attachment tree satisfies conditions (C1) - (C4)

[RTV07].
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4.2 An application of Theorem 2.3.3

Rudas, Tóth and Valkó [RTV07] remark that the continuous-time random tree Yw(τ)

has the same distribution as the time evolution of the continuous-time branching process

with point process ξw (given in Section 2.3.1). In particular, that general branching

satisfies conditions (C1) - (C4). Furthermore the Malthusian parameter associated with

the point process ξw is λ∗w [RTV07]. For example, the Malthusian parameter associated

with a random recursive tree is m = 1.

Suppose ξw is the continuous point process that corresponds to the continuous-time

attachment tree Yw(τ). Let χ be as in Equation 4.1.3 respectively. Then,

{Zχτ }τ∈R≥ = |Yw(τ)|

is a general branching processes with characteristic χ. For a given random characteristic

φ, [Ner81]

mψ
∞ =

∫ ∞
0

e−τE(ψ(Yw(τ)))dτ.

Define a new characteristic,

θ(τ) :=

log (Λ(β (Yw̃(τ)))) if τ ≥ 0 and

0 otherwise.
(4.2.1)

Lemma 4.2.1. Let θ : Ω×R→ R be the random process defined in Equation 4.2.1 and

ξw̃ be the point process that corresponds to Yw̃(τ). There exists n < 1 such that

V = sup
τ∈R

e−nτθ(τ)

has finite expectation.

Proof. We define a new random characteristic,

θ̃(τ) :=

log (out(∅,Yw̃(τ))!) if τ ≥ 0 and

0 otherwise.

Since θ(τ) ≤ θ̃(τ) for all τ ∈ R it is enough to prove that

W := sup
τ∈R

e−nτ θ̃(τ)

has finite expectation.

The holding times H1, H2, . . . , of Xw̃ are exponentially distributed random variables

with parameter λ = 1.
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We remark that since W = 0 if τ < 0 we need only consider the case τ ≥ 0. In particular

e−nτ is a monotonically decreasing function for τ ≥ 0 and 0 < n ≤ 1. Therefore,

sup
τ∈R

e−nτ θ̃(τ)

occurs at jump time Jk for some k ∈ N ∪ {∞}. Let ak := θ̃(Jk) for all k ∈ N. We have

shown that,

sup
τ∈R

e−nτ θ̃(τ) = sup
k∈N

e−nJkak <∞,

for some k ∈ N ∪ {∞}.

Lemma 4.2.2. Let {tn}n∈N ∈ Tw̃. There exists a limit L ∈ (0,∞) such that

ζ(tn)
1
n

a.s.−−→ L.

Proof. Let θ be the random process defined in Equation 4.2.1 and χ be the random

process defined in Equation 4.1.3.

Rudas, Tóth and Valkó prove that χ satisfies condition (C5) [RTV07]. By Lemma 4.2.1

θ satisfies condition (C5). Therefore, by Theorem 4.1.2 and Remark 2.1.1,∫ ∞
0

e−τE(θ(Yw̃(t)))dt = lim
τ→∞

1

|Yw̃(τ)|
∑

v∈Yw̃(τ)

θ(Yw̃(τ)↓v) (4.2.2)

= lim
τ→∞

1

|Yw̃(τ)|
∑

v∈Yw̃(τ)

log(Λ(Yw̃(τ)↓v) (4.2.3)

= lim
τ→∞

log (ζ(Yw̃(τ)))

|Yw̃(τ)|
. (4.2.4)

almost surely. Since Yw̃ is a model for random recursive trees,

log
(
ζ(tn)

1
n

)
a.s.−−→

∫ ∞
0

e−tE(θ(Yw̃(τ)))dt <∞.

Given a rooted tree s ∈ R and a rooted ordered tree G define the indicator function

Îs(G) =

1 if s ∼= φ−1(G)

0 otherwise.

The proof of Theorem 2 relies on the decomposition of ζ(t) in terms of the root permu-

tation function given in Remark 2.1.1.
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Proof of Theorem 2. By Remark 2.1.1,

log(ζ(Yw̃(τ)))

|Yw̃(τ)|
=

1

|Yw̃(τ)|
∑
s∈R

∑
v∈Yw̃(τ)

log(Λ(s))Îs(Yw̃(τ)↓v) (4.2.5)

for all τ ∈ R. In particular,

lim
τ→∞

1

|Yw̃(τ)|
log(ζ(Yw̃(τ))) = lim

τ→∞

1

|Yw̃(τ)|
∑
s∈R

∑
v∈Yw̃(τ)

log(Λ(s))Îs(Yw̃(τ)↓v).

Hence,

lim
τ→∞

1

|Yw̃(τ)|
log(ζ(Yw̃(τ))) = lim

τ→∞
sup

S⊂R,|S|<∞

1

|Yw̃(τ)|
∑
s∈S

∑
v∈Yw̃(τ)

log(Λ(s))Îs(Yw̃(τ)↓v).

We remark that for a fixed s ∈ R

lim
τ→∞

1

|Yw̃(τ))|
∑

v∈Yw̃(τ)

log(Λ(s))Îs(Yw̃(τ)↓v) =
K(s) log(Λ(s))

(|s|+ 1)!

almost surely. Hence, by Theorem 3.2.3,

lim
τ→∞

1

|Yw̃(τ)|
sup

S⊂R,|S|<∞

∑
s∈S

∑
v∈Yw̃(τ)

log(Λ(s))Îs(Yw̃(τ)↓v) = sup
S⊂R,|S|<∞

∑
s∈S

K(s) log(Λ(s))

(|s|+ 1)!

=
∑
s∈R

K(s) log(Λ(s))

(|s|+ 1)!

almost surely. Putting this together with Equation 4.2.5 we see that,

lim
τ→∞

log(ζ(Yw̃(τ)))

|Yw̃(τ)|
=
∑
s∈R

K(s) log(Λ(s))

(|s|+ 1)!

almost surely. Hence, by Theorem 3.2.3,

lim
τ→∞

ζ(Yw̃(τ))
1

|Yw̃(τ)| = exp

(∑
s∈R

K(s) log(Λ(s))

(|s|+ 1)!

)

The result follows since Yw̃(τ) is a model for a random recursive tree.

We remark that,

5∑
k=1

∑
t∈Rk

K(t) log(Λ(t))

(|t|+ 1)!
= 0 + 0 +

log(2)

4!
+

log(6)

5!
+

9 log(2) + log(24)

6!
.
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Exponentiating we see that

W ≥ exp

(
log(2)

4!
+

log(6)

5!
+

9 log(2) + log(24)

6!

)
=
∏

2
1
4! 6

1
5! 2

9
6! 24

1
6!

≈ 1.05854

In this way it is possible to get a numerical estimate for the limiting order of the auto-

morphism group of a random recursive tree. We remark that since 1.05854... < V we

have not proved Theorem 3.





Chapter 5

Automorphisms of random

recursive trees

In Chapter 4 we proved that, given {tn}n∈N ∈ Tw̃, ζ(tn)
a.s.−−→W. In this chapter we will

achieve our long term goal of proving W 6= V, hence the intriguing relationship that

MacArthur and Anderson identify in [MA06] is simply a coincidence.

We denote the subset of permutations that act on V (t) by permuting copies of s, Auts(t).

and we write ζs(t) := |Auts(t)|. Suppose {tn}n∈N ∈ Tw̃. In Section 5.4 and 5.5 respec-

tively we show that there exist constants L1 and L2 respectively such that

lim
n→∞

ζ•(tn)
1
n > L1 and lim

n→∞

∏
s∈R\•

ζs(tn)
1
n > L2

with probability 1. For the proof of Theorem 3 we simply note that V < L1L2 <W.

In Section 5.2 and 5.5 we define a standard combinatorial map T̂ : Sn → Tw,n+1 and a

novel map j̃ : Sn → R respectively, such that the following triangle commutes:

Sn

j̃

��

T̂

{{xxx
xx

xx
xx

Tw,n+1
log(Λ)

// R.

(5.0.1)

In Section 5.3 we use the algebraic machinery of the cycle indicator polynomial to express

limn→∞
log(ζ•(tn))

n in terms of an integral (see Proposition 5.3.7). In Section 5.4 we

calculate this integral using a novel family of polynomials called recursively exponential

polynomials which allows us to calculate L1. In Section 5.5 we calculate L2 and we end

this section by proving Theorem 3.

Before be begin the chapter proper we introduce further notation.

43
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Notation. Throughout this chapter we fix a rooted tree s ∈ R.

Fix k ∈ N. We define,

Rs,kn := {t ∈ Rn : t = B+(sk, tα2
2 , . . . , tαmm )}

and Rs,k :=
⋃
n∈NRs,k. Define an indicator function,

Is,k(t) :=

k if t = B+(sk, tα2
2 , . . . , tαmm )

1 otherwise.

for all k ≥ 1. Define a further indicator function

Ĩs(t) =

1 if t = B+(sα1 , tα2
2 , . . . , tαmm )

0 otherwise.

5.1 Limiting contribution of k-stars

Let Auts,k(t) ≤ Auts(t) be the group that acts on t by permuting copies of s whenever

t↓v = B+(sk, tα2
2 , . . . , tαmm ). In particular,

Auts,k(t) :=
∏
v∈V

SIs,k(t↓v),

and we write ζs,k(t) :=
∣∣Auts,k(t)

∣∣ for any rooted tree t ∈ R.

Lemma 5.1.1. Let {ti}i∈N ∈ Tw̃ and fix k ∈ N. Then,

log(ζ•,k(tn))

n

a.s.−−→
∑
t∈R•,k

K(t) log(k!)

(|t|+ 1)!
. (5.1.1)

Proof. We remark that for any rooted tree t ∈ Rn,

log(ζ•,k(t))

n
=

log
(∣∣∣∏v∈V SI•,k(t↓v)

∣∣∣)
n

=

∑
v∈V log

∣∣∣SI•,k(t↓v)

∣∣∣
n

=

∑
v∈V log

(
I•,k(t↓v)!

)
n

=

∑
v∈V (tn)

∑
s∈R•,k Ĩ

s(t↓v) log(k!)

n
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for all k ≥ 1. The result follows by Example 3.2.2.

In order to calculate
∑

t∈R•,k
K(t) log(k!)

(|t|+1)! in the next section we will exploit a bijection

between (n+ 1)-saplings and the symmetric group Sn.

5.2 A correspondence between (n+ 1)-saplings and Sn

In this section we will construct three standard maps: T ,T̂ and T̃ . For a more thorough

investigation of these maps thge interested reader should see [Pit95].

Let T̂ (σ) = {ti}n+1
i=1 . In Proposition 5.2.3 and Proposition 5.2.4 we will prove that σ has

cycle type a = (a1, a2, . . . , an) if and only if tn+1 consists of a root vertex r adjacent to

a rooted forest f =
⊔
k∈K sk of rooted trees such that

ai = |{k ∈ K : |sk| = i}| . (5.2.1)

for all i ∈ [n]. Define,

j(σ) :=
n∑
i=1

log(ai!).

In Proposition 5.2.5 we prove that j(σ) is an upper bound for log(Λ(T̂ (σ))).

In addition to permuting the vertices of a tree, the symmetric group has a deeper

connection with random recursive trees hinted at by the observation

|Tw,n+1| = |Sn| = n!

We begin this section by constructing an explicit bijection between Tw,n+1 and Sn via

a class of nested sequences of permutations called consistent random permutations for

each n ∈ N.

Consider a sequence of permutations, {σm}nm=1 such that:

(i) each permutation σm ∈ Sm and

(ii) if σm is written as a product of cycles then σm−1 is derived by the deletion of

element m from the cycle of which it is a part. For example, if σ7 = (1)(542)(673)

then σ6 = (1)(542)(63). If σ7 = (7)(542)(613) then σ6 = (542)(613).

We call these sequences consistent random permutations. As we remarked in the intro-

duction to this sectThe set of all consistent permutations of length n is denoted Σn.

Definition 5.2.1. [Pit95]
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(i) There is a bijection T̃ : Σn −→ Sn given by T̃ ({σi}ni=1) = σn.

(ii) There is a bijection T : Σn → Tw,n+1. Explicitly we have T ({σi}ni=1) = (v2, v3. . . . , vn+1)

where v2 = 1 and subsequently,

vi+1 =

1 if σi(i) = i

σi(i) + 1 otherwise
(5.2.2)

for i = 2, 3, . . . , n.

Suppose {ti}n+1
i=1 ∈ Tw,n+1 and let ln+1 : V (tn+1) → [n + 1] be the labelling of tn+1

given in Section 3.1. Define a new labelling l′n+1 : V (tn+1) → {0, 1, . . . , n} defined by

l′n+1(v) := ln(v)− 1 for any vertex v ∈ V (tn+1).

Suppose the vertex sequence v({ti}n+1
i=1 ) = (v2, v3, . . . , vn+1) so that the label of the

vertex u attached to at time i ∈ {2, 3, . . . , n + 1} is ln+1(u) = vi. We define the lower

vertex sequence,

v′({ti}n+1
i=1 ) := (y1, y2, . . . , yn).

where yi−1 = l′i(vi) for i = 2, 3, . . . , n+1. In particular yi−1 = vi−1 for i = 2, 3, . . . , n+1.

Suppose vertex v ∈ V (tn+1) and l′n+1(v) = i for some i ∈ [n−1]. The parent w ∈ V (tn+1)

of v is labelled l′n+1(w) = yi.

Definition 5.2.2. [Pit95] The inverse map T−1 : Tw,n+1 → Σn is defined by σ1(1) = 1,

then recursively for i < j by

σj(i) =

j if σj−1(i) = yj

σj−1(i) otherwise, and

σj(j) =

j if yj = 0

yj otherwise

for j = 2, 3, . . . , n.

0

1 2

3 4 5 6

Figure 5.1: The random recursive tree T ((1), (1)(2), (3, 1)(2), (3, 4, 1)(2), (3, 4, 1)(5, 2),
(3, 4, 1)(5, 6, 2)).
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Define a third bijection T̂ : Sn → Tw,n+1 by,

T̂ (σ) := T (T̃−1(σ))

for all σ ∈ Sn.

If it is not immediately obvious which permutation we are talking about then we write

ai(σ) for the number of i-cycles in σ. We write Sa
n for the set of permutations σ ∈ Sn

such that σ has cycle type a .

Proposition 5.2.3. Let σ ∈ Sn and T̂ (σ) = {ti}n+1
i=1 . Suppose tn+1 consists of a root

vertex r adjacent to a rooted forest f =
⊔
k∈K sk of rooted trees. Then σ has cycle type

(a1, a2, . . . , an) where each ai is given by Equation 5.2.1.

Proof. Let the lower vertex sequence, v′
(
{ti}n+1

i=1

)
= (y1, y2, . . . , yn).

Fix k ∈ K and suppose V (sk) = {x1, x2, . . . , xp} for some p ∈ [n]. Throughout this proof

we will abuse notation and write xi = l′n+1(xi) for all i ∈ [p]. Without loss of generality

suppose that x1 < x2 < · · · < xp. Since sk ∈ R there is a root vertex r(sk). Clearly

x1 = r(sk) and the parent vertex of x1 is r(tn+1). Since l′n+1(r(tn+1)) = 0, yx1 = 0. The

rooted tree sk is connected so yxi ∈ V (sk) for i = 2, 3, . . . , p. In particular yxi > 0 for

i = 2, 3, . . . , p.

Let {σi}ni=1 ∈ Σn be such that T̃ ({σi}ni=1) = σ. By Definition 5.2.2 σx1(x1) = x1.

Suppose j ∈ [p− 1] and i ≤ j. Then, by Definition 5.2.2,

σxj (xi) = σxj+1(xi) = · · · = σxj+1−1(xi).

Therefore it is enough to consider σxj (xi) for j ∈ {2, 3, . . . , p} and i ≤ j. We have

σxj (xj) = yxj and,

σxj (xi) =

xj if σxj−1(xi) = yxj

σxj−1(xi) otherwise,
(5.2.3)

by Definition 5.2.2. Clearly then, σxj (xi) ∈ {x1, x2, . . . , xj} for all j ∈ [p] and xi ≤ xj .

We claim that {x1, x2, . . . , xj} is a cycle in σxj for all j ∈ [p].

We will prove the claim by induction. We have σx1(x1) = x1 which is a cycle of length

1 in σxj . Suppose, for the inductive hypothesis, that (c1, c2, . . . , cj) is a cycle in σxj and

that each ci ∈ {x1, x2, . . . , xj}.

Note that yxj+1 is the label of the parent of vertex xj+1 hence, yxj+1 ∈ {x1, . . . , xj}. Sup-

pose, without loss of generality, that yxj+1 = c1. Then, by Equation 5.2.3, (xj+1, c1, c2, . . . , cj)

is a cycle in σxj+1 .
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Proposition 5.2.4 is the converse to Proposition 5.2.3.

Proposition 5.2.4. Suppose σ ∈ Sa
n and T̂ (σ) = {ti}n+1

i=1 . Then tn+1 consists of a

root vertex r adjacent to a rooted forest f =
⊔
k∈K sk of rooted trees. Then ai satisfies

Equation 5.2.1 for all i ∈ [n].

Proof. Let v
(
{ti}n+1

i=1

)
= (v2, . . . , vn+1) and suppose C = (c1, c2, . . . , cr) is an r-cycle in

σ. Let X = {x1, x2, . . . , xr} with each xi ∈ [n] ordered so that x1 < x2 < · · · < xr and

each ci ∈ X is distinct.

Suppose T̃ ({σi}ni=1) = σ and 1 ≤ p < r. By the construction of a consistent permu-

tation Cp = (ci1 , ci2 , . . . , cip) is a cycle in the permutations σxp , σxp+1, . . . , σxp+1−1. In

particular σx1(x1) = x1 so by Definition 5.2.1 vx1+1 = 1.

Since Cp is a cycle we have vxp+1 ∈ X for p = 2, 3, . . . , r. Since cycles are disjoint,

vi+1 ∈ X if and only if i ∈ X\{x1}.

Since each vi is the parent of the vertex w, where ln+1(w) = i the result follows.

We have begun building the machinery required to define j̃ : Sn → R such that triangle

5.0.1 commutes.

Proposition 5.2.5. Fix n ∈ N. Suppose σ ∈ Sn has cycle type (a1, a2, . . . , an) and

T̂ (σ) = {ti}n+1
i=1 . Then,

log(Λ(tn+1)) ≤ j(σ). (5.2.4)

Proof. Suppose tn+1 = B+(sα1
1 , sα2

2 , . . . , sαmm ) and

aj =

m∑
k=1

∑
sk∈Rj

αj (5.2.5)

for j = 2, 3, . . . , |t|−1. By Proposition 5.2.4 T̂ (σ) has cycle type (a1, a2, . . . , an). There-

fore,

j(σ) =

n∑
i=1

log(aj !)

≥
m∑
i=1

log(αi!)

since for all positive integers p, q ∈ N we have p! + q! ≤ (p+ q)!.

Under the hypotheses given in the statement of Proposition 5.2.5 j(σ) is an upper bound

for log(Λ(tn+1)).
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Fix n ∈ N and k ∈ [n]. Define,

Sa1=k
n := {σ ∈ Sn : σ has cycle type (k, a2, . . . , an)}.

Proposition 5.2.6. Fix k ∈ N. Then,

∑
t∈R•,kn+1

K(t) log(k!)

(|t|+ 1)!
=

∑
σ∈Sa1=kn

log(k!)

(n+ 2)!
. (5.2.6)

Proof. Suppose σ ∈ Sn and T̂ (σ) = {ti}n+1
i=1 . Then tn+1 consists of a root vertex r

adjacent to a rooted forest f =
⊔
i∈I si of rooted trees. By Proposition 5.2.3 and

Proposition 5.2.4 a1(σ) = k if and only if k = |{i ∈ I : si ∼= •}|. Hence∣∣∣{{ti}n+1
i=1 ∈ Tw,n+1 : tn+1 = B+(•k, tα2

2 , . . . , tαmm )
}∣∣∣ =

∣∣∣Sa1=k
n

∣∣∣
and the result follows from Definition 1.2.8.

Fix n ∈ N and i, k ∈ [n]. Let Xi,k
n be the number of permutations σ ∈ Sn such that

ai(σ) = k. In other words Xi,k
n is the number of permutations σ ∈ Sn with precisely k

cycles of length i. Then,
∣∣Sa1=k
n

∣∣ = X1,k
n for all n ∈ N and k ∈ [n].

Example 5.2.7. The first non-zero values of Xi,k
n are as follows,

X1,1
1 = 1

X2,1
2 = 1

X1,2
2 = 1

X1,3
3 = 1

X3,1
3 = 2

X1,1
3 = 3

X2,1
3 = 3

5.3 The cycle indicator polynomial

In this section we will build the algebraic machinery necessary to calculate the righthand

side of Equation 5.2.6. In particular we will use a well-known algebraic formulation of

the symmetric group called the cycle indicator polynomial.

We begin this section with the necessary definitions and background information. We

state Theorem 5.3.4 (Theorem 1.3.3 in [Sta86]) in which lays the power of the cycle
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indicator polynomial. In addition we prove Proposition 5.3.5 which is a standard appli-

cation of this theorem. In Section 5.3.1 we define a 1-parameter family of generating

functions, Hk(x), that we will use to calculate the limiting behaviour of ζ(tn)
1
n .

Suppose that a permutation σ ∈ Sn has cycle type (a1, . . . , an). Write

ztype(σ) := za11 za22 . . . zann

and define the cycle indicator polynomial

Zn :=
1

n!

∑
σ∈Sn

ztype(σ).

We define Z0 := 1.

Example 5.3.1.

Z0 = 1

Z1 = z1

Z2 =
1

2!
(z2

1 + z2)

Z3 =
1

3!
(z3

1 + 3z1z2 + 2z3)

Z4 =
1

4!
(z4

1 + 6z2
1z2 + 8z1z3 + 3z2

2 + 6z4).

Define,

S̃n := Sn/ ∼

where two elements σ, τ ∈ Sn are equivalent by ∼ if they belong to the same conjugacy

class (i.e. they have the same cycle type). Write [σ] ∈ S̃n for the conjugacy class

representative of σ ∈ Sn. If σ has cycle type (a1, a2, . . . , an) then the conjugacy class

[σ] has order |[σ]| =
∏n
i=1

n!
ai!iai

[Sta86]. Define a family of monomials,

Z [σ]
n (z1, . . . , zn) := |[σ]|za11 . . . zann .

Then,

Zn(z1, . . . , zn) =
1

n!

∑
[σ]∈S̃n

Z [σ]
n (z1, . . . , zn). (5.3.1)

Proposition 5.3.2. Suppose σ ∈ Sa
n. Then,

∂k

∂zk1
Z [σ]
n (z1, . . . , zn)

∣∣∣∣z1=0
zj=1 for j>1

=

|[σ]| a1! if a1 = k

0 otherwise.

Proof. We split this proof into 3 cases.
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Case 1 (k < a1). Then,

∂k

∂zk1
Z [σ]
n (z1, . . . , zn) = |[σ]| a1!

(a1 − k)!
za1−k1 za22 . . . zann .

Hence

∂k

∂zk1
Z [σ]
n (z1, . . . , zn)

∣∣∣∣z1=0
zj=1 for j>1

= |[σ]| a1!

(a1 − k)!
0a1−k1a2 . . . 1an

= 0.

Case 2 (k > a1). Then,
∂k

∂zk1
Z [σ]
n (z1, . . . , zn) = 0.

Case 3 (k = a1). Then,

∂k

∂zk1
Z [σ]
n (z1, . . . , zn) = |[σ]| a1!za22 . . . zann ,

hence

∂k

∂zk1
Z [σ]
n (z1, . . . , zn)

∣∣∣∣z1=0
zj=1 for j>1

= |[σ]|a1!1a2 . . . 1an

= |[σ]|a1!

Corollary 5.3.3. Fix k ∈ [n]. Then,

∂k

∂zk1
Zn(z1, z2, . . . , zn)

∣∣∣∣z1=0
zj=1 for j>1

=
1

n!

∑
σ∈Sa1=kn

k! (5.3.2)

Proof. Let i, k ∈ N. By Equation 5.3.1,

∂k

∂zk1
Zn(z1, . . . , zn) =

∂k

∂zk1

1

n!

∑
[σ]∈S̃n

Z [σ]
n (z1, . . . , zn)

=
1

n!

∑
σ∈Sa1=kn

k!

by Proposition 5.3.2 and since the derivative is linear.

The cycle indicator polynomial is a particularly elegant and useful formulation of the

symmetric group because of the following theorem.
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Theorem 5.3.4. (This is Theorem 1.3.3 in [Sta86].)

∑
n≥0

Zn(z1, z2, . . . , zn)xn = exp

(
z1x+ z2

x2

2
+ z3

x3

3
+ · · ·

)
.

Using a standard application of Theorem 5.3.4 we can extend the statement of Corollary

5.3.3 as follows.

Proposition 5.3.5.

∂k

∂zki

∑
n≥0

Zn(z1, . . . , zn)xn

∣∣∣∣∣∣z1=0
zj=1 for j>1

=
xki

ik

(
1

1− x

)
e
−
(
xi

i

)
.

Proof. By Theorem 5.3.4,

∂k

∂zki

∑
n≥0

Zn(z1, . . . , zn)xn =
∂k

∂zki
exp

(
z1x+ z2

x2

2
+ z3

x3

3
+ · · ·

)

=
xki

ik
exp

(
z1x+ z2

x2

2
+ z3

x3

3
+ · · ·

)
.

Hence,

∂k

∂zki

∑
n≥0

Zn(z1, . . . , zn)xn

∣∣∣∣∣∣z1=0
zj=1 for j>1

=
xki

ik
exp

(
x+ · · · x

i−1

i− 1
+
xi+1

i+ 1
+ · · ·

)

=
xki

ik
exp

(
log

(
1

1− x

)
− xi

i

)
=
xki

ik

(
1

1− x

)
e
−
(
xi

i

)
.

5.3.1 A family of generating functions

The most important result in this section is Theorem in which we show that for a random

recursive tree the limiting value of ζ(tn) can be expressed in terms of the generating

function Hk(x).

Fix n ∈ N and k ∈ [n]. Define a family of constants,

cn,k :=
∑

σ∈Sa1=kn

k!

If k > n we define cn,k := 0 and we define c0,0 := 0. We remark that Sa1=k
n is the set of

permutations σ ∈ Sn with k fixed points. Further,
∣∣Sa1=k
n

∣∣ = n!
∑n

j=k
(−1)j−k

k!(j−k)! are know
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as the recontres numbers[Rio12]. Hence,

cn,k = n!
n∑
j=k

(−1)j−k

(j − k)!
.

Define a 1-parameter family of exponential generating functions,

Hk(x) :=
∑

n≥k+2

cn−2,kx
n

n!
.

Let X :=
∑n−2

j=k
(−1)j−k

(j−k)! . By the “ratio test”;

lim
n→∞

∣∣∣∣cn−1,kx
n+1/(n+ 1)!

cn−2,kxn/n!

∣∣∣∣ = lim
n→∞

∣∣∣∣∣∣
x(n− 1)

(
X + (−1)n−1−k

(n−1−k)!

)
(n+ 1)X

∣∣∣∣∣∣
= |x|,

hence the radius of convergence of Hk(x), ρH,k = 1. To determine convergence in the

case x = 1 we remark that,

Hk(1) =
∑

n≥k+2

cn−2,k

n!

=
∑

n≥k+2

1

n(n− 1)

n−2∑
j=k

(
(−1)j−k

(j − k)!

)
.

Since 0 ≤
∑n−2

j=k

(
(−1)j−k

(j−k)!

)
≤ 1 for all n ∈ N, Hk(1) converges absolutely by the “direct

comparison test”.

We have now developed all of the necessary machinery to state the primary theorem of

this section.

Theorem 5.3.6. Fix k ∈ N and suppose {tn}n∈N ∈ Tw̃. Then,

log
(
ζ•,k(tn)

)
n

a.s.−−→ log(k!)

k!
Hk(1).

Proof. By Lemma 5.1.1,

log
(
ζ•,k(tn)

)
n

a.s.−−→
∑

t′∈R•,k

K(t′) log(k!)

(|t′|+ 1)!
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By Proposition 5.2.6,

∑
t∈R•,k

K(t) log(k!)

(n+ 2)!
=
∑
n≥1

∑
t∈R•,kn+1

K(t) log(k!)

(n+ 2)!

=
∑
n≥1

∑
σ∈Sa1=kn

log(k!)

(n+ 2)!

=
log(k!)

k!

∑
n≥1

cn,k
(n+ 2)!

=
log(k!)

k!
Hk(1).

Suppose F (x) =
∑

n≥0
an
n! x

n is a formal power series. The standard definition of the

formal derivative F ′(x) :=
∑

n≥0
an+1

n! x
n can be found, for example, in [Sta86]. We

define Gk(x) := H ′k(x) and Fk(x) := G′k(x). By Corollary 5.3.3,

Fk(x) =
∑
n≥0

cn,kx
k

n!

=
∑
n≥0

∂k

∂zk1
Zn(z1, z2, . . . , zn)xn

∣∣∣∣z1=0
zj=1 for j>1

Since the radius of convergence of ρH,k = 1, the radii of convergence of Fk(x) and Gk(x)

satisfy ρF,k = 1 and ρG,k = 1 respectively. By Proposition 5.3.5, Fk(x) = xke−x

(1−x) .

It is now that we unleash the awesome power of Theorem 5.3.4.

Proposition 5.3.7. Suppose {tn}n∈N ∈ Tw̃. Then,

log
(
ζ•,k(tn)

)
n

a.s.−−→ log(k!)

k!

∫ 1

0

∫ x

0

yke−y

(1− y)
dydx. (5.3.3)

5.4 Recursively exponential polynomials

In Proposition 5.3.7 we proved that limn→∞
log(ζ•,k)

n can be calculated by evaluating

an integral. In this section we develop an algebraic toolbox necessary to calculate the

this integral (the right-hand side of Equation 5.3.3) using a novel family of polynomials

called recursively exponential polynomials. We end this section by calculating L1.

For succinctness, given a polynomial p(x), we define

d0

dx0
p(x) := p(x).



Chapter 5 Automorphisms of random recursive trees 55

Given such a polynomial p(x), consider
∫
e−xp(x)dx. Integrating by parts we see that,∫

e−xp(x)dx = −e−xp(x) +

∫
e−x

d

dx
p(x)dx

and by iterating this argument we see that

∫
e−xp(x)dx = −e−x

∑
j≥0

dj

dxj
p(x)

 . (5.4.1)

Definition 5.4.1. (Recursively exponential polynomials). Define a family {pk(x)}k∈N
of polynomials in one variable by p1(x) := 1, then recursively by

pk+1(x) := 1 + xpk(x) +
∑
j≥0

dj

dxj
pk(x).

Example 5.4.2. The first few recursively exponential polynomials are,

p1(x) = 1

p2(x) = x+ 2

p3(x) = x2 + 3x+ 4

p4(x) = x3 + 4x2 + 9x+ 10.

Proposition 5.4.3. For all k ∈ N we have the following:

(i) pk(0) =

k−1∑
i=0

i!

(ii) k!
k∑
i=0

1

i!
=
∑
j≥0

dj

dxj
pk(x)

∣∣∣∣
x=1

+ 1.

Before we prove Proposition 5.4.3 it is necessary to introduce another new family of poly-

nomials, qk(x) := pk+1(x)− pk(x), that we call difference polynomials. We immediately

remark that

qk(x) = 1 + xpk(x) +
∑
j≥1

dj

dxj
pk(x)

= 1 + x(pk−1(x) + qk−1(x)) +
∑
j≥1

dj

dxj
pk−1(x) + qk−1(x)

= xqk(x) +
∑
j≥1

dj

dxj
qk(x) + 1 + xpk(x) +

∑
j≥1

dj

dxj
pk(x)

= xqk(x) +
∑
j≥0

dj

dxj
qk(x) (5.4.2)
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for all k ∈ N. For each differernce polnomial we write qk(x) =
∑k

i=0 λk,ix
i for some

constants λk,i ∈ N.

Lemma 5.4.4. Fix k ∈ N. Then,

λk,i =
k!

i!

for all i ≤ k and λk,i = 0 otherwise.

Proof. We use induction on k. For the base case we remark that q1(x) = x+ 1.

We begin with the case i ∈ N and then consider the case i = 0. So suppose qk(x) =∑k
i=0

k!
i! x

i for k = i, i+ 1, . . . ,K. By Equation 5.4.2 and then the inductive hypothesis,

λK+1,i = λK,i−1 +
K−i∑
j=0

(i+ j)!

i!
λK,i+j

= λK,i−1 +

K−i∑
j=0

(i+ j)!

i!
λK,i+j

=
K!

(i− 1)!
+

K−i∑
j=0

(i+ j)!K!

i!(i+ j)!

=
(K + 1)!

i!

for each i ∈ [k].

Now consider the case i = 0. By the inductive hypothesis,

λK+1,0 =

K∑
j=0

j!λK,j

=
K∑
j=0

j!K!

j!

= K + 1!

and the result follows.

Proof. (of Proposition 5.4.3)

(i) We prove this by induction on k. For the base case we note that p1(x) = 1.

Suppose, for the inductive hypothesis, pk(0) =
∑k−1

i=0 i! for k = 1, 2, . . . ,K. We

remark that pK+1(0) − pK(0) = qK(0). By the inductive hypothesis, pK+1(0) =

qK(0) +
∑K−1

i=0 i!. It follows immediately from Lemma 5.4.4 that qK(0) = K!,

hence

pK+1(0) = K! +
K−1∑
i=0

i!
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as required.

(ii) We remark that

k!

k∑
i=0

1

i!
=
∑
j≥0

dj

dxj
pk(x)

∣∣∣∣
x=1

+ 1

= pk+1(1)− pk(1)

= qk(1)

=
k∑
i=0

k!

i!

by Lemma 5.4.4.

Definition 5.4.5 (exponential integral). [Vau08]. We define the exponential integral

Ei(x) :=

∫ ∞
−x

e−t

t
dt.

which should be interpreted in the sense of Cauchy principal value.

By integrating by parts we get,∫
Ei(x)dx = xEi(x)− ex + C. (5.4.3)

Therefore, ∫
Ei(1− x)dx = e1−x − (1− x) Ei(1− x) + C (5.4.4)

by substitution.

Lemma 5.4.6. Suppose k ∈ N. Then,

Gk(x) = e−x(pk(x))− Ei(1− x)

e
− pk(0) +

Ei(1)

e
.

We prove Lemma 5.4.6 by induction on k. Before we prove Lemma 5.4.6 we prove the

base case k = 1.

Lemma 5.4.7. ∫ x

0

ye−y

(1− y)
dy = e−x − Ei(1− x)

e
− p1(0) +

Ei(1)

e
.

Proof. First note that ∫
xe−x

(1− x)
dx = −

∫
xe−x

(x− 1)
dx,
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now we use integration by parts to see that∫
xe−x

(x− 1)
dx =

xEi(1− x)

e
− 1

e

∫
Ei(1− x)dx.

By Equation 5.4.4 we get∫ x

0

ye−y

(y − 1)
dy =

[
Ei(1− y)

e
− e−y

]x
0

=
Ei(1− x)

e
− e−x − Ei(1− x)

e
+ 1

and the result follows.

Proof. (of Lemma 5.4.6) Suppose, for the inductive hypothesis, that∫
xne−x

(1− x)
dx = e−x(pn(x))− Ei(1− x)

e

for n = 1, 2, . . . , k − 1 > 0. Integrating by parts and applying Equations 5.4.1 and 5.4.4

we see that∫
xke−x

(x− 1)
dx =

∫
x

(
xk−1e−x

(x− 1)

)
dx

= x

(
Ei(1− x)

e
− e−xpk−1(x)

)
−
∫

Ei(1− x)

e
dx− e−xpk−1(x)dx

=
Ei(1− x)

e
− e−x

xpk−1(x) +
∑
j≥0

dj

dxj
pk−1(x) + 1


=

Ei(1− x)

e
− e−xpk(x)

where the last equality follows from Definition 5.4.1. Furthermore,∫ x

0

yne−y

(1− y)
dy =

[
e−y(pn(y))− Ei(1− y)

e

]x
0

=
Ei(1− x)

e
− e−xpk(x)− Ei(1)

e
+ pk(0).

Corollary 5.4.8. For all k ∈ N ,

Hk(x) = −e−x
∑
i≥0

di

dxi
pk(x)− 1

+
(1− x)

e
(Ei(1− x)− Ei(1))− xpk(0) + pk+1(0).
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Proof. For all k ∈ N,

Hk(x) =

∫ x

0
Gk(y)dy

=

∫ x

0

(
e−y(pk(y))− Ei(1− y)

e
− pk(0) +

Ei(1)

e

)
dy.

By Equation 5.4.1,

∫
e−xpk(x)dx = −e−x

∑
j≥0

dj

dxj
pk(x)

 (5.4.5)

and, by Equation 5.4.4,∫
Ei(1− x)

e
dx =

1

e

(
e1−x − (1− x) Ei(1− x)

)
. (5.4.6)

The result follows.

We finally have enough algebraic machinery to prove Theorem 5.4.9.

Theorem 5.4.9. Suppose that {tn}n∈N is a random recursive tree. Then,

ζ•(tn)
1
n

a.s.−−→
∏
k≥2

(k!)γk

where γk = 1− 1
e

∑k
j=0

1
j! for k ≥ 2.

Proof. By Theorem 5.3.6,

log ζ•,k(tn)

n

a.s.−−→ log(k!)

k!
Hk(1)

for any k ∈ N. By Corollary 5.4.8,

Hk(1) =
−1

e

∑
i≥0

di

dxi
pk(x)


x=1

− 1

e
+

(
Ei(1)

e
− pk(0)

)
− Ei(1)

e
+ pk+1(0)

= pk+1(0)− pk(0)− 1

e

(
k!
k−1∑
i=0

1

i!
+ 1

)



60 Chapter 5 Automorphisms of random recursive trees

by Proposition 5.4.8 Part (iii). By Proposition 5.4.8 Part (i), pk(0) =
∑k−1

i=0 i!, for all

k ∈ N. Hence,

Hk(1) =
k∑
i=0

i!−
k−1∑
i=0

i!− 1

e

(
k!
k−1∑
i=0

1

i!
+ 1

)

= k!− 1

e

(
k!

k−1∑
i=0

1

i!
+ 1

)

= k!

(
1− 1

e

k∑
i=0

1

i!

)

Suppose {tn}n∈N ∈ Tw̃. Then, by Theorem 5.3.6,

log ζ•,k(tn)

n

a.s.−−→ Hk(1)
log(k!)

k!

= log(k!)

(
1− 1

e

k∑
i=0

1

i!

)

for any k ∈ N. The result follows since, Aut•(t) =
∏
k Aut•,k(t).

We used Mathematica [Wol16] to calculate,

1000∑
k=2

log(k!)

(
1− 1

e

k∑
i=0

1

i!

)
≈ 0.10480730877 . . . (5.4.7)

Hence, by the Continuous Mapping Theorem (Theorem 3.2.3),

lim
n→∞

1000∑
k=2

ζ•,k(tn)
1
n ≈ 1.11049660678 =: L1

almost surely. In this way it is possible to get a numerical estimate for the limiting order

for the subgroup of the automorphism group of a random recursive tree coming from

k-stars. We remark that since L1 < V we have not (yet) proved Theorem 3.

5.5 Proof of Theorem 3

In this section we will calculate a lower bound, L2, for
∏
s∈R\• ζ

s(tn)
1
n . At the end of

this section we prove that L1L2 > V (Viswanath’s constant) thus proving Theorem 3.

Following Pitman [Pit95] we put a measure of Σn as follows. Initially σ1(1) = 1. At

time n > 1,

P (σn(n) = j) =
1

n
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for any j ∈ [n]. This corresponds, under T̃ , to the symmetric group equipt with the

uniform measure which we denote Sµn .

Fix σ ∈ Sn and suppose C = (c1, c2, . . . , cr) is a r-cycle of σ. Let XC = {x ∈ N : x =

ci for some i ∈ [r]} . Order XC = {x1, x2, . . . , xr} so that x1 < x2 < · · · < xr. Define a

map ι : XC → [r] by ι(xi) := i for each i ∈ [r].

Define a function T̂ |C : Sµn → Tw,r by

T̂ |C(σ) := (v2, . . . , vr)

where vi = ι(σxi(xi)) for i = 2, 3, . . . , r and T̃ ({σi}ni=1) = σ. Suppose σ ∈ Sµn . Then,

P
(
σxj (xj) = xi|σxj (xj) ∈ {x1, x2, . . . , xj}

)
=

1

j

for any pair j ∈ [r] and i ∈ [j]. In particular T̂ |C : Sµn → Tw̃,r.

Example 5.5.1. The permutation σ = (3, 4, 1)(5, 6, 2) corresponds, under the map T̂ ,

to the attachment tree {ti}7i=1 shown in Figure 5.1. Label the cycles of σ as follows,

C1 = (3, 4, 1) and C2 = (5, 6, 2).

Then,

T̂ |C1(σ) = (1, 1) and T̂ |C2(σ) = (1, 1)

which is the attachment tree shown in Figure 5.2.

1

2 3

Figure 5.2: A representation of random recursive tree with vertex sequence
(1, 1).

Recall from Section 3.1 that φn : Tw,n → Rn is the map that simply “forgets” the

random recursive structure of a n-sapling. We have shown that:

Lemma 5.5.2. Fix r ∈ N and a rooted tree s ∈ Rr and suppose C is a r-cycle of σ ∈ Sn.

Under the uniform distribution on Sn,

P
(
φn

(
T̂ |C(σ)

)
= s
)

=
K(s)

(r − 1)!

Let σ ∈ Sn. We write Cs(σ) for the number of cycles C of σ such that

φ|C|

(
T̂ |C(σ)

)
= s.
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Suppose σ has cycle type a. By Lemma 5.5.2,

P (Cs(σ) = ar) =

(
K(s)

(r − 1)!

)ar
.

Define,

Aki :=
∑
s∈Ri

(
K(s)

(i− 1)!

)k

Example 5.5.3. We calculate Aki for i ≤ 4. For all k ≥ 1,

Ak1 = 1

Ak2 = 1

Ak3 =

(
1

2

)k−1

Ak4 =

(
1

2

)k
+ 3

(
1

6

)k
.

Let σ ∈ S. We write Csi (σ) for the number of i-cycles, C, of σn such that

φ|C|

(
T̂ |C(σ)

)
= s.

Define Sin ⊆ Sn to be the set of permutations σ ∈ Sn such that

Csi (σ) = ai.

In other words under the bijection T̂ the subset Sin corresponds to all random recursive

trees consisting of a root vertex attached to a rooted forest such that every rooted

tree in that rooted forest on i vertices is isomorphic. Define X̂i,k
n to be the number of

permutations σ ∈ Sin with precisely k cycles of length i. Note that,

X̂i,k
n = Xi,k

n Aki .

Figure 5.3: A rooted tree s ∈ R. We remark that s = φ3((1, 1)), depicted in
Figure 5.2. Further, Cs(σ) = 2 where σ = T̃−1({σi}6i=1) is as in Example 5.1.
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Given a permutation σ such that T̂ (σ) = {ti}n+1
i=1 , we have

log(Λ(tn+1)) =
∑
s∈R

log(Cs(σ)!), (5.5.1)

Suppose σ ∈ Sn. Let j̃ : Sn → R be the function defined by,

j̃(σ) :=
∑
s∈R

log(Cs(σ)!),

Recall from the introduction to this Chapter that calculating such a function j̃ is integral

to achieving our long term aim of proving Theorem 3.

Lemma 5.5.4.

log (W) ≥
∑
n≥0

∑
i≥1

n∑
k=2

X̂i,k
n log(k!)

(n+ 2)!
. (5.5.2)

Proof. By Equation 5.5.1,∑
t∈Rn+1

K(t) log(Λ(t)) =
∑
σ∈Sn

∑
r∈R

log (Cr(σ)!)

=
∑
σ∈Sn

n∑
i=1

∑
s∈Ri

log (Csi (σ)!)

=
n∑
i=1

∑
σ∈Sn

∑
s∈Ri

log (Csi (σ)!)

≥
n∑
i=1

∑
σ∈Sin

∑
s∈Ri

log (Csi (σ)!)

=

n∑
i=1

∑
σ∈Sin

log(ai!)

=
n∑
i=1

n∑
k=2

X̂i,k
n log(k!).

The result follows.

In Lemma 5.5.5 we simplify the righthand side of inequality 5.5.2 in order that we might

more easily approximate it using a computer. In [Sta86] Stanley proves the number Xi,k
n

of permutations σ ∈ Sn such that ai = k is

Xi,k
n := n!

bn
i
−kc∑
j=0

(−1)j

ijj!
.
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Lemma 5.5.5. Fix i, k ∈ N. Then,

∑
n≥ik

Xi,k
n

(n+ 2)!
=
∑
m≥0

i
∑m

j=0
(−1)j

ijj!

(i(k +m) + 1)(i(k +m+ 1) + 1)

Proof. For every i ≥ 1,

∑
n≥ik

1

(n+ 1)(n+ 2)

bn
i
−kc∑
j=0

(−1)j

ijj!
=

∑0
j=0

(−1)j

ijj!

(ik + 1)(ik + 2)
+

∑0
j=0

(−1)j

ijj!

(ik + 2)(ik + 3)
+ · · ·+

∑m
j=0

(−1)j

ijj!

(ik + i)(ik + i+ 1)

+

∑1
j=0

(−1)j

ijj!

(i(k + 1) + 1)(i(k + 1) + 2)
+ · · ·+

∑1
j=0

(−1)j

ijj!

(i(k + 1) + i)(i(k + 1) + i+ 1)

+

∑2
j=0

(−1)j

ijj!

(i(k + 2) + 1)(i(k + 2) + 2)
+ . . .

for any k ≥ 2. Since
∑N

n=0
1

(n+1)(n+2) = N+1
N+2 we have,

B∑
A

1

(n+ 1)(n+ 2)
=

B −A+ 1

(A+ 1)(B + 2)

for any A,B ∈ N. In particular,

∑
n≥ik

1

(n+ 1)(n+ 2)

bn
i
−kc∑
j=0

(−1)j

ijj!
=
∑
m≥0

i
∑m

j=0
(−1)j

ijj!

(i(k +m) + 1)(i(k +m+ 1) + 1)
.

Corollary 5.5.6. For I ∈ N,M ∈ N and 2 ≤ K ∈ N,

log(W) ≥
I∑
i=1

K∑
k=2

M∑
m=0

iAki
∑m

j=0
(−1)j

ijj!

(i(k +m) + 1)(i(k +m+ 1) + 1)

Proof. Let M ′ = I(K +M + 1)− 1. By the proof of Lemma 5.5.5,

I∑
i=1

K∑
k=2

M∑
m=0

iAki
∑m

j=0
(−1)j

ijj!

(i(k +m) + 1)(i(k +m+ 1) + 1)
=

I∑
i=1

K∑
k=2

i(k+m+1)−1∑
n=0

X̂i,k
n log(k!)

(n+ 2)!

=

M ′∑
n=0

I∑
i=1

K∑
k=2

X̂i,k
n log(k!)

(n+ 2)!

≤
∑
n≥0

∑
i≥1

∑
k≥2

X̂i,k
n log(k!)

(n+ 2)!

≤ log(W)
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We used Mathematica [Wol16] to calculate,

4∑
i=2

6∑
k=2

400∑
m=0

iAki
∑m

j=0
(−1)j

ijj!

(i(k +m) + 1)(i(k +m+ 1) + 1)
≈ 0.0195308138 . . .

= log (L2)

Proof. (of Theorem 3.) Note that

L1L2 = 1.132398696 . . .

By Corollary 5.5.6 V < L1L2 ≤ W and the result follows.





Chapter 6

Expectation

Whilst the expected order of the automorphism group of certain families of rooted trees

such as labelled rooted trees are known [Yu12], there are no analogous formulae for other

important families of trees. In this chapter we calculate the expected order bk of the

automorphism group of a k-sapling {ti}ki=1 ∈ Tw̃ for all k ∈ N. Our primary tool for

proof in this chapter is generating functions.

The main result of this chapter is Theorem 4. We say that Theorem 4 is a Fibonacci-type

theorem because of the obvious similarity between Equation 1.4.2 and Binet’s formula

for Fibonacci numbers. Theorem 4 is particularly astonishing because although the

expected order of the automorphism group of a rooted labelled tree is known, it does

not have a closed form expression.

The key to proving Theorem 4 is Equation 3.2.3 which was derived by Hoffman in [Hof03]

and gives an easily manipulated expression for the expected order of the automorphism

group of a random recursive tree. Hoffman’s derivation of Equation 3.2.3 relies on his

observation that the set of rooted trees with a finite number of vertices satisfies the

definition of a partially ordered set with certain algebraic and combinatorial properties

called a sequentially differential poset which will be defined in Section 6.2.

Sequentially differential posets were first introduced by Stanley in [Sta90] as a gener-

alisation of another family of posets called differential posets which share many of the

same combinatorial properties. Applications of differential posets are numerous and in-

clude the study of Hopf Algebras [BLL12, Hof03], Markov processes [Ful09] and Young-

Fibonacci lattices. The combinatorics of differential posets first outlined in [Sta88a]

can be expressed elegantly in terms of generating functions whereas the combinatorics

of sequentially differential posets cannot and thus become much more complicated. In

Section 6.2 we show that the combinatorics of a family of sequentially differential posets

called sequentially increasing posets (to which the set of rooted trees with finitely many

vertices belongs) do admit a generating function description.

67
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6.1 A generating function approach

An involution σ ∈ Sk does not contain any permutation cycles of length > 2 so that it

consists exclusively of fixed points and transpositions with disjoint supports. The set of

all involutions of [k] is denoted Inv(k). For σ ∈ Sk, call i ∈ [k] a weak excedance of σ

if σ(i) ≥ i. Let Wex(σ) be the set of weak excedances of σ. For σ ∈ Sk and i ∈ [k],

let η(σ, i) be the number of integers j ∈ [k] such that j < i and σ(j) < σ(i). With the

definitions above Hoffman [Hof03] proved∑
t∈Tw̃,k+1

ζ(t) =
∑

σ∈Inv(k)

∏
i∈Wex(σ)

(η(σ, i) + 1). (6.1.1)

In this section we will define a generating function that describes Equation 6.1.1, hence

we define

ek =
∑

σ∈Inv(k)

∏
i∈Wex(σ)

(η(σ, i) + 1).

In Lemma 6.1 we will prove that the sequence {ek}k≥0 can be defined in terms of a

simple recursion redolent of Fibonacci’s sequence.

Lemma 6.1. The sequence {ek}k≥0 is given by the recursion

ek = kek−1 +
k(k − 1)ek−2

2
,

for k ≥ 2 and has initial values e0 = e1 = 1.

Proof. Fix k ∈ N and suppose that σ ∈ Inv(k). Either k is a fixed point or k is part of

a transposition.

Case 1. Suppose that k is a fixed point of σ, then we can split σ into a map that

sends k to k and a permutation τ ∈ Σk−1 which simply forgets k so that τ(i) = σ(i) for

all i ∈ [k − 1]. Since σ(k) = k, k is a weak excedance of σ. For all j ∈ [k − 1] we have

j < k and σ(j) < k = σ(k) hence η(σ, k) = k − 1.

Now we will consider η(σ, i) for each i < k. It is clear that i ∈ Wex(σ) if and only if

i ∈Wex(τ) for all i ∈ [k − 1]. Since τ(i) = σ(i) for all i ∈ [k − 1], η(τ, i) = η(σ, i) for all

i ∈ [k − 1], hence

∏
i∈Wex(σ)

(η(σ, i) + 1) = (η(σ, k) + 1)

 ∏
i∈Wex(τ)

(η(τ, i) + 1)


= k

 ∏
i∈Wex(τ)

(η(τ, i) + 1)

 .

We remark that σ ∈ Inv(k) if and only if τ ∈ Inv(k − 1), hence in this case ek = kek−1.
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Case 2. Now suppose that k is part of a transposition, (j, k), for some j ∈ [k − 1].

Define a new set [k − 1]j := {1, 2, . . . , j − 1, j + 1, . . . , k − 1}. Again we split σ into

a map that sends j to k (and k to j) and a map ρ̃ : [k − 1]j −→ [k − 1]j given by

ρ̃(i) = σ(i) for all i ∈ [k − 1]j . In order to think of ρ̃ as a permutation we define a

function f : [k − 1]j → [k − 2] as follows:

f(i) =

{
i if i < j

i− 1 if i > j.

This function is clearly a bijection. Define a new permutation ρ ∈ Σk−2 by ρ(i) :=

f(ρ̃(f−1(i)).

Note that j ∈ Wex(σ) and k /∈ Wex(σ) and that η(σ, j) = j − 1. Again notice that

η(σ, f−1(i)) = η(ρ, i) for all i ∈ [k− 2]. Since i ∈Wex(ρ) if and only if f−1(i) ∈Wex(σ)

for all i ∈ [k − 2],

∏
i∈Wex(σ)

(η(σ, i) + 1) = j

 ∏
i∈Wex(ρ)

(η(ρ, i) + 1)

 .

We remark that σ ∈ Inv(k) if and only if ρ ∈ Inv(k − 2) hence in this case ek = jek−2

for a fixed j ∈ [k − 1].

We combine Case 1 and Case 2 to see that

ek = kek−1 +

k−1∑
j=1

jek−2 (6.1.2)

= kek−1 +
k(k − 1)

2
ek−2. (6.1.3)

By the definition of ek it is easy to see that e0 = e1 = 1.

Equation 6.1.3 naturally lends itself to a generating function argument so we define the

exponential generating function F (x) =
∑

k≥0
ekx

k

k! . Following a standard generating

function type argument:

F (x) = 1 + x+
∑
k≥2

ekx
k

k!
(6.1.4)

= 1 + x+
∑
k≥2

(
kek−1 +

k(k − 1)

2
ek−2

)
xk

k!
(6.1.5)

= 1 + x+ x(F (x)− 1) +
x2

2
F (x). (6.1.6)
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Rearranging Equation 6.1.6 for F (x) we see that the exponential generating function for

the recursion given in Equation 6.1.3 is

F (x) =
2

(2− 2x− x2)
. (6.1.7)

Remark 6.1.1. The Fibonacci sequence, {fi}i≥0, is given by f0 = f1 = 1 and subse-

quently fk = fk−1 + fk−2 for k > 2. Define the generating function G(x) :=
∑

k≥0 fkx
k

and an elementary argument gives

G(x) =
1

(1− x− x2)
.

There is an obvious similarity between F (x) and G(x). A closed form for the kth term of

Fibonacci’s sequence, fk, can be calculated by a standard generating function argument

and yields the following result:

fk =
1√
5

(1 +
√

5

2

)k
−

(
1−
√

5

2

)k , (6.1.8)

known as Binet’s formula.

In the proof of Theorem 4 we will adapt this standard argument to give a closed form

for the expected order of the automorphism group of a random recursive tree.

Proof of Theorem 4. The function f(x) = x2 + 2x− 2 has solutions φ1 = −1 +
√

3 and

φ2 = −1−
√

3, hence

F (x) =
−2

(φ1 − x)(φ2 − x)

By partial fractions then a Taylor expansion:

F (x) =
2

φ1 − φ2

(
1

φ1 − x
− 1

φ2 − x

)
(6.1.9)

=
2

φ1 − φ2

(
φ−1

1

1− x
φ1

− φ−1
2

1− x
φ2

)
(6.1.10)

=
2φ−1

1

φ1 − φ2

(
1

1− x
φ1

)
− 2φ−1

2

φ1 − φ2

(
1

1− x
φ2

)
(6.1.11)

=
2φ−1

1

φ1 − φ2

∑
k≥0

xk

φk1

− 2φ−1
2

φ1 − φ2

∑
k≥0

xk

φk2

 (6.1.12)

= 2
∑
k≥0

(
φ−k−1

1 − φ−k−1
2

φ1 − φ2

)
xk. (6.1.13)
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We define bk = ek
k! . By Equation 6.1.13 bk = 2

(
φ−k−1
1 −φ−k−1

2
φ1−φ2

)
. Since φ−1

1 = (1 +
√

3)/2

and φ−1
2 = (1−

√
3)/2,

bk =
1√
3

(1 +
√

3

2

)k+1

−

(
1−
√

3

2

)k+1
 .

Since
∣∣Tw̃,k+1

∣∣ = k! the result follows.

6.2 Differential posets

In Section 6.1 we remarked that the set of rooted trees on a finite number of vertices

satisfies the axioms of a particular kind of partially ordered set called a differential poset.

In this section we give the formal definition of a differential poset and in Proposition 6.2.2

we use the machinery of differential posets to show that Theorem 4 can be generalised.

We begin, as ever, with a few definitions.

A poset P is called locally finite if for all x, y ∈ P the interval [x, y] consists of finitely

many elements. Suppose that P is a poset with partial ordering �, then we write x ≺ y
for any x, y ∈ P such that x � y and x 6= y. We say that y covers x if x ≺ y and there

does not exist an element z ∈ P such that x ≺ z ≺ y. We also say that x is covered by

y. A poset P is said to be graded if P is equipped with a function ρ : P → N called the

rank function, such that ρ satisfies the following two properties:

• If x, y ∈ P and x ≺ y, then ρ(x) < ρ(y).

• If y covers x then ρ(y) = ρ(x) + 1.

If x ∈ P and ρ(x) = i then we say that x has rank i and we write Pi for the set of

elements of P that have rank i.

Definition 6.2.1. [Sta90] Let r be a positive integer. A poset P is called r-differential

if it satisfies the following three conditions:

(S1) P is locally finite, graded and has a unique minimal element 0.

(S2) If x 6= y in P and there exist exactly k elements of P which are covered by both

x and y, then there are exactly k elements of P which cover both x and y.

(S3) If x ∈ P and x covers exactly k elements of P then x is covered by exactly k + r

elements of P .
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One of the easiest example of an r-differntial poset noted by Stanley [Sta90] is the Young

poset Y As a set Y consists of all Young tableaux (see [Sta86]) for all partitions of all

nonnegative integers. We say that λ ≤ µ if λ is contained in µ i.e., if λ = λ1 + λ2 + . . .

and µ = µ1 + µ2 + . . . , where the λi’s and µi’s are nonincreasing, then λi ≥ µi for all i.

Stanley [Sta90] proves that Y is 1-differential.

A saturated chain is a sequence x1 ≺ x2 ≺ · · · ≺ xk of elements of P such that each xi+1

covers xi. The combinatorial properties of an r-differential poset P are determined by

counting the number α(0→ k) of saturated chains of the form

0 = x1 ≺ x2 ≺ · · · ≺ xk

where 0 is the unique minimal element of P . The combinatorial results regarding sat-

urated chains of differential posets in [Sta88b] can be expressed succinctly in terms of

generating functions. In particular if P is an r-differential poset then

∑
k≥0

α(0→ k)
xk

k!
= exp

(
rx+

1

2
rx2

)
,

hence there is a rigidity of sorts in this definition.

Stanley expanded the notion of a differential poset in [Sta90] to a larger family called

sequentially differential posets. Let r = {ri}i≥0 be a sequence of non-negative integers.

A sequentially r-differential poset P satisfies (S1), (S2) and the following modification

of (S3):

(S3)′ If x ∈ Pi and x covers exactly k elements of P then x is covered by exactly k + ri

elements of P .

For example, if r is the sequence defined by ri = r for all i then a sequentially r-

differential poset is just an r-differential poset. Sequentially differential posets retain

many of the basic properties of differential posets. The combinatorics of sequentially

differential posets are also determined by counting saturated chains but these no longer

involve generating functions and thus become much more complicated [Sta90]. For

example, if P is a sequentially r-differential poset then there is an exponential generating

function for α(0→ n), namely

∑
k≥0

α(0→ k)
xk

k!
=

∑
σ∈Inv(k)

∏
i∈Wex(σ)

rη(σ,i). (6.2.1)

Hoffman proved in [Hof03] that the set of rooted trees on a finite number of vertices could

be regarded as a sequentially r-differential poset such that ri = i + 1 for all i ∈ N. We

call such a poset a sequentially increasing differential poset. We remark that Equation

3.2.3 is an application of Equation 6.2.1. Theorem 4 can thus be generalised as follows:
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Proposition 6.2.2. If P is a sequentially increasing differential poset then there exists

a generating function for α(0→ k), namely

∑
k≥0

α(0→ k)
xk

k!
=

1

(1− x− x2

2 )
. (6.2.2)
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Auts(t), 43

Aut(t): automorphism group, iii

Auts,k(t), 44
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β(G), 29
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C(t): non-elementary subgroup, 9
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d(v, w): graph distance, 7

E(G): edge set, 5

Ei(x): exponential integral, 57

ek, 68

E(t): elementary subgroup, 9

η(σ, i), 68

F (x), 69

f : rooted forest, 5

f ∼= f ′: rooted automorphism, 6

Fk(x), 54
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an+1

n! x
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derivative, 54

G = (r, V,E): rooted graph, 5
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G: rooted ordered trees, 18
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γk, 59

Gk(x), 54
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g̃n(i), 27
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rooted at x, 23

h̃(si), 28

h(s), 27

Hi: holding times, 22

Hk(x), 53

Inv(k): involutions of [k], 68

ι(xi), 61

Îs(G), 39

Ĩs(t), 44

Is,k(t), 44

j̃(σ), 43
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K(t): tree multiplicity, 9

ln(v): labelling, 26

L1, 43

L2, 43

λk,i, 56

Λ(t): root permutation function, 6

λ∗w, 22

λw := inf{λ > 0 : ρ̂w(λ) <∞}, 22

m: Malthusian parameter, 36

mφ
τ , 37

N: positive integers, 1
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⊔∞
n=0 Nn, 17
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N0 := {∅}, 17

N0: non-negative integers, 1

ν = E(ξ): intensity measure, 36

ν
m

(τ), 36

ν(τ): reproduction function, 36

|G|: order, 5

out(v, t): outdegree of vertex v in graph

rooted tree t, 7

P : poset, 71

φn ({ti}ni=1), 9

πw, 23

pk(x): recursively exponential

polynomial, 55

ψ(τ), 37

pw, 23

qk(x): difference polynomials, 55

R: rooted trees, 6

r(G): root, 5

R>: positive real numbers, 1

R≥: non-negative real numbers, 1

ρ(x): rank function, 71

ρF,k, 54

ρG,k, 54

ρH,k, 53

ρw: density of point process, 22

ρ̂w: Laplace transform of ρw, 22

Rn: rooted trees on n vertices, 6

Rs,kn , 44

Rs,k, 44

S(G): historical orderings of rooted

ordered tree G, 19

SGn: set of historical orderings, 19

[σ]: conjugacy class representative of σ,

50

Σn: set of consistent random

permutations, 45

Sn: symmetric group, 1

S̃n, 50

Sa
n: permutations with cycle type a, 47

Sa1=k
n , 49

Sin, 62

Sµn , 61

sup: supremum, 37

supp(σ): support, 15

T ({σi}ni=1), 46

T̂ (σ), 43

T̃ ({σi}ni=1), 46

t!: tree factorial, 32

t: rooted tree, iii

G = (r, V,E,<, l): ordered, 18

T̂ |C , 61

θ(τ), 38

{ti}ni=1: n-sapling, 9

Tw,n: n-saplings, 9

{tn}n∈N: attachment tree, iii

T̂ (σ), 47

t C t′, 7

t↓v: progeny of t at v, 14

Tw: attachment trees, 8

V: Viswanath’s constant, iii

V (G): vertex set, 5

v({ti}ni=1) = (v2, v3, . . . , vn): vertex

sequence, 27
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v′({ti}ni=1) = (y1, y2, . . . , yn−1): lower

vertex sequence, 46

W, 10

w̃(n), 8

w(n): weight function, 7

Wex(σ): weak excedances of σ , 68

w(G, s, i) weight of vertex si, 20

Ww(G): total weight of rooted ordered

tree G, 20

Ww(G, s, i): historical sequence of total

weights , 20

XC , 61

ξw := (ξw,1, ξw,2, . . . ): point process, 22

ξw(τ): ξ-measure of interval [0, τ ], 22

Xi,k
n , 49

X̂i,k
n , 62

Xn
a.s.−−→ X: almost sure convergence, 1

Xw(τ): Markovian pure birth process,

22

x ≺ y: partial ordering, 71

Ydw, 21

Yw(τ), 21

Y↓x(τ): induced subtree of Y(τ) rooted

at x, 23

ζ(f) = |Aut(f)|: order of

automorphism group, 6

ζs,k(t), 44

ζs(t) = |Auts(t)|, 43

Zn(t1, t2, . . . , tn): cycle indicator

polynomial, 50

Z
[σ]
n , 50
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