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ABSTRACT

EO4wildlife brings large number
scientists such as marine biologists,
ornithologists to collaborate closely together whilsing
European Sentinel Copernicus earth observation mata
efficiently on a platform available over Internetdicated to
environment study and animal protection [1].

comprehensive set
connectors are available on the platform providitg
scientists powerful tools to build
protection applications.

of multidisciplinyar
ecologistd an

of processing services and d

innovative anima

management and decision-making about animal protect
Model results are extrapolated, in line with vadalimate
change scenarios, to determine likely future pdmra
distributions and aid understanding of how envirental
conditions may alter phenology and demographicgsses.
Exploiting these rich datasets is a challenge é@rdists. A
wide diversity of products are available througfffedent

a?gstems, platforms and interfaces, but this profusof

options can be overwhelming and scientists do hoays
have the technical capabilities to access thesessand to
process the downloaded data. That's why the EO4feild
platform aims at providing a quick and easy acdess

Index Terms— CopernicusPlatform as a service, big- comprehensive set of EO datasets, as well as hooalf

data, cloud computing,
analytics, animal protection

1. INTRODUCTION

All the new sets of data provided by Copernicuslbtgs
open up the way for hundreds of innovative scesatm
combine animal tracking data with remotely-sensadhe
observation data. In order to reach such
capabilities, an open service platform and interaple
toolbox supported by a scalable cloud infrastrietare
being designed and implemented. It offers high llalaa
processing services. The platform front end wilfeof
dedicated services that will enable scientistsotmnect with
several animal tracking databases, access
collections from Copernicus satellites, sample vahe
environmental indicators, and finally run enviromts
models and simulations using these big data sources
scalable processing environment.

The research is leading to the development of wetbled
service compliant to OGC2 (Open Geospatial Consoilti
enabling data interoperability in geospatial dateeas and
processing services.

2. PROBLEMATIC

Scientists can use the huge Copernicus datasetafimus
purposes. Mainly, they aim at identifying
environmental factors that drive the distributiafisnimals.

By building predictive models the goal is to impeov

the key

earth observation data, datgervices for data filtering, processing and visaion.

3. CLOUD APPLICATION

Generally, cloud application stands for applicagion
deployed over Internet with flexible pay-as-you-use
infrastructure, "big-data" storage and scalable setyices.
The EO4wildlife platform perfectly fit with this deription.

importanin particular, several layers can be distinguisivelden

dealing with applications on the cloud. The Infrasture as

a Service layer — laaS — provides flexibility affficeency in
order to easily scale out processing and storagehiies.

The Platform as a Service layer — PaaS — deals with
applicative components deployment, resource maneagem

larga datnd security issues. The Software as a Service fagaaS

— allows user to access the required data and riigcoe
and run the service available on the platform.

There are many benefits with such an approachdBgsghe
economical and practical aspects, there is a stirwentive

for sharing. On the platform, everyone can be bath
producer and a consumer, and discover new opputgsini
within the community. EO4wildlife offers a catalagof
resources and added value services that is comishuo
enriched as new members join and contribute to the
ecosystem.



4. DATAACCESS

4.1.Tracking Data

EO4wildlife aims at being connected to existingtiolans
where scientists host their data. Initially the [8mh
(http://seabirdtracking.orly/ and the Seaturtle
(http://seaturtle.oryftracking databases are targeted.

The Seabird Tracking Database aggregates datarfrore
than 150 contributors to provide the largest ctibec of
seabird tracking data in existence. In total, trealsrd
Tracking Database holds information for 114 spedies
more than 11 million locations, corresponding torenthan
20 thousand tracks. It serves as a central stredabird
tracking data from around the world and aims t Hieither

seabird conservation work and support the trackin

community.

The seaturtle.org platform hosts Argos trackingadat all
seven species of sea turtle and around 70 othenahni
species that include cetaceans, pinnipeds, elasmols
and birds located around the globe. The platforstdhdata
for over 1000 tracking projects and has amassed d¥e
million data points.

4.2.Environmental Data

The EOA4wildlife platform provides connectors to egx
data from various data sources, such as the CMER]S |
catalogue, indexing hundreds of ocean-related Eduymts,
or the AVISO catalogue for the altimetry domain. An
internal EO4wildlife data catalogue is maintained t
aggregate products from all these external sources.

travelling at such velocities). Moreover, the preqgessing
services allow filling missing data values and aoowdate
different data grids by interpolating values whigkre not
directly collected and represented in the data . sets
Aggregation services reconcile data representedh wit
different spatial or temporal resolutions providing
functionalities to sample environmental observatiand
aggregate them in the right granularity to fuel heic
modelling algorithms. In this category are alsoluded
services to process animal tracks, to provide groupf
tracks in trips or gridding a number of tracks tody the
population distribution.

Global Ocean OSTIA Sea Surface
Temperature and Sea Ice Analysis
Variables size/day | size/year | total size
(MB) (GB) (GB)

analyzed_sst 50 18,25/ 196,55
sea_ice_fraction 25 9,125| 98,275
analysis_error 50 18,25| 196,55
Whole product 125 45,625| 491,375

Figure 1: EO Dataset volume

5.2.Data Mining

Environmental datasets generally are voluminouse ThThe second category is data miniagd contains services

Figure 1 is an example of a dataset that is usedhen
platform. This dataset provides data on sea surfa
temperature and sea ice concentration during a €dr y
period from 2007 to 2017 for a global geographicecage.
The overall size for the dataset is near 0.5 TaesbyThe
platform aims at targeting tens of datasets sintibathis
one.

5. PROCESSING SERVICES

The platform hosts a series of basic data analgirsices
to enable scientists to implement analytic work&oya].
These services can be divided in three main catsgyor

5.1.Pre-processing and Aggregation

The first one isdata pre-processing and aggregationit
includes the pre-processing, cleaning and agg@yati the
data prior to the analytical step. The pre-processpf
geospatial data sets is an important step wheringeaith
potentially imprecise information such as animasipons.
These services allow to recognize and to elimisditelata
elements which are clearly unrealistic consideritig
knowledge of the domain. (E.g. the animal is nqtatde of

rocessing animal tracks and satellite marine efasiens in
der to model animals’ use of space and correfaie
information with available environmental observatoThis
category is further subdivided in two sub-categoriaf
services: animal tracks based services and stafisti
environmental services.
Animal tracks based services analyse the tracksealn
order to estimate the animals’ home range anddheging
grounds.
Statistical environmental services assess the sttatli
relevance of environmental observations in modgllin
animals’ presence and implement environmental niche
models (ENM) to understand the marine species'ththi
Data mining techniques have been implemented ferdifit
scenarios to model the preferred animals’ habikbwing
a literature review for each marine species. Atrtimment
these modelling techniques include:
Environmental Envelope Model (EEM)
Generalised Additive Model (GAM)
Generalised Linear Model (GLM)
Boosted Regression Trees (BRT)
Random Forests (RF)



These services support scientists in modeling raaaitimal

niches by means of environmental observations whah

then be used in creating projections of animal guess in

the future (see Figure 2 for an example of nichedeho
produced using RF).
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Figure 2: Marine turtle habitat modelled using RF rear
Cape Verde (August 2009)

5.3.High Level Fusion Services

The last category contaitsgh level fusion servicesThese
services make use of multiple data sources torbettenate
animals’ position, behavior and modelling animdlabitats.
This category includes the Track & Loc service \khic
enables the estimation of submarine trajectorieafimals
equipped with pop-up or archival tags [6].

6. IMPLEMENTATION

6.1. Architecture Overview

The platform is composed of several functional congnts.

orchestration technology (i.e. Kubernetes [5]) sedi to
manage container life cycle so that the wunderlying
infrastructure becomes totally transparent. Thishiécal
architecture based on standards aims at creating a
collaboration space for scientists in term of datd service
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Figure 3: Functional view

6.2.Data Management

The ambition of EOA4wildlife is to grant scientiseasy
access to tens of earth observation datasets, dbakng
with terabytes of data (see 4.2). Instead of hgstin
permanently all the data to the platform, a repogiis set

up and acts as a local cache from the remote data
warehouse. Data is day by day downloaded following
platform user's requests and temporarily storetheriocal
cache. This cache is common to all users. Whenigiray
data to a service, the platform deals with the nmgrgpf
these daily files in order to have one global file
corresponding to what was requested for the service
execution. Finally, a periodical purge mechanismsueas
that the cache size does not overreach the losklsilze.

6.3. Interoperability

Integrating smoothly the EO4wildlife platform intthe
existing ecosystems of animal monitoring applicaids a
key element for scientists. EO4wildlife was desifjrie
complete existing systems. For this purpose, itviges

An internal data catalogue aggregates georeferencé@”ve”ient interface for exterr_lal application tdpa|d data
products metadata from various external sources. Alto the platform. Indeed the internal module irargfe of

ingestion component allows retrieving this datademand
for exploitation by the platform services. The sesv

the file management on the server side exposessT REeb
service enabling any external application (Seakardd

manager component allows developers to manage tieaturtle for instance) to upload data to the ptetf

lifecycle and the execution of their services. A¢ tend of
the chain, EO4wildlife makes available built-inwadization

Data exchange between different platforms can be
challenging because every tracking database haewits

features for standard geographic data (OGC WMS/WF&rmat, generally csv-like text files. To addrebsstissue,

standards) produced by the services.

the EO4wildlife project defined an XML format spicito

The service management mechanism is built on th&'® animal tracking domain. Any tracking data cam b

containerization concept (i.e. Docker [4]). By gpsalating

converted to this format using a configurable C8\XML

each service into an independent and self-sufficierconverter. Configurations for the Seabird and Séattile

container, the platform ensures total freedom Hergervice
developers (preventing language, framework or tibsa
constraints) and an easy portability on the clodah

format are already deployed on the platform. Alke th
services offered by the platform should use thendard
format. Besides an improvement on services coherand
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a frontend panel based on multi layers visualizatio

Tracking data are handled as WFS [7] layers andhear

observation product as WMS [8] layers. All the dasad as

inputs and/or outputs of processing services can be
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be overlaid. All the layers holding a time dimems@an also

be animated over time, which allows the highliggtof the

key environmental factors on animal migration.

Figure 4: Visualization panel screenshot

7.CONCLUSION & NEXT STEPS

This paper presents the services that the EOA4wildli
platform can offer to the scientific community imder to
develop innovative use cases based on the newajemeof
earth observation data. The developments of tht#opta
will continue until 2018, developing new featurefidwing
the needs of the project scientific partners amdirseg what
exists to prepare the opening to a larger public.
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