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Abstract—This work deals with the exponential stabilization problem of discrete-time Markovian jump systems via a hybrid control strategy, in which the transition probability matrix and static output-feedback controller are designed simultaneously. A necessary and sufficient condition for the existence of an exponential stabilizing transition probability matrix is derived by means of a mode-dependent parametric approach. Furthermore, a sufficient condition is established for the above hybrid design with a specified lower bound on the decay rate. The proposed design approaches can be applied to solve two kinds of control design problems with practical constraints imposed on the hybrid design. Besides, an estimation approach is proposed on the decay rate and decay coefficient of the jump systems. Also, two optimization problems are formulated to obtain the hybrid control strategy. Finally, two numerical examples and a network-on-chip (NoC) based application are provided to illustrate the effectiveness of the proposed results.
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I. INTRODUCTION

MARKOVIAN jump linear systems (MJLSs) have received considerable attention since they may effectively represent plants with abrupt variations in their structures, such as random failures of components, sudden environmental disturbances, changing subsystems interconnections, and abrupt variations in the operating point of a nonlinear plant. Some relevant results on the stability, stabilization, and optimal control of MJLSs can be found in [1]–[7], and the references therein.

However, most of the existing synthesis approaches for MJLSs are based on the assumption that the Markov transition matrices are fixed a priori. Apparently, this assumption may not be valid in some practical cases, in which engineers may have the freedom to choose/design appropriate Markov transition matrices or general switching rules, since an appropriate switching rule may stabilize a large-scale system with none of the individual subsystems asymptotically stable [8]. An early work on the probability rate synthesis of MJLSs can be found in [9], wherein a necessary and sufficient characterization of stabilizing transition rate matrices for continuous-time MJLSs was established based on linear programming. Following this work, a sufficient condition for designing desired controller gains and transition rate matrices was provided for continuous-time MJLSs with time-delays in [10] and guaranteed cost stabilization problem via switching probability rate synthesis was also given in [11]. However, to date, there is little research on the hybrid design for discrete-time Markovian jump systems. It is worth pointing out that the discrete-time case cannot be solved trivially by adopting the existing continuous-time approaches. This is because when the transition probability matrix is considered as a decision variable, the discrete-time coupled algebraic Riccati matrix inequality will contain one 4-degree and two 3-degree coupling terms, which shows significantly difference from the continuous-time one (see Subsection III-B for more details).

Recently, Sahgal in [12] carried out an interesting research on a class of stochastic communication in networks-in-package in which there may exist latency, duration of active routers for power saving, lost data packets, and their exact location for dynamic buffer allocation during parallel communication. A probabilistic communication scheme via Markov jump model was proposed in [12]. Moreover, it was also shown that some desired but highly structured discrete-time Markov transition probability matrices (for example, Gossip Markov Chain) could be mapped on the corresponding Network-on-Chip (NoC) by adjusting the data packet flow rates and the time between events or trials. These engineering techniques have also motivated us to consider, for a general discrete-time Markovian jump systems, how to synthesize the transition probability matrix under multiple constraints? Moreover, what relations may there be between the transition probability matrix and the controller for improving system stability? These issues remain open still.

In this work, we consider the exponential stabilization problem for discrete-time MJLSs via a hybrid control strategy, in which the transition probability matrix and the mode-dependent static output feedback (MDSOF) controller are synthesized simultaneously. By introducing a mode-dependent parametric approach, a necessary and sufficient condition is established for the existence of transition probability matrices that render the exponential mean-square stability (EMSS) with a specified lower bound γ on the decay rate. Then, a sufficient
condition for MDSOF synthesis is proposed. Moreover, the hybrid designs under gain constraints and structured transition probability matrix are addressed and two optimization formulations are proposed to obtain the desired hybrid control strategy.

The application prospect of this work includes the following two kinds of control design problems:

1) The first kind of problem was initiated in [8] (see Problem C therein), and further addressed for the continuous-time MJLSs in [9]. This work solves this kind of problem for discrete-time case. Indeed, the following two subproblems are summarized.

- **Problem 1a.** When none of the individual subsystems is asymptotically stable, design a stabilizing transition probability matrix \( \Pi \) such that the reconstructed discrete-time MJLS is EMSS for a given scalar \( \gamma \).

- **Problem 1b.** When none of the individual subsystems is asymptotically stable and output controllable by single SOF, find a stabilizing transition probability matrix \( \Pi \) and MDSOF controller \( K_i \) such that the closed-loop MJLS is EMSS for a given scalar \( \gamma \).

2) The second kind of problem is for the case that at least one of the individual subsystems is asymptotically stable. It should be pointed out that in this case, Problem C in [8] and [9] will become trivial. For example, we consider two discrete-time subsystems \( A_1 \) and \( A_2 \). The former is asymptotically stable but the latter is not. If one just wants to stabilize the MJLS composed of \( A_1 \) and \( A_2 \), as pointed out in [8], a stabilizing transition probability matrix can be readily chosen as \( \Pi = \begin{bmatrix} 1 & 0; & 1 & 0 \end{bmatrix} \) as stabilizing transition probability matrix can be readily chosen as \( \Pi = \begin{bmatrix} 1 & 0; & 1 & 0 \end{bmatrix} \).

In other words, by designing a suitable hybrid control strategy, some ‘slow’ and ‘unstable’ subsystems under a deterministic setting can be formulated into a ‘fast’ MJLS under a stochastic setting, which is a particularly interesting application area of this work.

**Notation.** Throughout this paper, if not explicitly stated, matrices are assumed to have compatible dimensions. \((\Omega, \mathcal{F}, \text{Pr})\) is a probability space with \( \Omega \) the sample space, \( \mathcal{F} \) is the \( \sigma \)-algebra of subsets of the sample space, and \( \text{Pr} \) is the probability measure. \( \mathbb{E}\{\cdot\} \) denotes the expectation operator with respect to probability measure \( \text{Pr} \). \( \text{diag}\{\cdot\} \) stands for a block-diagonal matrix. “\( x \)” is used to represent the elements below the main diagonal of a symmetric block matrix. The notation \( A \geq 0 \) means that \( A \) is a nonnegative matrix, that is, all elements in \( A \) are nonnegative. \( \rho(A) \) denotes the spectral radius of matrix \( A \). “\((\Pi, K_i)\)” denotes the hybrid control strategy, that is, the transition probability matrix \( \Pi \) and the MDSOF controller \( K_i \) are employed simultaneously.

**II. PROBLEM FORMULATION AND PRELIMINARIES**

For the probability space \( (\Omega, \mathcal{F}, \text{Pr}) \), consider the following discrete-time MJLS:

\[
\begin{align*}
 x(k+1) &= A(r_k) x(k) + B(r_k) u(k), \\
 y(k) &= C(r_k) x(k),
\end{align*}
\]

where \( x(k) \in \mathbb{R}^n \), \( u(k) \in \mathbb{R}^m \), and \( y(k) \in \mathbb{R}^p \) are the state, control input, and the measured output, respectively. The jumping process \( \{r_k | k \in \mathbb{N}_0\} \) is described by a discrete-time homogeneous Markov chain, which takes values in a finite set \( \mathcal{L} \triangleq \{1, 2, \ldots, N\} \) with mode transition probabilities:

\[
\text{Pr}(r_{k+1} = j | r_k = i) = \pi_{ij},
\]

where \( 1 \geq \pi_{ij} \geq 0 \), \( \forall i, j \in \mathcal{L} \), and \( \sum_{j=1}^{N} \pi_{ij} = 1 \). The set \( \mathcal{L} \) indexes the \( N \) modes of system (1)–(2) and for \( r_k = i \), the system matrices of the \( i \)-th mode are denoted by \( A_i \), \( B_i \), and \( C_i \). Note that the transition probability matrix \( \Pi \triangleq \{\pi_{ij}\}_{N \times N} \) is a nonnegative matrix, that is, \( \Pi \geq 0 \).

For the underlying system, the following definition and lemma will be adopted in this work. For more details, readers are referred to [13]–[16] and the references therein.

**Definition 1:** For a scalar \( \gamma \geq 1 \), system (1) is said to be \( \gamma \)-exponentially mean-square stable (\( \gamma \)-EMSS) if, for \( u(k) \equiv 0 \), any given initial condition \( x_0 \in \mathbb{R}^n \) and initial mode \( r_0 \in \mathcal{L} \), there exist scalars \( b > 0 \) and \( \sigma > 0 \) such that for all \( k \in \mathbb{N}_+ \),

\[
\mathbb{E}\left\{ \|x(k)\|^2 | x_0, r_0 \right\} \leq b(\gamma + \sigma)^{-k} \|x_0\|^2,
\]

where \( \gamma + \sigma \) and \( b \) are the decay rate and decay coefficient, respectively.

**Lemma 1:** For a given transition probability matrix \( \Pi \geq 0 \), unforced system (1) is \( \gamma \)-EMSS if and only if there exists a set of positive definite matrices \( P_i, i \in \mathcal{L} \), satisfying the following inequalities:

\[
\gamma A_i^T \left( \sum_{j=1}^{N} \pi_{ij} P_j \right) A_i - P_i < 0, \ i \in \mathcal{L}.
\]

In this work, it is assumed that the transition probability matrix \( \Pi \) may be designed or changed by some physical techniques as described in [12], [17]. The first task of this work is to establish a necessary and sufficient condition for synthesizing a transition probability matrix \( \Pi \) such that the unforced system (1) is \( \gamma \)-EMSS. The second is to design a mode-dependent static output-feedback (MDSOF) controller as

\[
u(k) = K_i y(k) = K_i C_i x(k), \ i \in \mathcal{L},
\]

and a transition probability matrix \( \Pi \) such that the resultant closed-loop system is \( \gamma \)-EMSS with a decay rate larger than a specified scalar \( \gamma \geq 1 \). Here, there are \( N^2 \) scalars \( \pi_{ij} \) and \( N \) matrices \( K_i \) to be determined in the above hybrid design.
III. MAIN RESULTS

A. Stabilizing Transition Probability Matrices

In the sequel, we shall investigate the stochastic stabilizing problem of the unforced system in (1), that is, \( u(k) \equiv 0 \), via transition probability matrix synthesis. Inspired by the ideas in [9], [18], [19], the following necessary and sufficient condition is derived for synthesizing a stabilizing transition probability matrix \( \Pi \).

Theorem 1: For a given scalar \( \gamma \geq 1 \), there exists a transition probability matrix \( \Pi \) such that the unforced system (1) is \( \gamma \)-EMSS if and only if for a set of given scalars \( \epsilon_i > 0 \), \( i \in \mathcal{L} \), there exist two sets of positive definite matrices \( \{ X_i \} \) and \( \{ \bar{X}_i \} \), and a matrix \( \Pi \succeq 0 \) satisfying the following inequalities:

\[
\begin{bmatrix}
-\gamma^{-1}X_i - \epsilon_i^{-1}\sum_{j=1}^{N} A_i^T X_j A_i \Phi_i \Phi_i^T & \\
\bar{X}_i & -\Lambda_i
\end{bmatrix} < 0, \\
\text{rank} \left( \begin{bmatrix}
X_i & I \\
I & \bar{X}_i
\end{bmatrix} \right) \leq n,
\]

where

\[
\Phi_i \triangleq \begin{bmatrix}
A_i^T + \frac{1}{2} \epsilon_i \pi_{i1} A_i^T & A_i^T + \frac{1}{2} \epsilon_i \pi_{i2} A_i^T \\
\vdots & \vdots \\
A_i^T + \frac{1}{2} \epsilon_i \pi_{iN} A_i^T
\end{bmatrix},
\]
\[
\bar{\Lambda}_i \triangleq \text{diag} \left\{ \epsilon_i X_1, \epsilon_i X_2, \ldots, \epsilon_i \bar{X}_N \right\}.
\]

Moreover, a stabilizing transition probability matrix is given by \( \Pi \).

Proof: For any mode \( i \in \mathcal{L} \), inequality (5) holds if and only if the following inequality holds for a sufficiently small scalar \( \epsilon_i > 0 \):

\[
-P_i + \gamma \sum_{j=1}^{N} \left( \frac{1}{2} \pi_{ij} A_i \right)^T P_j A_i + \gamma \sum_{j=1}^{N} A_i^T P_j \left( \frac{1}{2} \pi_{ij} A_i \right)
+ \epsilon_i \gamma \sum_{j=1}^{N} \left( \frac{1}{2} \pi_{ij} A_i \right)^T P_j \left( \frac{1}{2} \pi_{ij} A_i \right) < 0.
\]

(9)

By Schur complement equivalence, it is easily shown that the inequalities (9) hold if and only if the following inequalities hold:

\[
-P_i - \frac{2}{\epsilon_i} \sum_{j=1}^{N} A_i^T P_j A_i \Phi_i \Phi_i^T < 0, \quad \forall i \in \mathcal{L},
\]

(10)

with \( \Lambda_i \triangleq \text{diag} \left\{ \frac{\epsilon_i}{\gamma} P_i^{-1}, \frac{\epsilon_i}{\gamma} P_i^{-1}, \ldots, \frac{\epsilon_i}{\gamma} P_i^{-1} \right\} \).

Define \( X_i = \gamma P_i \) and \( \bar{X}_i = (\gamma P_i)^{-1} \), the inequalities in (10) can be reformulated as the inequalities in (7) with matrix equality constraints \( X_i \bar{X}_i = I \). As pointed out in [10], [20], these matrix equality constraints are equivalent to the rank constraints in (8). This completes the proof.

Remark 1: The key idea of the common parameter approach in [9] is to introduce a sufficiently small mode-independent scalar \( \epsilon > 0 \) into some coupled Lyapunov inequalities [19]. It is noted that the conditions obtained in [9] are solvable only when the parameter \( \epsilon \) satisfies all modes. However, if for some modes \( i, j \in \mathcal{L} \), the parameter \( \epsilon \) cannot satisfy the obtained conditions in [9] simultaneously, the concerned problem will become infeasible. In order to avoid the above undesirable case, a set of mode-dependent sufficiently small scalars \( \epsilon_i > 0 \) are introduced in the inequality (9), which can ensure the obtained conditions in this work to find the feasible solutions more effectively than the ones derived by common parameter approach in [9]–[11]. Numerical examples in Section V also illustrate this case.

Remark 2: As a stronger version of Problem 2a, Theorem 1 can also be used to design an MJLS with a faster decay rate under a stochastic setting than any stable subsystems under a deterministic setting through modifying the transition probability matrix.

B. Hybrid Design With MDSOF

Now, we consider the problem of designing a stabilizing MDSOF controller (6) and a corresponding transition probability matrix \( \Pi \) for discrete-time MJLSs (1). First, applying controller (6) to system (1) yields the following closed-loop system:

\[
x(k + 1) = (A_i + B_i K_i C_i) x(k).
\]

(11)

According to Lemma 1, the closed-loop system (11) is \( \gamma \)-EMSS if and only if, for a given scalar \( \gamma \geq 1 \), there exist a set of positive definite matrices \( \{ P_i \} \) satisfying the following inequalities:

\[
\gamma (A_i + B_i K_i C_i)^T \left( \sum_{j=1}^{N} \pi_{ij} P_j \right) (A_i + B_i K_i C_i) - P_i < 0,
\]

(12)

that is, for any \( i \in \mathcal{L} \),

\[
-P_i + \gamma A_i^T \left( \sum_{j=1}^{N} \pi_{ij} P_j \right) A_i
+ \gamma (B_i K_i C_i)^T \left( \sum_{j=1}^{N} \pi_{ij} P_j \right) (B_i K_i C_i)
+ \gamma A_i^T \left( \sum_{j=1}^{N} \pi_{ij} P_j \right) (B_i K_i C_i)
+ \gamma (B_i K_i C_i)^T \left( \sum_{j=1}^{N} \pi_{ij} P_j \right) A_i < 0.
\]

(13)

Obviously, if the matrices \( K_i, P_i \), and the transition probability matrix II are considered as decision variables simultaneously for discrete-time MJLSs, there exist one 4-degree coupling\(^1\) term, \( \gamma (B_i K_i C_i)^T \left( \sum_{j=1}^{N} \pi_{ij} P_j \right) (B_i K_i C_i) \), and two 3-degree coupling terms, \( \gamma A_i^T \left( \sum_{j=1}^{N} \pi_{ij} P_j \right) (B_i K_i C_i) \) and \( \gamma (B_i K_i C_i)^T \left( \sum_{j=1}^{N} \pi_{ij} P_j \right) A_i \), in (13), which just shows the significant difference from the state-feedback (or static output-feedback) stabilization of continuous-time MJLSs in [9]–[11]. Actually, for the continuous-time case, there are only 2-degree coupling (or bilinear) terms in the coupled algebra Riccati matrix inequalities (see Eq. (16) in [9] for example). This

\(^1\)Degree of coupling’ refers to the number of multiplications of the decision variables in an expression.
difference results in that the approach in [9] cannot be used in the discrete-time case and the hybrid design in this work becomes more complex and challenging.

Now, we will deal with the MDSOF stabilization with transition probability synthesis for system (1).

**Theorem 2:** For a given scalar $\gamma \geq 1$, if for a prescribed scalar $\mu > 0$ and a set of given scalars $\epsilon_i > 0$, $i \in \mathcal{L}$, there exist two sets of positive definite matrices $\{X_i\}$ and $\{\bar{X}_i\}$, a set of real matrices $\{K_i\}$, and a matrix $\Pi \succeq 0$ satisfying the following inequalities:

$$
\begin{bmatrix}
\Omega_i & \Phi_i & \Xi_i & \Psi_i \\
* & -\Lambda_i & 0 & 0 \\
* & * & -\Upsilon & 0 \\
* & * & * & -\Gamma \\
\end{bmatrix} < 0,
$$

for all $i \in \mathcal{L}$, where $\Phi_i, \Lambda_i$ are defined in Theorem 1, and

$$
\Omega_i \triangleq -\gamma^{-1}X_i - \epsilon_i^{-1} \sum_{j=1}^{N} A_i^T X_j A_i - 2\mu A_i^T A_i,
$$

$$
\Xi_i \triangleq \left[ (B_i K_i C_i)^T + \pi_i A_i^T \right] \left( B_i K_i C_i \right)^T + \pi_i A_i^T,
$$

$$
\Psi_i \triangleq \mu \left[ A_i^T \mu A_i^T \cdots A_i^T \right]
$$

then the closed-loop system (11) is $\gamma$-EMSS.

**Proof:** Notice that for any modes $i, j \in \mathcal{L}$, it has $\sum_{i=1}^{N} \pi_{ij} P_j \leq \sum_{i=1}^{N} P_j$ due to $P_j > 0$ and $\pi_{ij} \leq 1$. Thus, the inequality in (12) or (13) holds if there exists a sufficiently small scalar $\epsilon_i > 0$ such that the following inequality holds:

$$
-P_i + \gamma \sum_{j=1}^{N} \left( \frac{1}{2} \pi_{ij} A_i \right)^T P_j A_i + \gamma \sum_{j=1}^{N} A_i^T P_j \left( \frac{1}{2} \pi_{ij} A_i \right)
$$

$$
+ \sum_{j=1}^{N} \left( \pi_{ij} A_i \right)^T P_j \left( B_i K_i C_i \right) + \gamma \sum_{j=1}^{N} \left( B_i K_i C_i \right)^T P_j \left( \pi_{ij} A_i \right)
$$

$$
+ \gamma \left( B_i K_i C_i \right)^T \left( \sum_{j=1}^{N} P_j \right) \left( B_i K_i C_i \right)
$$

$$
+ \epsilon_i \sum_{j=1}^{N} \left( \frac{1}{2} \pi_{ij} A_i \right)^T P_j \left( \frac{1}{2} \pi_{ij} A_i \right) < 0.
$$

It is easily shown that the inequalities in (16) are equivalent to the following inequalities:

$$
\begin{bmatrix}
\Theta_i & \Phi_i & \Xi_i \\
* & -\Lambda_i & 0 \\
* & * & -\Upsilon \\
\end{bmatrix} < 0, \quad i \in \mathcal{L},
$$

where $\Phi_i$ is given as in Theorem 1, $\Lambda_i$ is defined in (10), and

$$
\Theta_i \triangleq -P_i - \epsilon_i^{-1} \sum_{j=1}^{N} A_i^T P_j A_i
$$

Next, similar to Theorem 1, define $X_i = \gamma P_i$ and $\bar{X}_i = (\gamma P_i)^{-1}$, we obtain from (20) that the inequalities in (12) are satisfied if the inequalities (14)–(15) are feasible.

**Remark 3:** It should be noted that Theorems 1 and 2 are proved by utilizing “completing the square”. Therefore, the term, $\epsilon_i \gamma \sum_{j=1}^{N} \left( \frac{1}{2} \pi_{ij} A_i \right)^T P_j \left( \frac{1}{2} \pi_{ij} A_i \right)$, is added into (9) and (16). On the other hand, $\pi_{ij} \leq 1$ is employed first to reduce the 4-degree coupling term into a suitable 3-degree one, $\gamma \left( B_i K_i C_i \right)^T \left( \sum_{j=1}^{N} P_j \right) \left( B_i K_i C_i \right)$. Thus, another quadratic term with respect to $B_i K_i C_i + \pi_{ij} A_i$ can be constructed in (16). Furthermore, the remaining 3-degree coupling term, $-\gamma \sum_{j=1}^{N} \pi_{ij} A_i^T P_j \left( \pi_{ij} A_i \right)$, in (17) is handled by employing inequality (19), where the adjustable scalar $\mu$ is introduced to enhance the feasibility of the conditions (14)–(15). Obviously, the solution algorithm for hybrid design problem of discrete-time MILS is more complex than the continuous-time case as in [9], since mode-dependent scalars $\epsilon_i$ should be fixed to solve Theorem 2. Nevertheless, the difficulties in choosing $\epsilon_i$ will be overcome by using a gridding technique (see (61)–(62)).

### C. Necessary Conditions of The Proposed Design Methodology

This subsection provides necessary conditions for the results in Theorems 1 and 2. Firstly, the following proposition gives a necessary condition for the proposed design methodology in Theorem 1.

**Proposition 3:** If inequalities (7)–(8) in Theorem 1 hold, then

$$
A_i^T \left[ \gamma \left( \pi_{ii} + \frac{\epsilon_i}{4} \pi_{ii}^2 \right) ight] X_i \succeq 0.
$$

Noting $P_j > 0$, we have for an adjustable scalar $\mu > 0$ and any $i, j \in \mathcal{L}$,

$$
\mu \left( \pi_{ij} I - \epsilon_i \gamma P_i \right)^{-1} \left( \pi_{ij} I - \mu \gamma P_i \right)
$$

$$
= \mu^2 \left( \gamma P_i \right)^{-1} - 2\mu \pi_{ij} I + \pi_{ij} \left( \gamma P_i \right) \pi_{ij} \geq 0,
$$

which gives

$$
-\left( \pi_{ij} A_i \right)^T \left( \gamma P_i \right) \left( \pi_{ij} A_i \right) \leq \mu^2 A_i^T \gamma P_i^{-1} A_i - 2\mu \pi_{ij} A_i^T A_i.
$$

Note that the inequality in (12) or (13) holds if there exists a sufficiently small scalar $\epsilon_i > 0$ such that the following inequality holds:

$$
\Theta_i \triangleq -\epsilon_i^{-1} \sum_{j=1}^{N} A_i^T P_j A_i
$$

$$
+ \mu \sum_{j=1}^{N} A_i^T \gamma P_i^{-1} A_i - 2\mu A_i^T A_i.
$$

Next, similar to Theorem 1, define $X_i = \gamma P_i$ and $\bar{X}_i = (\gamma P_i)^{-1}$, we obtain from (20) that the inequalities in (12) are satisfied if the inequalities (14)–(15) are feasible.
which is equivalent to
\[
\max_{\epsilon_i} \{ \pi_{ii} \} \leq \min_{\epsilon_i} \{ g(\epsilon_i), 1 \},
\] (22)
where
\[
g(\epsilon_i) \triangleq \frac{2}{\gamma \rho^2(A_i) \left[ \sqrt{1 + \frac{\epsilon_i}{\gamma \rho^2(A_i)}} + 1 \right]}. \tag{23}
\]

**Proof:** As shown in the proof of Theorem 1, the conditions (7)–(8) is equivalent to (9), from which one has
\[
-P_i + \gamma \sum_{j=1}^{N} \pi_{ij} A_i^T P_j A_i + \epsilon_i \sum_{j=1}^{N} \left( \frac{1}{2} \pi_{ij} \right) A_i^T P_j A_i + \sigma \sum_{j=1}^{N} \pi_{ij} A_i^T P_j A_i < 0. \tag{34}
\]

Thus, a necessary condition for Theorem 2 to hold is given as (28).

**Remark 4:** It is observed from (28) that when \( X_i \triangleq \gamma P_i > \frac{\mu}{2} I \), the hybrid control strategy \((\Pi, K_i)\) may help us to exponentially stabilize a class of MILSs which do not satisfy the necessary condition (21) but fulfill (28). This analytically indicates the role of the MDSOF in the proposed hybrid design methodology (see Example 1).

Propositions 3 and 4 establish the relationships between the designed transition probability matrix \( \Pi \) and the introduced small scalars \( \epsilon_i > 0 \) in the coupled Lyapunov matrix inequalities (5) and the coupled algebraic Riccati matrix inequalities (12).

### D. Estimation of Decay Rate And Decay Coefficient

To illustrate the exponential mean-square stability of the resultant discrete-time MILSs, it would be interesting to discuss how to estimate the decay rate \( \gamma + \sigma \) and decay coefficient \( b \) in Definition 1, where \( \gamma \) is a specified lower bound on the decay rate. To this end, the following proposition proposes an approach to estimating the exponential bound for Theorem 1.

**Proposition 5:** For a given scalar \( \gamma \geq 1 \), if Theorem 1 is feasible with \( \epsilon_i > 0 \), matrices \( X_i \triangleq \gamma P_i \triangleq \gamma P_i^{(1)} > 0 \), \( \bar{X}_i \triangleq (\gamma P_i)^{-1} \geq 0 \), and a transition probability matrix \( \Pi = [\pi_{ij}]_{i,j \in \mathbb{L}} \), then an estimated decay rate is
\[
\gamma^\# \triangleq \gamma + \sigma = \gamma + \frac{1}{\min_{i,j \in \mathbb{L}} \epsilon_i \pi_{ij}}, \tag{30}
\]
and a decay coefficient is
\[
b^\# = \max_{i \in \mathbb{L}} \{ ||X_i|| \} \cdot \max_{i \in \mathbb{L}} \{ ||\bar{X}_i|| \}. \tag{31}
\]

In this case, the unforced MJLS (1)–(2) is \( \gamma \)-EMSS with
\[
E \{ ||x(k)||^2 \mid x_0, r_0 \} \leq b^\# (\gamma^\#)^{-k} ||x_0||^2. \tag{32}
\]

**Proof:** As shown in the proof of Theorem 1, inequalities (7)–(8) are equivalent to (9), which can be rewritten as
\[
-P_i + \gamma \sum_{j=1}^{N} \pi_{ij} A_i^T P_j A_i + \epsilon_i \sum_{j=1}^{N} \left( \frac{1}{2} \pi_{ij} \right) A_i^T P_j A_i < 0. \tag{33}
\]
By selecting a decay rate as \( \gamma^\# \) in (30), it follows that (33) implies
\[
-P_i + \frac{1}{\gamma} \sum_{j=1}^{N} \pi_{ij} A_i^T P_j A_i < 0. \tag{34}
\]
Define a stochastic Lyapunov function candidate as \( V(x(k), r(k) = i) = (\gamma')^k x^T(k) P_i x(k) \). Along the solution of the unforced system (1), we have

\[
\Delta V(x(k), i) = \mathbb{E} \{ V(x(k+1), r(k+1)) - V(x(k), r(k) = i) \}
\]

By combining (34) and (35), one gives
\[
\mathbb{E} \{ V(x(k), r(k)) \} \leq V(x_0, r_0) \leq \max_{i \in \mathcal{L}} \{ \| P_i \| \} \| x_0 \|^2.
\]

By considering \( X_i = \gamma P_i \), we can obtain (32) from (36) and (37) directly.

Next, we will provide a proposition for Theorem 2 to estimate the decay rate. To this end, we first introduce a technical lemma.

**Lemma 2:** For a scalar \( \gamma \geq 1 \) and a prescribed scalar \( \mu > 0 \), suppose that the real matrices \( X_i \triangleq \gamma P_i > 0 \), \( X_i \triangleq (\gamma P_i)^{-1} \geq 0 \), \( K_i \), and a transition probability matrix \( \Pi = \{ \pi_{ij} \}_{i,j \in \mathcal{L}} \) provide a solution to the conditions in Theorem 2. If for any \( i, j \in \mathcal{L} \), there exists an adjustable scalar \( \varsigma > 0 \) such that

\[
\max_{j \in \mathcal{L}} \{ \pi_{ij} \} < \frac{2}{\sqrt{\left(1 + \frac{\varsigma}{4} \right)^2 + \frac{\varsigma}{16} + 1}}.
\]

then, one has
\[
\gamma \left( 1 + \frac{\epsilon_i}{4} \pi_{ij} \right) \left( A_i + B_i K_i C_i \right)^T \pi_{ij} P_j \left( A_i + B_i K_i C_i \right) \\
\leq \pi_{ij} \gamma \{ \pi_{ij} A_i \}^T P_j \{ \pi_{ij} A_i \} \\
+ \gamma \left( 1 + \frac{\epsilon_i}{4} \pi_{ij} \right) A_i^T \pi_{ij} P_j A_i + \gamma \left( B_i K_i C_i \right)^T P_j \left( B_i K_i C_i \right) \\
+ \gamma \left( B_i K_i C_i \right)^T P_j \left( \pi_{ij} A_i \right) + \gamma \left( \pi_{ij} A_i \right)^T P_j \left( B_i K_i C_i \right).
\]

**Proof:** Suppose the conditions in Theorem 2 are feasible, we define
\[
J_1 \triangleq \gamma \left( 1 + \frac{\epsilon_i}{4} \pi_{ij} \right) \left( A_i + B_i K_i C_i \right)^T \pi_{ij} P_j \left( A_i + B_i K_i C_i \right),
\]
\[
J_2 \triangleq \frac{\pi_{ij}}{\varsigma} \gamma \{ \pi_{ij} A_i \}^T P_j \{ \pi_{ij} A_i \} \\
+ \gamma \left( 1 + \frac{\epsilon_i}{4} \pi_{ij} \right) A_i^T \pi_{ij} P_j A_i + \gamma \left( B_i K_i C_i \right)^T P_j \left( B_i K_i C_i \right) \\
+ \gamma \left( B_i K_i C_i \right)^T P_j \left( \pi_{ij} A_i \right) + \gamma \left( \pi_{ij} A_i \right)^T P_j \left( B_i K_i C_i \right).
\]

Clearly, for \( \pi_{ij} = 0 \), one has \( J_1 = 0 \) and \( J_2 = \gamma \left( B_i K_i C_i \right)^T P_j \left( B_i K_i C_i \right) \), which means that the inequality (39) holds. On the other hand, if \( \pi_{ij} \neq 0 \), we have
\[
J_1 - J_2 \leq \frac{-\pi_{ij}}{\varsigma} \gamma \{ \pi_{ij} A_i \}^T P_j \{ \pi_{ij} A_i \}
\]

It is shown from (41) that \( F < 0 \) implies \( J_1 \leq J_2 \), and \( F < 0 \) if and only if there exists a scalar \( \varsigma > 0 \) such that
\[
- \frac{\pi_{ij}}{\varsigma} < 0, \quad \frac{\epsilon_i}{4} \pi_{ij} - \frac{1}{\pi_{ij}} + \frac{\varsigma^2}{16} - \frac{1}{16} < 0.
\]

It is easy to find that (42) can be guaranteed if
\[
\pi_{ij} < \frac{2}{\sqrt{\left(1 + \frac{\varsigma^2}{16} \right)^2 + \frac{\varsigma}{16} + 1}}.
\]

which is further ensured by (38).

As discussed in Problems 1b and 2b of Section I, the hybrid design involves in the case, \( A_i + B_i K_i C_i \neq 0 \) for any \( K_i \in \mathbb{R}^{m \times p} \). Based on the above technical lemma, we have the following proposition.

**Proposition 6:** For a given scalar \( \gamma \geq 1 \) and a prescribed scalar \( \mu > 0 \), if Theorem 2 is feasible and there exists an adjustable scalar \( \varsigma > 0 \) such that
\[
\sum_{j=1}^{N} \left[ \mu^2 x_j + 1 - \frac{\pi_{ij}}{\varsigma} \right] \pi_{ij}^2 x_j - 2\mu \pi_{ij} \right] \geq 0,
\]

then an estimated decay rate is given as
\[
\gamma' \triangleq \gamma + \sigma = \gamma + \frac{\gamma}{4} \min_{i,j \in \mathcal{L}} \{ \epsilon_i \pi_{ij} \} + \min_{i \in \mathcal{L}} \{ \theta_i \},
\]

where
\[
\theta_i \triangleq \lambda_{\min} \left( \sum_{j=1}^{N} A_i^T \left[ \mu^2 x_j + 1 - \frac{\pi_{ij}}{\varsigma} \right] \pi_{ij}^2 X_j - 2\mu \pi_{ij} \right] A_i),
\]

and a decay coefficient is \( b' \) in (31). In this case, the closed-loop MJLS (11) is \( \gamma \)-EMSS with
\[
\mathbb{E} \left\{ \| x(k) \|^2 \left| x_0, r_0 \right. \right\} \leq b' \gamma \| x_0 \|^2.
\]

**Proof:** It is noted that (20) can be rewritten as
\[
-b_i + \sum_{j=1}^{N} \left[ \mu^2 A_i^T (\gamma P_j) \pi_{ij} A_i - 2\mu \pi_{ij} A_i^T A_i \right] \\
+ \left( 1 - \frac{\pi_{ij}}{\varsigma} \right) \gamma \{ \pi_{ij} A_i \}^T P_j \left( \pi_{ij} A_i \right).
\]
+ \gamma \left(1 + \frac{\epsilon_i}{4} \pi_{ij}\right) A_i^T \pi_{ij} P_j A_i + \pi_{ij} \gamma (\pi_{ij} A_i)^T P_j (\pi_{ij} A_i) \\
+ \gamma (B_i K_i C_i)^T P_j (\pi_{ij} A_i) + \gamma (\pi_{ij} A_i)^T P_j (B_i K_i C_i) \\
+ \gamma (B_i K_i C_i)^T P_j (B_i K_i C_i) < 0, \quad (48)

which is also equivalent to (14)–(15).

According to Lemma 2, if (38) is true, the inequality (48) can guarantee the following inequality:

$$- P_i + \sum_{j=1}^N \left[ \mu^2 A_i^T (\gamma P_j)^{-1} A_i - 2\mu \pi_{ij} A_i^T A_i \\
+ \left(1 - \frac{\pi_{ij}}{\varsigma}\right) \gamma (\pi_{ij} A_i)^T P_j (\pi_{ij} A_i) \right]$$

$$+ \sum_{j=1}^N \gamma \left(1 + \frac{\epsilon_i}{4} \pi_{ij}\right) (A_i + B_i K_i C_i)^T \pi_{ij} P_j (A_i + B_i K_i C_i) < 0. \quad (49)$$

Notice that if condition (44) is also feasible for the specified scalar $\varsigma > 0$, there must exist a scalar $\theta_i \geq 0$ in (46) satisfying

$$\theta_i \sum_{j=1}^N (A_i + B_i K_i C_i)^T \pi_{ij} X_j (A_i + B_i K_i C_i)$$

$$\leq \sum_{j=1}^N A_i^T \left[ \mu^2 X_j + \left(1 - \frac{\pi_{ij}}{\varsigma}\right) \pi_{ij}^2 X_j - 2\mu \pi_{ij} I \right] A_i. \quad \text{(50)}$$

Select an decay rate as $\gamma'$ in (45) and define the Lyapunov functional as $V(x(k), r(k) = i) = \gamma' x^T(k) P_i x(k)$ for the closed-loop system (11). Then, by a similar line of arguments as in the proof of Proposition 5, it can be shown that exponential mean-square stability condition (47) also holds for the closed-loop system (11).

Remark 5: The inequality in (19) implies that there must exist a matrix $\Delta_i \in \mathbb{R}^{n \times n}$, $\Delta_i > 0$, $\forall i \in \mathcal{L}$, satisfying

$$- \sum_{j=1}^N \pi_{ij} A_i^T (\gamma P_j) (\pi_{ij} A_i) + \Delta_i \leq \mu^2 \sum_{j=1}^N A_i^T (\gamma P_j)^{-1} A_i - 2\mu A_i^T A_i \quad \text{(51)}$$

where $\Delta_i$ is chosen as the following form:

$$\Delta_i \triangleq \theta_i \sum_{j=1}^N (A_i + B_i K_i C_i)^T \pi_{ij} X_j (A_i + B_i K_i C_i)$$

$$+ \sum_{j=1}^N A_i^T \frac{\pi_{ij}^3}{\varsigma} X_j A_i \quad \text{(52)}$$

with some sufficiently small $\theta_i \geq 0$ and sufficiently large $\varsigma > 0$. It is clear that the term, $\min_{i \in \mathcal{L}} \{\theta_i\}$, in (45) is motivated by $\Delta_i$ in (52). This means that although some conservatism may be yielded due to utilizing inequality (19), it also brings room for improvement in the estimation of the decay rate of the hybrid controlled MJLSs as shown in Proposition 6.

Remark 6: It is observed from Proposition 6 that the estimation approach on the decay rate of the hybrid design depends on the conditions (38) and (44) associated with an adjustable scalar $\varsigma > 0$. Specifically, with the increase of $\varsigma$, condition (38) will be difficultly ensured, but condition (44) may hold more easily, vice versa. These two conditions construct a game theoretic problem for Theorem 2, which can be solved by linear search of $\varsigma$ for some obtained solutions of Theorem 2 such that conditions (38) and (44) hold simultaneously. Notice that $\epsilon_i$ is a scalar parameter which must be kept sufficiently small [18], [19] and inequality (19) holds for any $P_i > 0$, thus the estimation approach in Proposition 6 can be applied in almost all feasible solutions of Theorem 2. In the case that Proposition 6 does not work, the estimated decay rate can at least be given as $\gamma$ according to Theorem 2.

Remark 7: While Proposition 6 is applicable for an obtained solution, the feasible range $[\varsigma_{\text{min}}, \varsigma_{\text{max}}]$ of $\varsigma$, which ensures conditions (38) and (44) simultaneously, can be determined directly by a simple linear searching for a chosen small step $\tau > 0$. Furthermore, it is easy to find from (45) that over the feasible range $[\varsigma_{\text{min}}, \varsigma_{\text{max}}]$, the maximum estimation decay rate in Proposition 6 can be achieved by choosing $\varsigma = \varsigma_{\text{max}}$.

Propositions 5 and 6 can provide an estimate on the decay rate of the discrete-time MJLSs. Indeed, for a given scalar $\gamma \geq 1$, it has been proven that the actual decay rate $\hat{\gamma}$ will not be smaller than $\gamma^\#$. That is,

$$\gamma \geq \gamma^\# \geq \gamma. \quad \text{(53)}$$

E. Performance Enhancement

To better apply the above results in practical application, two kinds of optimization problems may be considered: (i) It can be concluded from (3) that a larger $\sum_{i=1}^N \pi_{ii}$ implies less stochastic switchings in probability. For some practical applications, for instance, when designing a stabilizing transition probability matrix, a lower switching frequency always means lower energy requirements. Therefore, it is very meaningful to maximize the obtained value of $\sum_{i=1}^N \pi_{ii}$ in hybrid design.

(ii) It is well known that a larger decay rate implies a faster convergence of the system trajectories. To this end, the maximum decay rate achievable may be maximized in such applications.

Based on the above discussions, the 1st kind of optimization problems is formulated as follows based on Theorems 1 and 2:

$$\max_{\epsilon_i, \mu} \sum_{i=1}^N \pi_{ii}$$

s.t. (7)–(8) or (14)–(15). \quad \text{(54)}

The 2nd kind of optimization problem for Proposition 5 is considered as

$$\max_{\epsilon_i} \nu_{ij} \triangleq \min_{i,j \in \mathcal{L}} \{\epsilon_i \pi_{ij}\}$$

s.t. (7)–(8), \quad \text{(55)}

and the one for Proposition 6 is formulated as

$$\max_{\epsilon_i, \mu, \varsigma} \nu_{ij} \triangleq \frac{\gamma}{4} \min_{i,j \in \mathcal{L}} \{\epsilon_i \pi_{ij}\} + \min_{i \in \mathcal{L}} \{\theta_i\}$$

s.t. (14)–(15) with (38) and (44), \quad \text{(56)}
along with the decay coefficient $b^\#$ obtained from (31).

Remark 8: It is worth mentioning that the above two kinds of optimization problems can be used in conjunction with each other according to the actual situation of the practical applications. For example, one may want to first solve optimization problem (54) with the non-uniqueness of the solution $\{\epsilon_i\}$ for optimizing the problem (55). This procedure can be carried out iteratively so that a slow switching and fast decay rate design may be achieved.

IV. HYBRID DESIGN WITH MULTIPLE CONSTRAINTS

Note that the significance of the conditions in Theorem 2 lies in that there is no any coupling relationship between matrices $P_i$, controller gains $K_i$, and the transition probabilities $\pi_{ij}$. This feature brings two advantages to the proposed hybrid control approach. One is that the hybrid design is non-iterative, that is, we can solve all the parameters, including the MDSOF controllers, directly using nonconvex optimization. The other is that it allows us to deal with some additional constraints for practical hybrid design without imposing more requirements on $P_i$. Based on these two advantages, this section is devoted to discussing how to overcome two classes of possible constraints on the practical hybrid design.

1) Gain constraints: In many practical applications, the magnitude constraints on controller gains should be considered [21], [22]. For the MDSOF controller gains $K_i$ in (6), we consider the following gain constraint conditions:

$$K_i^T K_i \leq \delta_i^2 K_i, \, i \in \mathcal{L},$$

(57)

where $\delta_i^2 > 0, \, i \in \mathcal{L}$, are the specified upper bounds on $\|K_i\|$.

For this case, the hybrid design of MDSOF control can be obtained by solving the conditions in Theorem 2 with the following LMIs:

$$\begin{bmatrix} -\delta_i^2 K_i & K_i^T \\ K_i & -I \end{bmatrix} \leq 0, \, i \in \mathcal{L}. \quad (58)$$

2) Structured transition probability matrix: In practical application, the transition probability matrix may be imposed on various structured constraints. For instance, the Gossip Markov Chain can be mapped onto a NoC as in Fig. 1 where the Markov transition probability matrix is given as

$$\Pi_G = \begin{bmatrix} \alpha & \beta & 1-(\alpha + \beta) & 0 \\ 1-\alpha & \alpha & \beta & 0 \\ \beta & 0 & \alpha & 1-(\alpha + \beta) \\ 0 & 1-\alpha & \beta & \alpha \end{bmatrix}$$

(59)

where $\alpha \in [0, 1]$ and $\beta \in [0, 1]$ are the adjustable parameters in NoC [12], [17]. It can be observed that some elements in the transition probability matrix are fixed a priori, and it is highly structured. Nevertheless, Theorems 1 and 2 in this work can incorporate these constraints directly (see Example 3).

Another notable structural constraints on the transition probability matrix is that some transition probabilities may be imposed by the specified interval constraints [23]–[25] subject to

$$\pi_{ij} \leq \pi_{ij}, \, \pi_{ij} \leq 1, \quad (60)$$

where $\pi_{ij} \geq 0$ and $\pi_{ij} \leq 1$ are given scalars. These LMIs can be easily incorporated into Theorems 1 and 2.

Remark 9: The MDSOF control of discrete-time MJLSs has gained research interest as seen in [26]–[29]. It should be remarked that the major obstacle in MDSOF synthesis of MJLSs is not only the nonconvexity of the SOF problem itself, but also a coupled LMI condition for the stochastic stability of MJLSs, which poses a severe problem in controller synthesis [27]. Clearly, if a completely structured transition probability matrix II is specified in Theorem 2, that is, all its elements are given, the proposed hybrid design approach can be applied to solve the MDSOF control problems as in [26]–[29] directly, but not vice versa. This shows a key advantage of our approach compared with the existing works on MDSOF synthesis with fixed transition probability matrix.

Remark 10: Since there is no coupling relationship between the decision variables, the results obtained in this work can be readily extended to the polytopic uncertain case by utilizing similar techniques employed in [30], [31].

V. ILLUSTRATIVE EXAMPLES

To overcome the difficulties in choosing a set of mode-dependent parameters $\epsilon_i > 0$, the gridding technique in [32] is utilized in this work to solve the obtained conditions. To this end, we set

$$\epsilon_i = \frac{\kappa_i}{1 - \kappa_i}, \, \forall i \in \mathcal{L}. \quad (61)$$

It is clear from (61) that one may have $\epsilon_i \in (0, +\infty)$ if and only if the scalars $\kappa_i \in (0, 1)$. Then, for any mode $i \in \mathcal{L}$, we select a set of grid points as follows:

$$\kappa_i^h = \frac{h d_i}{\zeta_i}, \, \kappa_i^h = 1, 2, \ldots, \zeta_i, \quad (62)$$

where $d_i > 0$ is a small fixed step size, and $\zeta_i = \left[ \frac{1}{d_i} \right] - 1$. For each grid point, one can solve the proposed LMIs with a
rank constraint inequality by means of Newton-like algorithm as in [33].

In the following examples, we use the default settings in LMIRank [34] running on the MATLAB 2010a platform. It is worth pointing out that the solution is initial value-dependent. In LMIRank, the initial value is generated and optimized via solving a default trace heuristic algorithm. However, LMIRank cannot guarantee finding a solution in any specified feasible point \((\kappa_1, \kappa_2, \ldots, \kappa_h)\) and thus the obtained feasible area may be incomplete in certain regions within the parameter space. Nevertheless, according to the authors’ numerical experience, LMIRank can be quite effective in yielding good results in most cases.

In the sequel, three examples are provided to show the effectiveness of the proposed approaches.

A. Example 1

This part gives a design example for Problem 1 with solving the optimization problem (54). Consider two discrete-time linear subsystems with system matrices as

\[
A_1 = \begin{bmatrix} -1.2 & 0 \\ 0 & 0.7 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0.8 & 0 \\ -0.1 & -1.1 \end{bmatrix}.
\]

It is easy to find that neither \(A_1\) nor \(A_2\) is asymptotically stable. Our aim is to design a hybrid control strategy such that the constructed discrete-time MJLS is \(\gamma\)-EMSS with the decay rate larger than \(\gamma = 1.01\). The fixed step sizes in (61) are given as \(d_1 = d_2 = 0.01\), that is, overall \(99 \times 99\) points are checked for both Theorems 1 and 2.

- **Problem 1a.** Utilizing Theorem 1, we have found 1454 feasible solutions for this example as depicted in Fig. 2. Consider the optimization problem in (54), the maximum value of \(\sum_{i=1}^{2} \pi_{ii} = 1.2450\) is found at \((\kappa_1, \kappa_2) = (0.04, 0.03)\) where

\[
\Pi = \begin{bmatrix} 0.5195 & 0.4805 \\ 0.2745 & 0.7255 \end{bmatrix},
\]

\[
X_1 = \begin{bmatrix} 0.8273 & -0.0187 \\ -0.0187 & 0.3692 \end{bmatrix}, \quad \bar{X}_1 = \begin{bmatrix} 1.2102 \\ 0.0614 \end{bmatrix}, \quad X_2 = \begin{bmatrix} 0.2831 \\ 0.0659 \end{bmatrix}, \quad \bar{X}_2 = \begin{bmatrix} 3.5800 \\ -0.2061 \end{bmatrix}.
\]

By Proposition 5, an estimated decay rate is given as \(\gamma^\# = 1.0121\) with the corresponding decay coefficient \(b^\# = 4.1367\). Utilizing 10000 independent simulation trials with the initial condition \(x(0) = [1 -2]^T\), the averaged trajectory of \(\|x(k)\|^2\) and the exponential bound are shown in Fig. 3, from which one can observe that \(\mathbf{E}\left\{\|x(k)\|^2\right\} \leq 4.1367 \times 1.0121^{-k}\|x(0)\|^2\).

- **Problem 1b.** Suppose that the input and output matrices for the above two linear subsystems are

\[
B_1 = \begin{bmatrix} 0 \\ 2 \end{bmatrix}, C_1 = \begin{bmatrix} 0 & 1 \end{bmatrix}, B_2 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, C_2 = \begin{bmatrix} 1 & 0 \end{bmatrix}.
\]

It is easily checked that neither \(\{A_1, B_1, C_1\}\) nor \(\{A_2, B_2, C_2\}\) is output controllable for SOF controller. By Theorem 2 with setting \(\mu = 1\), we find 3533 feasible solutions for this problem as shown in Fig. 4. It is found that the maximum value of \(\sum_{i=1}^{2} \pi_{ii} = 0.9076\) is achieved at \((\kappa_1, \kappa_2) = (0.20, 0.24)\) with

\[
\Pi = \begin{bmatrix} 0.3758 & 0.6242 \\ 0.4682 & 0.5318 \end{bmatrix}, \quad K_1 = -0.2050, \quad K_2 = -0.3968,
\]

\[
X_1 = \begin{bmatrix} 2.7538 & -0.1346 \\ -0.1346 & 1.3845 \end{bmatrix}, \quad \bar{X}_1 = \begin{bmatrix} 0.3649 \\ 0.0355 \end{bmatrix}, \quad X_2 = \begin{bmatrix} 0.8986 \\ 0.3695 \end{bmatrix}, \quad \bar{X}_2 = \begin{bmatrix} 5.0362 \end{bmatrix}.
\]

One can verify that the above matrices satisfy the conditions in (38) and (44). According to Remark 7, the feasible range of \(\varsigma\) is searched over \([1.5, 134.6]\) for a chosen small step \(\tau = 0.1\). Thus, let \(\varsigma = 134.6\) in Proposition 6, we estimated the maximum allowable decay rate \(\gamma^\# = 1.1169\) and the corresponding decay coefficient \(b^\# = 5.8544\). With the initial condition \(x(0) = [-1 1]^T\), the averaged trajectory of \(\|x(k)\|^2\) over 10000 independent simulation trials and its estimated exponential bound are plotted in Fig. 5. It can be seen that the hybrid design \((\Pi, K_1)\) can exponentially stabilize the MJLS as \(\mathbf{E}\left\{\|x(k)\|^2\right\} \leq 5.8544 \times 1.1169^{-k}\|x(0)\|^2\), but not \(\Pi\) alone, which also demonstrates the analysis in Remark
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Fig. 4. $\sum_{i=1}^{2} \pi_{ii}$ vs. $(\kappa_1, \kappa_2)$ for Problem 1b.

B. Example 2

A numerical example for Problem 2 in considered based on optimization problem (55). Consider two discrete-time linear subsystems as follows:

$$A_1 = \begin{bmatrix} 0.8 & 0 & 0 \\ 0 & -0.9 & 0 \\ 0 & 0 & -0.9 \end{bmatrix}, A_2 = \begin{bmatrix} -1 & 0.1 & 0 \\ 0 & 0 & 0.2 \\ 0 & 0 & 0.1 \end{bmatrix}. $$

It is clear that $A_1$ is asymptotically stable but not $A_2$. For $\gamma = 1.2$, similar to Example 1, the fixed step sizes in (61) are chosen as $d_1 = d_2 = 0.01$.

- **Problem 2a.** Theorem 1 finds 4865 feasible solutions in this case. Now, we consider the optimization problem in (55). The maximum value of $\min_{i,j \in L} \{ \epsilon_{ij} \pi_{ij} \} = 0.3376$ is found to be $(\kappa_1, \kappa_2) = (0.58, 0.62)$ as shown in Fig. 6, where

$$\Pi = \begin{bmatrix} 0.7555 & 0.2445 \\ 0.7272 & 0.2728 \end{bmatrix},$$

$$X_1 = \begin{bmatrix} 7.2573 & 0.1907 & -0.0192 \\ 0.1907 & 9.4710 & -1.6949 \\ -0.0192 & -1.6949 & 2.6897 \end{bmatrix},$$

$$\bar{X}_1 = \begin{bmatrix} 0.1372 & -0.0027 & -0.0009 \\ -0.0027 & 0.1186 & 0.0750 \\ -0.0009 & 0.0750 & 0.4188 \end{bmatrix},$$

$$X_2 = \begin{bmatrix} 10.2032 & -1.0413 & 0.0461 \\ -1.0413 & 0.4648 & 0.0411 \\ 0.0461 & 0.0411 & 0.6505 \end{bmatrix},$$

$$\bar{X}_2 = \begin{bmatrix} 0.1274 & 0.2877 & -0.0273 \\ 0.2877 & 2.8109 & -0.1980 \\ -0.0273 & -0.1980 & 1.5502 \end{bmatrix}.$$

According to (55), an estimated maximum decay rate is $\gamma^* = 1.3013$ with the decay coefficient $b^* = 29.6163$. By utilizing 10000 independent simulation trials with the initial condition $x(0) = [ -3 \ 1 \ 2 ]^T$, the averaged trajectory of $\|x(k)\|^2$ and the corresponding exponential bound are depicted in Fig. 7, from which one can observe that $E \left\{ \|x(k)\|^2 \right\} \leq 29.6163 \times 1.3013^{-k} \|x(0)\|^2$ under the designed transition probability matrix II. Besides, one can also see from Fig. 7 that the designed transition probability matrix II yields quicker convergence and smaller bound for $E \left\{ \|x(k)\|^2 \right\}$ than a fixed transition probability matrix $\Pi_0 \triangleq [ 1 \ 0 ; 1 \ 0 ]$, which has further confirmed the advantage of the proposed transition probability synthesis approach.

- **Problem 2b.** Suppose that the input and output matrices for the above two subsystems are

$$B_1 = B_2 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, C_1 = \begin{bmatrix} 0 & 0 & 0 \\ 1 \end{bmatrix}, C_2 = \begin{bmatrix} 0 & 1 & 1 \end{bmatrix}. $$

It is easily shown that neither $\{A_1, B_1, C_1\}$ nor $\{A_2, B_2, C_2\}$ is output controllable for SOF controller. Let $K_1 = 0$. By Theorem 2 with choosing $\mu = 0.5$, we find 2475
feasible solutions. Choose the step size \( \tau \) in Remark 7 as 0.1, we then examine all feasible solutions by Proposition 6, and estimated the maximum allowable decay rate is searched as \( \gamma^\# = 1.2437 \) at \( (\kappa_1, \kappa_2) = (0.30, 0.30) \) for \( \varsigma = 38.6 \) with

\[
\Pi = \begin{bmatrix} 0.5470 & 0.4530 \\ 0.6603 & 0.3397 \end{bmatrix}, \quad K_2 = 0.0125,
\]

\[
X_1 = \begin{bmatrix} 0.8108 & 0.0097 & 0.0001 \\ 0.0097 & 1.0379 & 0.0000 \\ 0.0001 & 0.0000 & 1.0359 \end{bmatrix},
\]

\[
\bar{X}_1 = \begin{bmatrix} 1.2335 & -0.0115 & -0.0001 \\ -0.0115 & 0.9635 & -0.0000 \\ -0.0001 & -0.0000 & 0.9654 \end{bmatrix},
\]

\[
X_2 = \begin{bmatrix} 1.2204 & -0.0360 & -0.0003 \\ -0.0360 & 0.9641 & 0.0000 \\ -0.0003 & 0.0000 & 0.9630 \end{bmatrix},
\]

\[
\bar{X}_2 = \begin{bmatrix} 0.8203 & 0.0307 & 0.0003 \\ 0.0307 & 1.0384 & -0.0000 \\ 0.0003 & -0.0000 & 1.0385 \end{bmatrix},
\]

along with the corresponding decay coefficient \( b^\# = 1.5122 \).

With the initial condition \( x(0) = [1 3 -2]^T \), the averaged trajectory of \( \|x(k)\|^2 \) for 10000 independent simulation samples and the corresponding exponential bound are depicted in Fig. 8, which shows the hybrid design can exponentially mean-square stabilize the discrete-time MJLSs with \( \mathbb{E}\{\|x(k)\|^2\} \leq 1.5122 \times 1.2437^{-k\|x(0)\|^2} \). In addition, by comparing with a fixed transition probability matrix \( \Pi_0 \triangleq [1 0; 1 0] \) with any gain \( K_2 \), the superiority of the synthesized hybrid control strategy \( (\Pi, K_2) \) has been illustrated in Fig. 8 as well.

It is worth pointing out that for a given lower bound \( \gamma \) on the decay rate, Proposition 6 ensures that the decay rate of the hybrid controlled MJLSs must be larger than or equal to the maximum estimated value \( \gamma^\# \). However, this also means that, for a certain feasible solution, there may exist a possibility of a higher decay rate for the controlled system in magnitude. Fixing the matrices \( K_1, K_2, P_1 = \gamma^{-1}X_1, P_2 = \gamma^{-2}X_2 \) and the transition probabilities \( \pi_{ij} \) in (12), we now increase \( \gamma \) incrementally until (12) is no longer feasible. Then, a maximum allowable decay rate \( \gamma \) is found as 1.2714, which corresponds to a 2.18\% difference from the maximum estimated decay rate \( \gamma^\# \) using Proposition 6. Even though this result may reflect some conservatism in the estimation approach given in Proposition 6, it still illustrates that the actual decay rate of the hybrid controlled MJLSs is at least no less than \( \gamma^\# \).

C. Example 3

The objective of this example is to design a Gossip Markov transition probability matrix \( \Pi_G \) in (59) to exponentially mean-square stabilize the following four discrete-time linear subsystems:

\[
A_1 = \begin{bmatrix} -1.1 & 0 \\ 0 & 0.7 \end{bmatrix}, \quad A_2 = \begin{bmatrix} -0.5 & 0 \\ 0 & 1.1 \end{bmatrix},
\]

\[
A_3 = \begin{bmatrix} 1.2 & 0 \\ 0 & 0.4 \end{bmatrix}, \quad A_4 = \begin{bmatrix} -1.1 & 0 \\ 0 & -0.5 \end{bmatrix}.
\]

Clearly, none of them is stable. In particular, suppose that the decay rate is required to be larger than \( \gamma = 1.1 \), and a transition probability constraint in (60) with \( 0.15 \leq \alpha \leq 1.0 \) by employing Theorem 1 with \( d_1 = d_2 = d_3 = d_4 = 0.03 \) in (61), a feasible solution is found at \( (\kappa_1, \kappa_2, \kappa_3, \kappa_4) = (0.09, 0.09, 0.12, 0.21) \) as

\[
\alpha = 0.2621, \quad \beta = 0.7770.
\]

With \( x(0) = [ -1 \ 2 ]^T \), the trajectories of the two components of \( x(k) \) are shown in Fig. 9. This example shows
the potential of the proposed design methodology in practical applications with transition probability matrix constrained on both structure and magnitude.

![Diagram](image)

**VI. Conclusions**

This work has investigated the hybrid design problem of transition probability matrix and static output-feedback control so as to achieve the exponential stability of discrete-time MJLSs. By the mode-dependent parametric approach, a necessary and sufficient condition for designing the stabilizing transition probability matrix has been established. Moreover, sufficient conditions for MDSOF control with designing transition probability matrix are attained. Besides, several fundamental and interesting problems have been also discussed and illustrated by examples. Under the proposed hybrid design framework, the following two directions may be considered in the future: (1) the multi-performance-guaranteed hybrid design problems to discrete-time MJLSs, such as $H_\infty$ hybrid design and mixed $H_2/H_\infty$ hybrid design; and (2) the hybrid design approaches for various discrete-time MJLSs, such as singular MJLSs, MJLSs with delays and stochastic MJLSs.
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