Hardware-Efficient Hybrid Precoding for Millimeter Wave Systems With Multi-Feed Reflectarrays

ZHENGYI ZHOU1, NING GE1, (Member, IEEE), ZHAOCHENG WANG1, (Senior Member, IEEE), AND SHENG CHEN2,3, (Fellow, IEEE)

1Tsinghua National Laboratory for Information Science and Technology, Department of Electronic Engineering, Tsinghua University, Beijing 100084, China
2School of Electronics and Computer Science, University of Southampton, Southampton SO17 1BJ, U.K.
3King Abdulaziz University, Jeddah 21589, Saudi Arabia
Corresponding author: Zhaocheng Wang (zcwang@mail.tsinghua.edu.cn)

This work was supported in part by the National Natural Science Foundation of China under Grant 91638205, in part by Shenzhen Subject Arrangements under Grant JCYJ20160331184124954, in part by the Shenzhen Peacock Plan under Grant 110817036003286, in part by the Guangdong Science and Technology Planning Project under Grant 2014B010120001, in part by the Shenzhen Fundamental Research Project under Grant JCYJ20150401112337177, and in part by the Shenzhen Visible Light Communication System Key Laboratory under Grant ZDSYS20140512114229398.

ABSTRACT Current hybrid precoding schemes for large-scale antenna array-aided millimeter wave (mmWave) wireless systems adopt either full-connected or sub-connected architectures based on phased array antennas (PAAs). The former achieves excellent precoding performance but imposes considerably high hardware complexity, while the latter is relatively simple but suffers from high performance loss. In this paper, we exploit the new technology of reflectarray antennas, which among other advantages offers significant hardware efficiency gain, and propose a novel hybrid precoding architecture based on multi-feed reflectarray antennas (MRAs) for mmWave wireless systems, which is capable of achieving considerable hardware efficiency gain even over the low-hardware-complexity sub-connected architecture with PAAs. The mathematical model is provided for this novel hybrid precoding architecture, and an efficient alternating descent algorithm is developed to jointly design the analog and digital precoders for the proposed hybrid precoding scheme. Numerical results obtained demonstrate that our proposed precoding scheme with MRAs achieves much better precoding performance than its sub-connected counterpart with PAAs.

INDEX TERMS Millimeter wave, hybrid precoding, phased array antennas, reflectarray antennas, hardware complexity, precoding performance, mutual information.

I. INTRODUCTION

Wireless data traffic is projected to increase by 1000 fold in 2020 [1]. This exponentially increasing demand for higher data rate services creates unprecedented challenges for the next generation outdoor wireless communication systems. In order to meet the demand of enormous capacity increase, higher segments of the frequency spectrum must be exploited [2]. Millimeter wave (mmWave) with abundant frequency bandwidth offers a promising technology to address the shortage of spectrum resources in the future wireless networks [3], [4]. In order to effectively utilize the spectrum resources of the mmWave band, large-scale antenna arrays with precoding at transmitter and combining at receiver must be leveraged to combat severe pathloss experienced by mmWave signals. Fortunately, compared to a current typical wireless carrier, a typical mmWave carrier has ten-fold shorter wavelength, which enables an mmWave antenna array to pack proportionally more antenna elements into the same aperture size. This makes it practical to implement large-scale antenna array at the base station (BS) of mmWave wireless system. With large-scale antenna array, the BS is capable of providing extremely narrow beams with very high beamforming gains for surmounting severe mmWave pathloss so as to extend coverage at longer ranges and to establish reliable links [5], [6].

Hence a typical mmWave system employs a very large number of transmit antennas and a much smaller number of receive antennas to support a limited number of independent
data streams or users, where the number of independent data streams is generally much smaller than the number of receive antennas. The optimal joint precoding and combining design, commonly referred to as joint transceiver design in the literature [7], [8], is clearly intractable for such a large-scale antenna array based system. In practice, therefore, the design of precoding and the design of combining are carried out separately. Because the size of transmitter antenna array is much larger than the size of receiver antenna array, the design of precoding is much more challenging than the design of combining. In particular, the cost of deploying powerful full-digital precoding becomes too high. More specifically, in full-digital precoding architecture, each transmit antenna element requires an exclusive radio frequency (RF) chain. As a result, a full-digital precoding based mmWave wireless system imposes too high hardware requirements and consumes too much power, and it is uneconomical and impractical to implement [9]–[11].

Consequently, hybrid precoding for mmWave systems, which trades off achievable precoding performance with implementation cost, attracts much attention [12], [13]. With hybrid precoding, the signal processing operations are divided between the digital and analog domains. Specifically, a low-dimensional digital precoding is implemented at the baseband, while the analog part is completed by applying high-dimensional RF precoding via analog phase shifters, so that a large number of antenna elements can be driven by only a limited number of RF chains, while capable of supporting a number of independent data streams transmitted on a shared time-frequency resource block [14], [15]. Presently, most of hybrid precoding schemes adopt either full-connected or sub-connected architectures [16], as illustrated in Fig. 1, both of which are implemented via phased array antennas (PAAs). More specifically, in the full-connected architecture of Fig. 1 (a), each RF chain is required to connect with all the antenna elements via microstrip lines, which imposes considerable challenge to implement the feeding network (FN) of large-scale antenna array in mmWave band. With hundreds of microstrip lines and mmWave RF components as well as the complicated FN structure, the full-connected architecture with PAAs (FC-PAAs) of Fig. 1 (a) is difficult to realize, which limits its practical applicability [16]–[18], despite of its excellent precoding performance. By contrast, in the sub-connected architecture with PAAs (SC-PAAs) of Fig. 1 (b), each RF chain connects only to a subset of antennas. Consequently, the SC-PAAs requires much less hardware components but introduces high precoding performance loss, compared to the FC-PAAs. The RF hardware requirements of the both FC-PAAs and SC-PAAs are compared in Table 1.

Recently, the technology of multi-beam reflectarray antennas has been developed and has matured [19]–[32]. In comparison with other types of antenna arrays, such as PAAs, the advantages of reflectarray antennas include high gain, low profile, low mass, easy to fabricate and easy for circuitry integration [21]. A type of single-feed reflectarray antennas (SRAs) was successfully designed and fabricated using particle swarm optimization [24]. Multi-feed reflectarray antennas (MRAs) can be implemented with low-complexity fabrication based on SRAs [25], [26]. Although conventional reflectarray antennas suffer from the major drawback of limited bandwidth in phase shifters, novel techniques such as nonresonant conductor (NRC) cell and metallic waveguide have been developed for bandwidth improvement so as to facilitate the applications of reflectarray antennas [28], [29]. Currently, such low-hardware-complexity reflectarray antennas have been widely used in radar detection, imaging systems, and satellite communications, and they can be further utilized in 5G mmWave wireless communications with proper design [29]–[32].

As is illustrated in Fig. 2 (a), MRAs leverage multiple RF feeds to transfer RF signals via irradiation instead of microstrip lines. Analog precoding is performed by phase shifters, one affiliated to an antenna element. This means that the number of phase shifters required is equal to the
TABLE 1. Radio frequency hardware complexity comparisons.

<table>
<thead>
<tr>
<th></th>
<th>Number of power dividers</th>
<th>Number of phase shifters</th>
<th>Number of combiners</th>
<th>RF signal transfer via</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC-PAAs</td>
<td>(N_{RF})</td>
<td>(N_t \times N_{RF})</td>
<td>(N_t)</td>
<td>Microstrip line</td>
</tr>
<tr>
<td>SC-PAAs</td>
<td>(N_{RF})</td>
<td>(N_t)</td>
<td>0</td>
<td>Microstrip line</td>
</tr>
<tr>
<td>MRAs</td>
<td>0</td>
<td>(N_t)</td>
<td>0</td>
<td>Irradiation</td>
</tr>
</tbody>
</table>

\(N_t\) and \(N_{RF}\) are the numbers of antennas and RF chains, respectively.

number of antennas but no RF power divider or combiner is needed. Therefore, hybrid precoding with MRAs is capable of achieving considerable hardware efficiency gain, even over the low-hardware-complexity SC-PAAs, as can be seen from Table 1. However, applying hybrid precoding with MRAs to mmWave wireless systems has not been carried out in the existing literature and, moreover, it is unknown whether hybrid precoding with MRAs is superior or inferior to hybrid precoding with SC-PAAs, in terms of achievable precoding performance.

Therefore, we focus on low-hardware-complexity hybrid precoding with MRAs for mmWave systems in this paper. Note that since the design of precoding is separated from the design of combining, a precoder at the transmitter can operate with any properly designed combiner at the receiver, including the full-digital combiner and other hybrid combiners. Our main contributions are summarized as follows.

- We propose a novel hybrid precoding architecture based on MRAs, which removes the requirements of a large number of microstrip lines and other RF hardware components. Hence, our new hybrid precoding architecture achieves substantial hardware efficiency gain over the existing hybrid precoding architectures based on PAAs.
- We derive the mathematical model of the proposed hybrid precoding architecture, including the irradiation transfer process of MRAs and the analog precoding by the phase shifters affiliated to antenna elements. Then we formulate the design of the optimal digital and analog precoders that maximizes the mutual information (MI) subject to the analog precoder constraint.
- Because it is challenging to tackle directly this constrained joint precoding design optimization, we reformulate the joint precoding design as a constrained matrix recovery problem. We prove that due to its guaranteed asymptotic sufficiency, the solution of this reformulated constrained optimization problem is very close to the optimal solution of the original constrained joint precoding design problem.
- We show that the reformulated approximately equivalent constrained joint precoding design can be decomposed into the two analytically solvable sub-problems of analog and digital precoders, respectively. This enables us to develop an alternating descent algorithm to iteratively find a suboptimal solution to the joint design of the analog and digital precoders, with the guaranteed convergence.
- We evaluate the performance of the proposed MRAs-based hybrid precoding architecture in comparison with its conventional counterparts, the hybrid precoding schemes based on FC-PAAs and SC-PAAs, using an extensive simulation study. Our investigating results demonstrate that the proposed hybrid precoding scheme based on MRAs, without the need of any RF power divider, power combiner and microstrip line, provides substantial hardware efficiency gain over the hybrid precoding scheme based on FC-PAAs, while only imposing...
an acceptable precoding performance loss. More importantly, the proposed hybrid precoding scheme based on MRAs not only attains considerably better precoding performance than the hybrid precoding scheme based on SC-PAAs with the identical number of RF phase shifters but also offers a lower hardware complexity than the latter.

We adopt the following notations throughout this paper. The boldfaced upper-case and lower-case letters denote matrices and vectors, respectively, while calligraphic upper-case letters stands for sets. $\mathbb{R}^n$ denotes the $n$-dimensional real space and $\mathbb{C}^n$ is the $n$-dimensional complex space, while $\mathbb{C}^{m \times n}$ stands for the space of all the $m \times n$ complex matrices. The transpose, conjugate transpose and inverse operators are denoted by $(\cdot)^T$, $(\cdot)^H$ and $(\cdot)^{-1}$, respectively, while $\text{tr}(\cdot)$ and $\det(\cdot)$ denotes the matrix trace and determinant operators, respectively. The Frobenius norm of matrix $A$ is denoted by $\|A\|_F$, and $A_{i,j}$ is the $(i, j)$th entry of $A$, while $|a|$ and $|a|$ denote the 2-norm of complex vector $a$, respectively. The diagonal matrix with the diagonal entries $[a_1, \ldots, a_n]$ is denoted by $\text{diag}[a_1, \ldots, a_n]$, $I_n$ is the $n \times n$ identity matrix, and $O_n$ is the $n$-dimensional all-zero vector, while we use $0$ to denote all-zero vector or matrix of appropriate dimension. A complex number $a \in \mathbb{C}$ is represented either by $a = \Re[a] + j\Im[a]$ or by $a = |a|e^{j\varphi[a]}$. Lastly, $\mathbb{E}\{\cdot\}$ denotes the expectation operator.

II. SYSTEM MODEL FOR MRAs

It is well-known that employing large-scale antenna arrays is highly effective in mitigating the inter-user interference with the aid of only simple linear signal processing, and in the asymptotic case of infinite many transmit antennas, the user accesses to the system becomes effectively orthogonal [33]. Therefore, for notational simplicity and without loss of generality, we consider a single-user mmWave system with large-scale antenna arrays where the transmitter employs $N_t$ antennas to forward the $N_s$ data streams to the receiver equipped with $N_r$ antennas. The transmitter is equipped with $N_t^{RF}$ RF chains with $N_s \leq N_t^{RF} \leq N_t$. Typically, $N_t$ is very large, and $N_s$ is much smaller, that is, $N_t^{RF} \ll N_t$ and $N_s \ll N_t$. Furthermore, generally $N_s \ll N_t$.

The transmitter of the proposed hybrid precoding architecture based on MRAs is illustrated in Fig. 2(b). Let the transmit symbol vector be $s \in \mathbb{C}^{N_s}$ with $\mathbb{E}\{ss^H\} = \frac{1}{N_s}I_{N_s}$. As usual, digital precoding is performed at baseband with the digital precoding matrix $W \in \mathbb{C}^{N_s \times N_t}$. The $N_t^{RF}$ RF feeds convert the digitally precoded baseband signals via irradiation transfer, which introduces amplitude variation and phase delay, and this physical transfer process is depicted in the dashed block at the top middle part of Fig. 2(b). For a convenient comparison with the hybrid precoding architectures based on PAAs of Fig. 1, the actual irradiation transfer process is equivalent to the virtual RF process with the virtual RF components expressed virtually in the middle block of Fig. 2(b). Finally, analog precoding is completed in the RF domain by the phase shifters affiliated to the $N_t$ antenna elements, which are characterized by the $N_t \times N_t$ diagonal matrix $A = \text{diag}[e^{j\varphi_1}, e^{j\varphi_2}, \ldots, e^{j\varphi_{N_t}}]$.

The irradiation transfer process is determined by the configuration of the RF feeds. Note that even for mmWave systems, it is physically impractical to implement very large-scale antenna arrays in one-dimensional form. Therefore, as illustrated in Fig. 2(a), we adopt the uniform planar array (UPA) with the antenna spacing $d = 0.5\lambda$, where $\lambda$ is the carrier’s wavelength, and the feeds are uniformly located on a circle with radius $R_F$, and the center has the spherical coordinates of $\left( \frac{\pi}{\cos \alpha}, \theta, \phi \right)$, where $z$ is the vertical height away from the array plane, $\theta$ is the polar angle and $\alpha$ is the azimuth angle of the feed circle center, respectively. The elevation angle of the feed circle to the array plane is $\beta$, and the array size is denoted by $D = \min\{N_h d, N_v d\}$, where $N_h$ and $N_v$ denote the numbers of ‘row’ and ‘column’ antenna elements, respectively, and $N_t = N_h N_v$. The coordinates of the $k$th RF feed $(x_{RF,k}^r, y_{RF,k}^r, z_{RF,k}^r)$ are therefore given by

$$
\begin{align*}
(x_{RF,k}^r, y_{RF,k}^r, z_{RF,k}^r) &= \left( 1, \frac{\cos \beta}{\sin \beta}, \frac{\cos \beta}{\sin \beta} \right) \left( R_F \cos \frac{2\pi (k-1)}{N_t^{RF}}, R_F \sin \frac{2\pi (k-1)}{N_t^{RF}} \right) \\
&\quad + \left( \frac{z \tan \theta \cos \alpha}{z}, \frac{z \tan \theta \sin \alpha}{z} \right),
\end{align*}
$$

while the antenna element at the $m$th row and $n$th column of the UPA has the coordinates

$$
(x_{m,n}^a, y_{m,n}^a, z_{m,n}^a) = \left( (m - 1 - \frac{N_h - 1}{2}) d, (n - 1 - \frac{N_v - 1}{2}) d, 0 \right).
$$

We can number the $N_t$ antennas of the MRAs by the antenna index $1 \leq i \leq N_t$, with

$$
i = (m - 1) N_v + n, \quad 1 \leq m \leq N_h, \quad 1 \leq n \leq N_v.
$$

According to the feed horn radiation pattern model [24], the $k$th stream of RF signal transferred to the $i$th antenna goes through a phase delay of $\Phi_{i,k}$ and undergoes an amplitude variation of $|R_{i,k}|$. The phase delay is determined by the optical path difference as

$$
\Phi_{i,k} = 2\pi L_{i,k}/\lambda,
$$

where $L_{i,k}$ is the distance between the $k$th RF feed and the $i$th antenna given by

$$
L_{i,k} = \sqrt{(x_{RF,k}^r - x_{i}^a)^2 + (y_{RF,k}^r - y_{i}^a)^2 + (z_{RF,k}^r - z_{i}^a)^2},
$$

and $(x_{i}^a, y_{i}^a, z_{i}^a)$ are the coordinates of the $i$th antenna. The amplitude variation is determined as

$$
|R_{i,k}| = \cos^q \Omega_{i,k},
$$

where $q$ is a system parameter and $\Omega_{i,k} = \arccos \left( c_{i,k}^{RF}/L_{i,k} \right)$ is the elevation angle between the $k$th RF feed and the $i$th antenna element [24]. The irradiation transfer process
shown in Fig. 2(b) is therefore specified by the transfer matrix $R \in \mathbb{C}^{N_t \times N_{RF}^{T}}$, whose $i$th-row and $k$th-column entry is $R_{i,k} = R_{i,k} = |R_{i,k}| e^{\angle R_{i,k}}$. The full column rank $R$ is normalized to $|R|_{F}^{2} = N_{t}^{T}$, i.e. the transfer matrix $R$ is fixed once the antenna array is installed. That is, the values of all its elements $R_{i,k}$ are determined once the spatial configuration of the RF feeds are specified. In practice, $R$ can be measured after the antenna array is installed, and our numerical results indicate that hybrid precoding performance is insensitive to $R$ as long as the RF feeds are configured within a reasonable spatial scope, as will shown later in the simulation study section.

The received signal vector $y \in \mathbb{C}^{N_{r}}$ at the receiver’s $N_{r}$ antennas can be expressed by [13]

$$y = \sqrt{\rho} H ARW s + \xi,$$  

where $\rho$ is the average received power, and the noise vector $\xi \in \mathbb{C}^{N_{r}}$ follows a complex symmetric $N_{r}$-dimensional Gaussian distribution with the zero mean vector $\theta_{N_{r}}$ and the covariance matrix $\Xi \in \mathbb{C}^{N_{r} \times N_{r}}$, i.e., $\xi \sim \mathcal{CN}(\theta_{N_{r}}, \Xi)$, while the channel matrix $H \in \mathbb{C}^{N_{r} \times N_{t}}$ satisfies $\mathbb{E}\{||H||_{F}^{2}\} = N_{t}N_{r}$. The transmission power constraint is ensured by normalizing the digital precoder $W$ such that $\|ARW\|_{F}^{2} = N_{t}$, which is equivalent to $\|RW\|_{F}^{2} = N_{t}$.

It is well-known that mmWave wireless propagation experiences inadequate spatial selectivity owing to high pathloss. Considering limited scattering features and high levels of antenna correlations, a clustered extended Saleh-Valenzuela model is established, which has the $N_{c}$ clusters and each cluster has the $N_{p}$ paths. Thus, $H$ is given by [13]

$$H = \gamma \sum_{k=1}^{N_{c}} \sum_{i=1}^{N_{p}} \alpha_{i,k} u_{i}(\phi_{i,k}, \psi_{i,k}) u_{i}^{\dagger}(\phi_{i,k}, \psi_{i,k}) \times a_{i}(\phi_{i,k}, \psi_{i,k}) a_{i}^{\dagger}(\phi_{i,k}, \psi_{i,k}),$$  

where $\alpha_{i,k} \sim \mathcal{CN}(0, P_{i,k})$ is the complex gain of the $i$th path from the $k$th cluster, and $u_{i}(\phi, \psi)$ and $a_{i}(\phi, \psi)$ are the azimuth (elevation) angles of arrival and departure of the $i$th propagation path contributed by the $k$th cluster, while $u_{i}(\phi, \psi)$ represents the receive (transmit) antenna element gains at the specific angles $(\phi, \psi)$, and $a_{i}(\phi, \psi) \in \mathbb{C}^{N_{t} \times 1}$ are the normalized transmit (receive) antenna array response vectors determined by the geometric architectures of the transmit (receive) antenna arrays. For the UPA with size of $N_{h} \times N_{v}$, the array response vector $a_{i}(\phi, \psi)$ can be expressed as

$$a_{i}(\phi, \psi) = \sqrt{N_{h} N_{v}} \begin{bmatrix} 1 \vdots e^{j \frac{2\pi}{N_{h}} d_{m} \sin \phi \sin \psi + n \cos \psi} \vdots e^{j \frac{2\pi}{N_{v}} d((N_{h}-1) \sin \phi \sin \psi + (N_{v}-1) \cos \psi)} \end{bmatrix}^{T},$$  

where $0 \leq m \leq (N_{h} - 1)$ and $0 \leq n \leq (N_{v} - 1)$. Finally, $\gamma$ in (8) is a normalizing scalar factor to ensure $\mathbb{E}\{||H||_{F}^{2}\} = N_{t}N_{r}$.

Many methods can be used to estimate the channel state information (CSI) [12], [34]–[37], and in this paper, we assume that the accurate CSI is available at the transmitter. We point out that to address the CSI uncertainty at transmitter caused by CSI feedback delay and quantization errors, robust precoding techniques have to be applied [38]–[42], which is however beyond the scope of our paper.

### III. HYBRID PRECODING WITH MRA's

The effective MI achieved by Gaussian signaling can be adopted as the optimization objective of transmitter hybrid precoding design [13], which is expressed as

$$I(A, W) = \log_{2} \left( \det \left( I_{N_{t}} + \frac{\rho}{\sigma^{2}N_{s}} H ARW (H ARW)^{\dagger} \right) \right),$$  

where the channel noise vector is assumed to be white, i.e., $\Xi = \sigma^{2} I_{N_{t}}$.

### A. OPTIMAL JOINT DESIGN OF DIGITAL AND ANALOG PRECODERS

Based on the MI metric (10), the transmitter hybrid precoding design can be expressed as the following constrained optimization problem:

$$\left( A_{\text{opt}}, W_{\text{opt}} \right) = \arg \max_{A \in \mathbb{C}^{N_{r} \times N_{t}}, W \in \mathbb{C}^{N_{t} \times N_{RF}^{T}}} I(A, W),$$  

s.t. $A \in D \doteq \{ A = \text{diag} \{ e^{j \phi_{1}}, \ldots, e^{j \phi_{N_{t}}} \} \},$  

$$\|RW\|_{F}^{2} = N_{t}. \tag{11}$$

The joint digital and analog precoders’ optimization (11) is non-convex, owing to the constraint imposed on the analog precoder $A$, which is challenging to solve directly even in a suboptimal way. Therefore, we propose to consider alternative joint digital and analog precoders optimization, whose optimal solution is at least very close to the optimal solution of the challenging optimization problem (11) and, moreover, is easier to tackle.

First, consider the normalized MI of the full precoder $X \in \mathbb{C}^{N_{r} \times N_{t}}$ as defined as

$$\tilde{I}(X) = \log_{2} \left( \det \left( I_{N_{t}} + \frac{1}{\text{tr}(XX^{\dagger})} HXX^{\dagger}H^{\dagger} \right) \right). \tag{12}$$

Then the optimal full digital precoding solution is the optimal unconstrained unitary precoder $X_{\text{opt}} \in \mathbb{C}^{N_{r} \times N_{t}}$ that maximizes $\tilde{I}(X)$ [13], namely

$$X_{\text{opt}} = \arg \max_{X \in \mathbb{C}^{N_{r} \times N_{t}}} \tilde{I}(X). \tag{13}$$

As aforementioned, the full digital precoder requires $N_{RF}^{T} = N_{t}$ and imposes too high hardware requirements. Consequently, it is impractical to implement for large-scale antenna array aided mmWave systems. However, given the CSI $H$, the closed-form $X_{\text{opt}}$ can readily be obtained analytically from (13) [13]. Therefore, we can utilize the optimal full precoder solution $X_{\text{opt}}$ as the ‘desired response’ for our joint digital and analog precoders’ design. More specifically, we can joint optimize the analog and digital precoders $A$ and $W$ so that $ARW$ is as close as possible to $X_{\text{opt}}$. Of course
we have to consider the constraint imposed on the analog precoder. This leads to the following alternative constrained optimization for joint design of $\mathbf{A}$ and $\mathbf{W}$:

$$
\left(\hat{\mathbf{A}}_{\text{opt}}, \hat{\mathbf{W}}_{\text{opt}}\right) = \arg \min_{\mathbf{A} \in \mathbb{C}^{N_t \times K}, \mathbf{W} \in \mathbb{C}^{K \times N_s}} \| \mathbf{X}_{\text{opt}} - \mathbf{A} \mathbf{W} \|^2_F,
$$

s.t. $\mathbf{A} \in \mathcal{D}$,

$$
\| \mathbf{W} \|^2_F = N_s. \tag{14}
$$

We now prove that the optimal solution of the constrained optimization problem (14) is very close to the optimal solution of the constrained optimization problem (11), that is, $(\hat{\mathbf{A}}_{\text{opt}}, \hat{\mathbf{W}}_{\text{opt}})$ is at least a near-optimal solution to the original optimization problem (11). First, we introduce the following two lemmas.

**Lemma 1:** Given $\mathbf{A}, \mathbf{P} \in \mathbb{C}^{N_t \times K}$, define $\mathbf{D} = \mathbf{A} \mathbf{P}^H + \mathbf{P} \mathbf{A}^H \in \mathbb{C}^{N_t \times N_s}$. Then the trace $\text{tr}(\mathbf{D}^H \mathbf{D})$ is bounded by four times of $\text{tr}(\mathbf{A}^H \text{tr}(\mathbf{P}^H \mathbf{P}))$, i.e.,

$$
\text{tr}(\mathbf{D}^H \mathbf{D}) \leq 4 \cdot \text{tr}(\mathbf{A}^H \text{tr}(\mathbf{P}^H \mathbf{P})). \tag{15}
$$

**Proof:** See Appendix A.

Let the eigenvalues of a matrix $\mathbf{G}$ be arranged in the descending order. Further denote the $i$th largest eigenvalue of $\mathbf{G}$ as $\lambda_i(\mathbf{G})$ and the $i$th largest singular value of $\mathbf{G}$ as $\sigma_i(\mathbf{G})$.

**Lemma 2:** Given the complex matrices $\mathbf{H}$ and $\mathbf{D}$ with appropriate dimensions, the eigenvalue $\lambda_i(\mathbf{D} \mathbf{H}^H)$ is bounded, i.e.,

$$
\lambda_i(\mathbf{D} \mathbf{H}^H) \leq \nu, \forall i,
$$

where

$$
\nu \triangleq \frac{1}{2} + \frac{1}{2} \text{tr}(\mathbf{D}^H \mathbf{D}) (\text{tr}(\mathbf{H}^H \mathbf{H}))^{-2}. \tag{16}
$$

**Proof:** See Appendix B.

Next we define the two metric spaces $\mathcal{B}(\mathbb{C}^{N_t \times N_s}, \| \cdot \|_F)$ and $\mathcal{B}(\mathbb{R}, \| \cdot \|)$ as the domain and range of the normalized MI $\tilde{I}(\mathbf{X})$. Proposition 1 establishes the continuity of the MI mapping $\tilde{I}(\cdot)$ in the $F$-normed domain based on Lemmas 1 and 2.

**Proposition 1:** The mutual information mapping

$$
\tilde{I}(\cdot) : \mathbb{C}^{N_t \times N_s} \rightarrow \mathbb{R},
$$

$$
\mathbf{X} \rightarrow \tilde{I}(\mathbf{X}) \tag{17}
$$

is continuous from $\mathcal{B}(\mathbb{C}^{N_t \times N_s}, \| \cdot \|_F)$ to $\mathcal{B}(\mathbb{R}, \| \cdot \|)$. The constrained optimization problem (14) can be tackled more easily in a suboptimal way, compared to the original problem (11).

**B. SUBOPTIMAL DESIGN OF DIGITAL AND ANALOG PRECODERS**

Since it is unrealistic to search for the closed-form optimal solution to the joint digital and analog precoders’ design problem in the non-convex space $\mathcal{D} \times \mathbb{C}^{N_t \times N_s}$, we adopt a two-stage alternating descent approach to iteratively design suboptimal hybrid precoders. Specifically, when the digital precoder $\mathbf{W}$ is fixed, the constrained optimization problem (14) is reduced to

$$
\hat{\mathbf{A}}_{\text{opt}} = \arg \min_{\mathbf{A} \in \mathbb{C}^{N_t \times K}} \| \mathbf{X}_{\text{opt}} - \mathbf{A} \mathbf{W} \|^2_F,
$$

s.t. $\mathbf{A} \in \mathcal{D}$,

$$
\| \mathbf{W} \|^2_F = N_s. \tag{18}
$$

while given the analog precoder $\mathbf{A}$, the constrained optimization problem (14) becomes

$$
\hat{\mathbf{W}}_{\text{opt}} = \arg \min_{\mathbf{W} \in \mathbb{C}^{K \times N_s}} \| \mathbf{X}_{\text{opt}} - \mathbf{A} \mathbf{W} \|^2_F,
$$

s.t. $\| \mathbf{W} \|^2_F = N_s. \tag{19}
$$

Both the sub-problems are analytically solvable, and this enables us to achieve a suboptimal solution of the constrained optimization problem (14) iteratively.

For the first sub-problem, we can capture the diagonal structure and constant-norm property of $\mathbf{A}$ to reformulate it as an unconstrained real-valued vector optimization problem

$$
\hat{\mathbf{v}}_{\text{opt}} = \arg \min_{\mathbf{v} \in \mathbb{R}^{N_t}} \| \mathbf{X}_{\text{opt}} - \text{diag}(\mathbf{e}^{j\psi_1}, \ldots, \mathbf{e}^{j\psi_N}) \mathbf{B} \|^2_F
$$

$$
= \arg \min_{\mathbf{v} \in \mathbb{R}^{N_t}} \sum_{i=1}^{N_t} \| \mathbf{x}_i - \mathbf{e}^{j\psi_i} \mathbf{b}_i \|^2_F, \tag{20}
$$

where $\mathbf{v} = [\mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_{N_t}]^T$ and $\mathbf{B} = \mathbf{A} \mathbf{W}$, while $\mathbf{x}_i^T$ is the $i$th row of $\mathbf{X}_{\text{opt}}$ and $\mathbf{b}_i^T$ is the $i$th row of $\mathbf{B}$ for $1 \leq i \leq N_t$. This vector optimization can be decoupled into the $N_t$ scalar optimization problems:

$$
\hat{\mathbf{v}}_{\text{opt}} = \arg \min_{\mathbf{v} \in \mathbb{R}} \| \mathbf{x}_i - \mathbf{e}^{j\psi_i} \mathbf{b}_i \|^2_F, \quad 1 \leq i \leq N_t. \tag{21}
$$

Denote $\mathbf{x}_i^H \mathbf{b}_i = r_i \mathbf{e}^{j\psi_i}$, where $r_i = \| \mathbf{x}_i^H \mathbf{b}_i \|$ and $\psi_i = \angle \mathbf{x}_i^H \mathbf{b}_i$ with $\psi_i \in [0, 2\pi]$. By simple algebraic manipulation, it can be seen that minimizing $\| \mathbf{x}_i - \mathbf{e}^{j\psi_i} \mathbf{b}_i \|^2_F$ is equivalent to maximizing $\Re[\mathbf{e}^{j\psi_i} \mathbf{x}_i^H \mathbf{b}_i]$. Moreover, we have

$$
\Re[\mathbf{e}^{j\psi_i} \mathbf{x}_i^H \mathbf{b}_i] = \Re[r_i \mathbf{e}^{j\psi_i}] = r_i \cos(\psi_i + \psi_i) \leq r_i. \tag{22}
$$

In (22), the equality holds in the last inequality if and only if $\cos(\psi_i + \psi_i) = 1$, and this condition states that the optimal $\psi_i$ is in the opposite direction of $\mathbf{x}_i^H \mathbf{b}_i$ on the complex plane. Hence, we can define the function $\mathcal{L}$ for the analog precoder in each iteration as

$$
\mathcal{L}(\mathbf{W}; \mathbf{X}_{\text{opt}}, \mathbf{R}) = \text{diag}\left\{ \mathbf{e}^{j\psi_1}, \mathbf{e}^{j\psi_2}, \ldots, \mathbf{e}^{j\psi_N} \right\},
$$

with $\mathbf{e}^{j\psi_i} = \frac{\mathbf{b}_i^H \mathbf{x}_i}{|\mathbf{b}_i^H \mathbf{x}_i|}$, $1 \leq i \leq N_t. \tag{23}$

For the second sub-problem, we can first convert it into an unconstrained least squares (LS) problem with the solution
\[ \hat{W} = (R^H R)^{-1} R^H \Lambda^H X_{\text{opt}}, \] (24)
and normalize the solution to meet the total power requirement:
\[ \hat{W}_{\text{opt}} = \frac{\sqrt{N_s}}{\|R \hat{W}\|_F} \hat{W}. \] (25)
Similarly, we can define the function \( \mathcal{W} \) for the digital precoder in each iteration as
\[ \mathcal{W}(A; X_{\text{opt}}, R) = \frac{\sqrt{N_s}}{\|R \hat{W}\|_F} \hat{W}. \] (26)
The functions \( \mathcal{L} \) and \( \mathcal{W} \) are utilized to alternately update the iterative values of \( \Lambda \) and \( W \). Define the iterative decrement as
\[ \delta_k = \|X_{\text{opt}} - A^{(k-1)} R W^{(k-1)}\|_F - \|X_{\text{opt}} - A^{(k)} R W^{(k)}\|_F. \] (27)
Then \( \delta_k < \epsilon \) serves as the stopping criterion for a suitably preset threshold \( \epsilon \). The proposed alternating decent method is listed in Algorithm 1, and the convergence properties of this proposed algorithm are detailed in Proposition 2.

**Algorithm 1 Alternating Descent Method**

**Require**: Unconstrained optimal full precoder \( X_{\text{opt}} \), transfer matrix \( R \), termination threshold \( \epsilon \), and maximum number of iterations \( K \)

1. \( k = 0 \)
2. \( \delta_0 = 2 \epsilon \)
3. \( \Lambda^{(k)} = I_{N_s} \)
4. \( W^{(k)} = \mathcal{W}(A^{(k)}; X_{\text{opt}}, R) \)
5. for \( \delta_k \geq \epsilon \) and \( k < K \) do
6. \( k = k + 1 \)
7. \( t = \|X_{\text{opt}} - A^{(k-1)} R W^{(k-1)}\|_F \)
8. \( \Lambda^{(k)} = \mathcal{L}(W^{(k-1)}; X_{\text{opt}}, R) \)
9. \( W^{(k)} = \mathcal{W}(A^{(k-1)}; X_{\text{opt}}, R) \)
10. \( \delta_k = t - \|X_{\text{opt}} - A^{(k)} R W^{(k)}\|_F \)
11. end for
12. return \( \Lambda_{\text{opt}} = \Lambda^{(k)}, \hat{W}_{\text{opt}} = W^{(k)} \)

**Proposition 2**: The sequence \( \{p_k = \|X_{\text{opt}} - A^{(k)} R W^{(k)}\|_F \} \) is guaranteed to converge to a real number \( \rho^* \in \mathbb{R} \) that is the objective value achieved by Algorithm 1, and the condition \( \delta_k = p_{k-1} - p_k < \epsilon \) is attained in a finite number of iterations. 

**Proof**: The objective value \( p_k \) at the \( k \)th iteration satisfies
\[ 0 \leq p_k = \|X_{\text{opt}} - A^{(k)} R W^{(k)}\|_F \leq \|X_{\text{opt}} - A^{(k)} R W^{(k-1)}\|_F \leq \|X_{\text{opt}} - A^{(k)} R W^{(k-1)}\|_F = p_{k-1}. \] (28)
Therefore, by the monotone convergence theorem, \( \{p_k\} \) is a converging sequence with the limit
\[ \lim_{k \to \infty} p_k = \rho^*, \] (29)
which is obviously the objective value achieved by Algorithm 1. Moreover, \( \{p_k\} \) is a Cauchy sequence since \( \mathbb{R} \) has finite dimensions [43], which indicates that for any \( \epsilon > 0 \), \( \exists N_\epsilon \), a positive integer, such that \( |p_m - p_n| < \epsilon \) if \( m, n > N_\epsilon \). Consequently, \( \delta_k = p_{k-1} - p_k < \epsilon \) is attained in at most \( N_\epsilon + 2 \) iterations.

**IV. SIMULATION STUDY**

A mmWave wireless system is simulated, where the transmitter deploys a \( \sqrt{N_s} \times \sqrt{N_f} \) UPA with \( N_{RF} \) RF chains and the receiver employs a \( \sqrt{N_s} \times \sqrt{N_f} \) UPA to support \( N_s \) independent data streams. The system’s signal to noise ratio (SNR) is defined as \( \text{SNR} = \frac{P_t}{\sigma^2} \). All the results are obtained by averaging over 10,000 realizations of the channel \( H \), which is simulated according to the model (8). The performance of our proposed hybrid precoding architecture based on MRAs (labeled as ‘Proposed scheme with MRAs’) is compared with those of the three benchmark precoding schemes, the unconstrained optimal full digital precoding solution \( X_{\text{opt}} \), labeled as ‘Optimal [13]’, the FC-PAAs scheme with orthogonal matching pursuit (OMP) (labeled as ‘FC-PAAs [13]’) and the SC-PAAs scheme with near-optimal precoding (labeled as ‘SC-PAAs’). The carrier frequency is 28 GHz.

The first two benchmarks are detailed in [13]. We now provide the SC-PAAs solution adopted in this simulation study. Without loss of generality, the channel matrix is uniformly divided into the \( N_{RF} \) sub-channels, \( H = [H_1 H_2 \cdots H_{N_{RF}}] \), and each sub-channel corresponds to one RF chain, which is connected with a subgroup of antenna elements to transmit one data stream. For each sub-channel, the unconstrained optimal precoder is a complex vector \( f_{\text{opt}} \in \mathbb{C}^{N_s} \), where \( N_g = N_s/N_{RF} \). Thus, for the SC-PAAs scheme, the near-optimal analog precoder is given by
\[ F = \sqrt{N_g} \begin{bmatrix} f_{1_{\text{opt}}} \odot |f_{1_{\text{opt}}}^*| & 0_{N_g} & \cdots & \cdots & 0_{N_g} \\
0_{N_g} & f_{2_{\text{opt}}} \odot |f_{2_{\text{opt}}}^*| & \cdots & \cdots & 0_{N_g} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0_{N_g} & 0_{N_g} & \cdots & f_{N_{RF} \text{opt}} \odot |f_{N_{RF} \text{opt}}^*| & \cdots \end{bmatrix}, \] (30)
where each element of \( |f_{\text{opt}}^*| \) is the magnitude of the corresponding element in \( f_{\text{opt}} \), and \( \odot \) denotes the Hadamard division, while the near-optimal digital precoder is given by
\[ W = \frac{\sqrt{N_s}}{\|F F^H F^{-1} F^H X_{\text{opt}}\|_F} (F F^H F^{-1} F^H X_{\text{opt}})_F. \] (31)

For the proposed hybrid precoding scheme with MRAs, we set \( \varepsilon = 1.2, R/D = 0.1, \theta = 15^\circ, \alpha = 45^\circ \) and \( \beta = 30^\circ \). The amplitude variation is determined as \( |R_{l,k}| = \cos(\theta_{l,k}) \), where \( \theta_{l,k} = \arccos(\cos(q_{l,k})/N_{l,k}) \) with \( q = 6.5 \) [24]. The suboptimal analog and digital precoders, \( \Lambda_{\text{opt}} \) and \( \hat{W}_{\text{opt}} \), are obtained by Algorithm 1.
A. PRECODING PERFORMANCE

First, the convergence performance of Algorithm 1 for two different values of SNR are demonstrated in Fig. 3, where the relative error of the MI in the $k$th iteration is defined as $\left| I(\Lambda^{(k)}, W^{(k)}) - \rho^* \right|$, with $\rho^*$ set to $I(\Lambda^{(200)}, W^{(200)})$, which is a sufficiently accurate approximation of the optimal MI value that the algorithm converges to. Observe that it takes 5 iterations on average to reduce the relative error to below 5%. As expected, better convergence performance is achieved with higher SNR.

The performance of the four precoding designs as the functions of the system’s SNR are compared in Figs. 4 and 5 for the two sets of the transceiver’s parameters, respectively. Observe that the performance of the FC-PAAs based design is very close to that of the optimal full precoding solution $X_{opt}$ but it suffers from the serious drawback of imposing very high hardware complexity, as shown in Table 1. Compared with the FC-PAAs based design, the SC-PAAs based design offers considerably lower hardware complexity, as can be seen from Table 1, but suffers from serious performance loss, as shown in Figs. 4 and 5. Remarkably, our proposed hybrid precoding design based on MRAs, which has an even lower hardware complexity than the SC-PAAs based design, outperforms the SC-PAAs based design considerably, although it suffers from some performance loss in comparison with the FC-PAAs based design whose very high hardware requirements may prevent its practical implementation. Our results therefore demonstrate that the MRAs based precoding with its remarkable hardware efficiency is capable of providing a practical solution to mmWave wireless systems with acceptably good performance.
In the simulation, we use the full digital zero-forcing (ZF) is the full precoding matrix deployed at the transmitter. \(X\) designs as the functions of the system’s SNR, where \(N_t = 8 \times 8, N_r = 4 \times 4, N_{\text{RF}} = 8\) and \(N_s = 4\), while the full-digital ZF combiner is employed at the receiver.

Next, the results of Fig. 6 confirm that the precoding performance of our MRAs based precoding design is insensitive to the transfer matrix \(R\) as long as the RF feeds are configured within a reasonable spatial scope.

**B. SYSTEM PERFORMANCE**

To compare the bit error rate (BER) performance achieved by various precoding designs, we utilize the full digital combiner at the receiver, with the detected symbol vector given by

\[
\hat{y} = P y = P H E x + P \xi, \tag{32}
\]

where \(P \in \mathbb{C}^{N_t \times N_r}\) is the full combining matrix, and \(H_E = \sqrt{P R} X\) is the equivalent channel matrix in which \(X\) is the full precoding matrix deployed at the transmitter. In the simulation, we use the full digital zero-forcing (ZF) combining of the form

\[
P_{\text{ZF}} = (H_E^H H_E)^{-1} H_E^H. \tag{33}
\]

By adopting the same full digital combiner at the receiver, we can compare the system’s achievable BER performance for different precoding designs employed at the transmitter. The achievable system’s BER performance for the four precoding designs as the functions of the system’s SNR are compared in Figs. 7 and 8 given the two sets of the transceiver’s parameters, respectively. As expected, in line with the achievable precoding performance shown in Figs. 4 and 5, it can be observed that our proposed hybrid precoding design based on MRAs attains much better BER performance than the SC-PAAs based design, and yet it imposes a lower hardware complexity than the latter.

**V. CONCLUSIONS**

A hybrid precoding design based on multi-feed reflectarray antennas has been proposed for large-scale antenna array aided mmWave wireless systems to reduce the hardware implementation complexity significantly while attaining acceptably good performance. We have formulated the mathematical model for jointly designing the analog and digital precoders, and have derived an efficient iterative algorithm to obtain suboptimal solution, which guarantees to converge fast. Our results have demonstrated that the proposed hybrid precoding scheme based on MRAs outperforms the widely adopted low-hardware-complexity SC-PAAs based scheme both in terms of precoding performance and hardware requirements, and it offers a practical and attractive tradeoff between achievable precoding performance and hardware complexity over the FC-PAAs based design of very high hardware requirements.

**APPENDIX**

**A. PROOF OF LEMMA 1**

**Proof:** We can express \(\text{tr}(D^H D)\) as

\[
\text{tr}(D^H D) = \text{tr}((A P^H + P A^H)(A P^H + P A^H)) = \text{tr}(A P^H A P^H) + \text{tr}(P A^H P A^H) + \text{tr}(A P^H P A^H) \tag{34}
\]

As proved in [44, Th. 1], both \(\text{tr}(A P^H P A^H)\) and \(\text{tr}(P A^H A P^H)\) are bounded, specifically,

\[
\text{tr}(A P^H P A^H) \leq \text{tr}(A^H A) \text{tr}(P^H P) \tag{35}
\]

As for \(\text{tr}(A P^H A P^H)\), by denoting \(S = A P^H\), we have

\[
\left| \text{tr}(A P^H A P^H) \right| \leq \sum_{i=1}^{N} \sum_{k=1}^{N} |S_{i,k}|^2 \leq \sum_{i=1}^{N} \sum_{k=1}^{N} |S_{i,k}| \leq \text{tr}(A^H A) \text{tr}(P^H P). \tag{36}
\]
Similarly, we have
\[ |\text{tr}(PA^H P^H)| \leq \text{tr}(A^H A) \text{tr}(P^H P). \tag{37} \]
This completes the proof.

**B. PROOF OF LEMMA 2**

Proof: Based on the well-known properties of eigenvalues and singular values, we have
\[ |\lambda_i(HDH^H)| \leq \sigma_1(HDH^H) \]
\[ \leq \frac{1}{2} \left( 1 + \lambda_1(HDH^H H^H) \right) \]
where
\[ \lambda \triangleq \nu, \tag{38} \]
where the last two inequalities hold according to [44, Th. 1]. This completes the proof.

**C. PROOF OF PROPOSITION 1**

Proof: Given a fixed point \( P \in C^{N \times N} \) in the metric space \( B(C^{N \times N}, \| \cdot \|_F) \) and \( H \in C^{N \times N} \), for any \( X \in C^{N \times N} \) such that \( \| X - P \|_F^2 = \delta > 0 \), without loss of generally, \( X \) can be expressed as,
\[ X = P + \sqrt{\delta} A, \tag{39} \]
where \( A \in C^{N \times N} \) is any normalized matrix such that \( \text{tr}(A^H A) = 1 \). Then
\[ XX^H = PP^H + \sqrt{\delta}AP^H + \sqrt{\delta}PA^H + \delta AA^H. \tag{40} \]

If we denote \( T = HXX^H H^H, V = HPP^H H^H, U = H(AP^H + PA^H)H^H, \) and \( Z = HA^H A^H, \) according to Weyl’s theorem [45], we have the following two inequalities
\[ \lambda_i(T) = \lambda_i(V) + \sqrt{\delta} \lambda_i(U) + \delta \lambda_i(Z), \tag{41} \]
\[ \lambda_k(T) = \lambda_k(V) + \sqrt{\delta} \lambda_k(U) + \delta \lambda_k(Z). \tag{42} \]

According to Lemmas 1 and 2, \( \lambda_i(U) \) is bounded by \( \nu U \) and \( \lambda_i(Z) \) is bounded by \( \nu Z \). with
\[ \nu U = \frac{1}{2} + 2 \text{tr}(P^H P) \left( \text{tr}(H^H H) \right)^2, \tag{43} \]
\[ \nu Z = \frac{1}{2} + \frac{1}{2} \left( \text{tr}(H^H H) \right)^2. \tag{44} \]
Hence we have
\[ \lambda_L(\delta) \leq \lambda_i(T) \leq \lambda_U(\delta), \tag{45} \]
where
\[ \lambda_L(\delta) = \lambda_i(V) - \sqrt{\delta} \nu U - \delta \nu Z, \tag{46} \]
\[ \lambda_U(\delta) = \lambda_i(V) + \sqrt{\delta} \nu U + \delta \nu Z. \tag{47} \]

Notice that \( \lambda_i(\delta) \) is positive for sufficiently small \( \delta \). On the other hand,
\[ \text{tr}((A - P)^H(A - P)) = \text{tr}(A^H A) + \text{tr}(P^H P) - \text{tr}(A^H P) - \text{tr}(P^H A) \geq 0. \tag{48} \]
Thus, we have
\[ \text{tr}(XX^H) \leq (1 + \sqrt{\delta})(\text{tr}(PP^H) + \sqrt{\delta} \text{tr}(AA^H)). \tag{49} \]
As \( \delta \rightarrow 0 \), the lower bound of \( \tilde{I}(X) \) is given by
\[ \tilde{I}(X) = \log_2 \left( \frac{\det \left( I_N + \frac{1}{\text{tr}(XX^H)} HXX^H H^H \right) }{\text{tr}(XX^H)} \right) \]
\[ \leq \log_2 \left( \prod_{i=1}^{N} \left[ 1 + \frac{\lambda_i(HXX^H H^H)}{\text{tr}(XX^H)} \right] \right) \]
\[ \geq \log_2 \left( \prod_{i=1}^{N} \left[ 1 + \frac{\lambda_i(HPP^H H^H)}{\text{tr}(PP^H) + \delta} \right] \right) \]
\[ \rightarrow \tilde{I}(P), \tag{50} \]
while the upper bound of \( \tilde{I}(X) \) is expressed as
\[ \tilde{I}(X) = \log_2 \left( \prod_{i=1}^{N} \left[ 1 + \frac{\lambda_i(HPP^H H^H)}{\text{tr}(PP^H)} \right] \right) \]
\[ \leq \log_2 \left( \prod_{i=1}^{N} \left[ 1 + \frac{\lambda_i(HPP^H H^H)}{\text{tr}(PP^H) + \delta} \right] \right) \]
\[ \rightarrow \tilde{I}(P) = \log_2 \left( \prod_{i=1}^{N} \left[ 1 + \frac{\lambda_i(HPP^H H^H)}{\text{tr}(PP^H)} \right] \right), \tag{51} \]
where
\[ o(\delta) = \sqrt{\delta} \text{tr}(AP^H + PA^H) + \delta \rightarrow 0 \text{ as } \delta \rightarrow 0. \tag{52} \]

because \( \text{tr}(AP^H + PA^H) \) in \( o(\delta) \) is bounded:
\[ \left| \text{tr}(AP^H) \right| = \left| \sum_{i=1}^{N} \sum_{k=1}^{K} A_{i,k} P_{i,k}^H \right| \]
\[ \leq \sum_{i=1}^{N} \sum_{k=1}^{K} \left| A_{i,k} \right|^2 \sum_{i=1}^{N} \sum_{k=1}^{K} \left| P_{i,k}^H \right|^2 \]
\[ = \sqrt{\text{tr}(A^H A) \text{tr}(P^H P)}. \tag{53} \]

Therefore, \( \tilde{I}(X) \) is continuous at \( \forall P \in B(C^{N \times N}, \| \cdot \|_F) \). This completes the proof.
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