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Abstract—In the context of distributed joint source-channel coding, we conceive a joint decoding and estimation scheme for binary Markov sources exhibiting spatio-temporal correlation. The proposed scheme is designed based on the serial concatenation of a trellis coded modulation (TCM) scheme and a unity-rate code. The symbol-based maximum a posteriori algorithm employed for TCM decoding is modified in order to exploit the source correlation. The estimation of both the spatial and temporal correlation parameters is performed jointly with the iterative decoding, hence allowing the estimated parameters to be updated after each iteration. Our simulation results reveal that when both the spatial and temporal correlation parameters are unknown, the proposed joint decoding and estimation scheme approaches the performance to the ideal system relying on perfectly known correlation parameters, therefore demonstrating the superiority of the proposed scheme.

Index Terms—Joint source-channel coding, distributed source coding, joint decoding and estimation.

I. INTRODUCTION

UNIFYING distributed source coding and joint source-channel coding, the proposed distributed joint source-channel coding (DJSCC) scheme offers an attractive solution for the transmission of correlated sources over noisy channels in practical finite-delay and finite-complexity systems [1]. The main goal of DJSCC is to minimize the energy required for reliable communications. In order to achieve a performance close to the Slepian-Wolf/Shannon limit, the related contributions to DJSCC have been mainly based on near-capacity channel codes, such as turbo codes or turbo-like codes [1], [2], low-density parity-check (LDPC) codes [3], [4] and turbo trellis coded modulation (TTCM) [5]–[7]. In the above-mentioned DJSCC contributions, the inter-source redundancy termed as spatial correlation is efficiently exploited by the channel decoder. However, the above contributions have assumed having independent and identically distributed (i.i.d) sources, which may not always be the case in real world scenarios, where the sources may exhibit temporal memory.
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Hence, the authors of [8]–[10] exploited the spatio-temporal correlation of the sources and demonstrated that further performance improvements can be achieved by exploiting both the spatial and temporal correlations, as compared to spatial correlation only.

The accurate statistical knowledge of the correlation is important, since inaccurate statistical knowledge may potentially lead to catastrophic error propagation during the decoding process. In order to avoid this problem, it was assumed in [8]–[10] that the partial or full statistical knowledge of the spatio-temporal correlation is available at the receiver. However, this idealistic assumption can only be justified by relying on additional resources to forward the correlation coefficients to the receiver. Given that the source correlation tends to vary with time and space, the amount of additional resources needed may become significant. Online estimation of the correlation parameters is one of the promising solutions for practical DJSCC dispensing with the knowledge of correlation at the receiver. Estimation of the spatial-only correlation parameter has been addressed in [7], [8], [11] and high accuracy in estimating the spatial correlation was attained.

Against this background, we introduce a joint decoding and estimation scheme for the transmission of two spatially-correlated binary Markov sources exhibiting spatio-temporal correlation. We consider an asymmetric DSC scenario, where one of the two sources is transmitted over a noisy link and the other source is assumed to be perfectly available at the receiver as the side information to the first source. We employ a bandwidth-efficient DJSCC scheme constituted by a serial-concatenated trellis coded modulation (TCM) scheme [12] and a non-binary unity-rate code (URC) [13]. The serial concatenated TCM scheme and an URC can achieve better performance while having lower computational complexity than the TTCM-based DJSCC scheme [10]. The symbol-based maximum a posteriori (MAP) algorithm [14] is modified for TCM decoding in order to exploit the spatio-temporal source correlation, while performing iterative decoding. The estimation of the spatio-temporal correlation is also performed jointly with the iterative decoding. As a benefit, the spatio-temporal correlation parameters are updated at every decoding iteration. Hence, our novel contributions can be summarized as follows:

- We conceive a joint decoding and correlation estimation scheme for transmission of spatio-temporally correlated binary sources. In this contribution, the proposed scheme is based on an intrinsically amalgamated distributed joint source coding and URC-assisted TCM scheme. However,
the proposed joint decoding and estimation scheme can also be generically applied to any channel code relying on MAP decoding.

- We propose a modified symbol-based MAP algorithm for TCM decoding to exploit the binary source correlation. We demonstrate the performance advantage of the joint trellis diagram design of the TCM scheme and the Markov process relying on the proposed MAP algorithm over the separate trellis design of the TCM scheme and the Markov process.

The remainder of this correspondence is organized as follows. The system model proposed for exploiting the spatio-temporal correlation using distributed joint source coding and UR assisted TCM is described in Section II. The proposed joint decoding and estimation scheme is detailed in Section III. Our simulation results characterizing the scheme advocated are presented in Section IV, while our concluding remarks are provided in Section V.

II. DISTRIBUTED JOINT SOURCE CODING AND UR ASSISTED TCM FOR SPATIO-TEMPORALLY CORRELATED BINARY SOURCES

A pair of binary source sequences having a length of $N_b$ bits, namely $b^1 = \{b^1_1, b^1_2, ..., b^1_{N_b}\}$ and $b^2 = \{b^2_1, b^2_2, ..., b^2_{N_b}\}$ are considered, as illustrated in Fig. 1. The two sources are spatially correlated and the spatial correlation can be described at a time instant $t$ by the transition probabilities $a_{i,j}^{sp} = P(b^1_t = j | b^1_{t-1} = i)$ and $a_{i,j}^{sp} = P(b^2_t = j | b^2_{t-1} = i)$ for the first source and second source, respectively where $i,j \in \{0,1\}$. The two sources are also temporally correlated, which is modeled by a first-order Markov process having transition probabilities $a_{i,j}^{te} = P(b^1_t = j | b^1_{t-1} = i)$ and $a_{i,j}^{te} = P(b^2_t = j | b^2_{t-1} = i)$ for the first source and second source, respectively where $i,j \in \{0,1\}$.

In our system model of Fig. 1, asymmetric DSC is assumed, where the first source is transmitted over a noisy link, while the second source is assumed to be readily available at the receiver as side information to the first source. The source bits $b^1$ are encoded by a TCM encoder [12], ENC$_1$ to yield an $N_s$-length symbol-sequence output of $v = \{v_1, v_2, ..., v_{N_s}\}$, which is then interleaved by a symbol interleaver II and encoded by a non-binary UR encoder [13], ENC$_2$. The coded sequence $c = \{c_1, c_2, ..., c_{N_s}\}$ is then modulated in order to form the signal $x = \{x_1, x_2, ..., x_{N_s}\}$ for transmission over an uncorrelated Rayleigh fading channel to yield the received sequence $y = \{y_1, y_2, ..., y_{N_s}\}$ at the receiver. The received signal $y_k$ of the $k$-th symbol index of the sequence is given by

$$y_k = h_k x_k + n_k,$$

where $h_k$ is a complex-valued channel coefficient and $n_k$ is a complex AWGN having a zero mean and a variance of $N_0/2$ per dimension.

A. Iterative decoding exploiting the spatio-temporal correlation

At the receiver, iterative decoding is invoked for exchanging extrinsic information between the UR decoder (DEC$_1$) and the TCM decoder (DEC$_2$) for exploiting the spatio-temporal correlation and for jointly estimating the corresponding correlation parameters with the channel decoding, as shown in Fig. 1. DEC$_1$ receives the channel’s symbol probability $Z_e$ from the demapper as well as the $a priori$ symbol probabilities $P(v^t)$ from DEC$_2$ and performs symbol-based MAP decoding to yield the extrinsic symbol probability outputs $P^o(v^t)$. This extrinsic information is then de-interleaved by II$^{-1}$ to generate the $a priori$ information $P(v)$ for DEC$_2$. The side information gleaned from the second source, which is in the form of a $a priori$ probabilities $P^{SI}(b^1)$ is also fed to DEC$_2$, where $P^{SI}(b^1_t)$ at a time instant $t$ is aided by the function $f_c$ by

$$P^{SI}(b^1_t = j) = \sum_{i=0}^{1} \hat{a}_{i,j}^{sp} \cdot P(b^2_t = i),$$

where $\hat{a}_{i,j}^{sp}$ represents the estimated transition probabilities characterizing the spatial correlation for $i,j \in \{0,1\}$. Based on both the $a priori$ information $P^o(v)$ and $P^o(b^1)$ as well as on the estimated transition probabilities associated with the temporal correlation, $\hat{a}_{i,j}^{te}$ for $i,j \in \{0,1\}$, the decoder computes the $a posteriori$ information $P^o(b^1)$, the joint $a posteriori$ information $P^o(b^1_{t-1}, b^1_t)$ for $t \in \{1,2,...,N_b\}$ and the intrinsic information $P^o(v)$. The computation is performed using an appropriately modified version of the symbol-based MAP algorithm, as detailed in Section II-B, which takes into account both the side information $P^o(b^1)$ and also the temporal memory inherent in the first source. The $a posteriori$ information $P^o(b^1)$ is then used for computing the estimated spatial correlation parameter $\hat{a}_{i,j}^{sp}$, meanwhile the $a posteriori$ information $P^o(b^1)$ and the joint $a posteriori$ information $P^o(b^1_{t-1}, b^1_t)$ are used to compute the estimated temporal correlation parameter $\hat{a}_{i,j}^{te}$, which will be further explained in Section-III. Since both the spatial and temporal correlations are unknown during the first iteration, we initialize $\hat{a}_{i,j}^{sp} = \hat{a}_{i,j}^{te} = 0.5$ for $i,j \in \{0,1\}$. The extrinsic information $P^o(v)$ output by DEC$_2$ is interleaved by II of Fig. 1 before being fed into the DEC$_1$ as the $a priori$ information $P^o(v)$. The same process is repeated for a number of iterations and after the final iteration, a hard-decision is performed based on the $a posteriori$ information $P^o(b^1)$ for obtaining the estimated bit-sequence $b^1$.

B. Modification of the symbol-based MAP algorithm to exploit the binary source correlation

The binary source correlation can be exploited by appropriately modifying the classic symbol-based MAP algorithm of [14] for TCM decoding. Explicitly, the modification of the symbol-based MAP algorithm required for TCM decoding can be derived by further developing the modified MAP algorithm of [15], [16] originally conceived for bit-based convolutional code MAP decoding. For an $M$-bit input symbol of TCM, the $N_b$-bit length sequence of $b^1$ can be represented as an $(N_s = N_b/M)$-symbol sequence $u = \{u_1, u_2, ..., u_k, ..., u_{N_s}\}$, where $u_k$ is a block of $M$ bits, i.e., we have $u_k = [u_{k,1}, u_{k,2}, ..., u_{k,M}]$ and $u_{k,t} = b^1_{M(k-1)+t}$. We have derived the $a posteriori$ probabilities.
associated with the input-symbol \( u_k = e \), namely \( P^a(u_k = e) \) where \( e \in \{0, 1, \ldots, 2^M - 1 \} \) and that of the output-symbol \( v_k = f \), namely \( P^o(v_k = f) \), where \( f \in \{0, 1, \ldots, 2^{M+1} - 1 \} \) taking into account the temporal bit-correlation as follows:

\[
P^o(u_k = e) = P(u_k = e | y) = \sum_{s' = 0}^{S-1} \alpha_{k-1}(s', i) \cdot \beta_k [L_s(s', e), e_M] \cdot \gamma_k(s', i, e) \tag{3}
\]

and

\[
P^o(v_k = f) = P(v_k = f | y) = \sum_{e, s' \in f} \sum_{i=0}^{e_M} \alpha_{k-1}(s', i) \cdot \beta_k [L_s(s', e), e_M] \cdot \gamma_k(s', i, e), \tag{4}
\]

where \( i \in \{0, 1\} \) and \( e_M \in \{0, 1\} \) are associated with the value of \( u_{k-M} \) and \( u_k \), respectively. Furthermore, \( \alpha_k \) is the forward-recursive coefficient, \( \beta_k \) is the backward-recursive coefficient and \( \gamma_k \) is the branch transition metric. The lookup table function \( L_s(s', e) \) outputs the current trellis state \( S_k = s \) from \( S \) possible number of trellis states, as determined by the previous trellis state \( S_{k-1} = s' \) and by the input symbol \( u_k = e \). The forward-recursive coefficient \( \alpha_k \) and the backward-recursive coefficient \( \beta_k \) are formulated as:

\[
\alpha_t(s, e_M) = \sum_{i=0}^{1} \alpha_{t-1}[L_{s'}(s, e), i] \cdot \gamma_t[L_{s'}(s, e), i, e_M] \tag{5}
\]

and

\[
\beta_{t-1}(s', i) = \sum_{i=0}^{1} \beta_t[L_s(s', e), e_M] \cdot \gamma_t(s', i, e_M), \tag{6}
\]

respectively, where \( L_{s'}(s, e) \) represents the lookup table outputting the previous trellis state \( S_{k-1} = s' \), determined by \( S_k = s \) and \( u_k = e \). The branch metric \( \gamma_k \) is given by

\[
\gamma_k(s', i, e) = P^a[v_k = L_f(s', e)] \cdot P^o(u_k = e) \cdot \beta_{i, e_1} \prod_{l=2}^{M} \beta_{e_{l-1}, e_l}, \tag{7}
\]

where \( e_l \) corresponds to the \( l \)-th bit value of \( e \), \( L_f(s', e) \) represents the lookup table outputting the coded symbol \( v_k = f \) determined by the previous trellis state \( S_{k-1} = s' \) and by the input bit \( u_k = e \), while \( P^o(u_k) = \prod_{l=1}^{L} P^o(u_{k,l}) \) is the side information gleaned from the second source associated with the input symbol \( u_k \), obtained from \( P^o(b^1) \). The marginal \textit{a posteriori} probability \( P^o(b^1_{(k-1)+1}) = P^o(u_k) \) is then computed from \( P^o(u_k) \). The extrinsic probability \( P^e(v_k) \) can then be obtained by subtracting the \textit{a priori} probability \( P^a(v_k) \) from the resultant \textit{a posteriori} probability \( P^o(v_k) \).

### III. Estimation of the Spatio-Temporal Correlation Parameters

In order to fully exploit the spatio-temporal correlation, it has to be accurately estimated. The transition probabilities associated with the spatial correlation, i.e. \( a_{ij}^{wp} \) for \( i, j \in \{0, 1\} \) can be estimated by exploiting the \textit{a posteriori} information \( P^o(b^1) \) output by DEC_T of Fig. 1 using the following formula [7]:

\[
a_{i,j}^{wp} = \frac{\sum_{i=1}^{N_b} P^o(b^1_i = j) \cdot P(b^2_i = i)}{\sum_{i=1}^{N_b} P(b^2_i = i)}. \tag{8}
\]

Meanwhile, the estimation of the temporal correlation requires two sets of information, namely the \textit{a posteriori} information \( P^o(b^1) \) and the joint \textit{a posteriori} information \( P^o(b^1_{i-1}, b^1_i) \). The joint \textit{a posteriori} information \( P^o(b^1_{i-1}, b^1_i) \) can be obtained by first computing \( P^o(u_{k-1,M}, u_k) \) at a k-th symbol index from Eq. (3) as follows:

\[
P^o(u_{k-1,M}, u_k) = \sum_{i=0}^{S-1} \alpha_{k-1}(s', i) \cdot \beta_k[L_s(s', e), e_M] \cdot \gamma_k(s', i, e). \tag{9}
\]

Let us now represent \( P^o(u_{k-1,M}, u_k) \) as

\[
P^o(b^1_{M(k-1)}, b^1_{M(k-1)+1}, b^1_{M(k-1)+2}, \ldots, b^1_{M(k-1)+M}). \tag{10}
\]

The joint probability in Eq. (10) can then be marginalized into a set of joint probabilities of

\[
P^o(b^1_{M(k-1)}, b^1_{M(k-1)+1}), P^o(b^1_{M(k-1)+1}, b^1_{M(k-1)+2}),
\]

\[
\ldots, P^o(b^1_{M(k-1)+M-1}, b^1_{M(k-1)+M}).
\]
... and \( P^{0}(b_{t}^{1}(k-1)+(M-1), b_{t-1}^{1}(k-1)+M) \). Finally, the transition probabilities corresponding to the temporal correlation can be estimated by:

\[
\hat{a}_{t+1}^{\text{te}} = \frac{\sum_{t=2}^{N_{b}} P^{0}(b_{t-1}^{1} = i, b_{t}^{1} = j)}{\sum_{t=2}^{N_{b}} P^{0}(b_{t-1}^{1} = i)},
\]

for \( i, j \in \{0, 1\} \). The accuracy of the estimated transition probabilities is expected to be improved upon increasing the number of iterations and therefore, both \( \hat{a}_{t}^{\text{sp}} \) and \( \hat{a}_{t}^{\text{te}} \) for \( i, j \in \{0, 1\} \) are updated at every iteration.

IV. SIMULATION RESULTS

A series of computer simulations was carried out for evaluating the performance of the proposed joint decoding and estimation technique for sources exhibiting spatio-temporal correlation. The simulations were conducted using a frame length of \( N_{b} = 20,000 \) bits and considered symmetric Markov sources having the spatio-temporal correlation transition probabilities of:

\[
\hat{a}_{t}^{\text{sp}} = \left\{ \begin{array}{ll}
p & \text{if } i = j, \\
1 - p & \text{if } i \neq j, 
\end{array} \right. \quad (12)
\]

and

\[
\hat{a}_{t}^{\text{te}} = \left\{ \begin{array}{ll}
q & \text{if } i = j, \\
1 - q & \text{if } i \neq j, 
\end{array} \right. \quad (13)
\]

for \( i, j \in \{0, 1\} \) where \( p \) and \( q \) are the transition probabilities whose value is predetermined in order to generate sources exhibiting a specific spatial correlation and temporal correlation, respectively. We employed an 8-ary phase shift keying (PSK) 8-state TCM scheme having a coding rate of 2/3 and generator polynomial (in octal notation) of \([g_r, g_1, g_2]_8 = [1324]_8\), where \( g_r \) is the feedback generator polynomial and \([g_1, g_2]\) are the feed-forward generator polynomials. The number of decoding iterations was set to 20 and 5,000 frames were simulated at each signal-to-noise ratio (SNR) point.

We first evaluated the bit error ratio (BER) performance of the proposed MAP algorithm that is based on the combined trellis of the TCM scheme and of the Markov process to exploit the spatio-temporal correlation. The spatio-temporal correlation can also be exploited by considering a separate trellis design for TCM and Markov process, where the standard MAP algorithm can be employed for TCM decoding and iterative decoding is invoked for exchanging extrinsic information between three component decoders, namely DEC1, DEC7, and the Markov decoder.\(^1\) The decoding complexity is proportional to the product of the total number of trellis states (for all component decoders) and the number of iterations. In the proposed scheme, where the combined trellis of the TCM scheme and of the Markov process (joint TCM-Markov) is considered, the number of decoding iterations was set to 20 to result in a total complexity of \( \propto (2^2 \times 2^4 + 2^3) \times 20 = 320 \) trellis states. For the sake of fair comparison in terms of complexity, 23 decoding iterations were invoked for the separate trellis of TCM and Markov process (separate TCM-Markov), which yielded a complexity of \( \propto (2^2 + 2^4 + 2^3) \times 23 = 322 \) trellis states. It can be observed in Fig. 2 that the proposed scheme based on the joint TCM-Markov design outperforms the separate TCM-Markov for all the cases evaluated, i.e., for sources having \( p = q = 0.6 \) and \( p = q = 0.8 \) with both \( p \) and \( q \) being assumed to be known at the receiver. The performance gap becomes more wide for sources having \( p = q = 0.6 \) and \( p = q = 0.8 \), with both \( p \) and \( q \) known at the receiver. Both of the schemes outperform the standard TCM-URC scheme without exploiting any correlation. The vertical lines indicate the associated capacities [5], [10].

\(^1\) The Markov decoder performs soft-bit source decoding of [17] to exploit the temporal correlation of a Markov process. The spatial correlation is also exploited by inputting the \( a \) priori information \( P^{0}(b^{1}) \) to the Markov decoder.
correlation parameters are unknown at the receiver, the proposed joint decoding and estimation scheme outperforms both systems, namely the standard system operating without the estimation capability and the system, which can only estimate the spatial correlation for sources associated with \( p = q = 0.6 \) and \( p = q = 0.8 \). The performance gap was improved upon increasing the source correlation. Furthermore, we can observe that no performance loss is imposed on the proposed joint decoding and estimation scheme when the correlation parameters are unknown compared to the ideal system relying on the perfectly known correlation parameters. Therefore, a near-perfect estimation is demonstrated for the proposed scheme. However, when we invoked less decoding iterations, for example 5 iterations, the performance loss between the proposed joint decoding and estimation scheme having no knowledge of the correlation parameters and the ideal system having perfect knowledge becomes obvious, as depicted in Fig. 4. This is expected, since in the proposed scheme, we initially assume zero correlation regardless of the actual value of the correlation parameters during the first iteration. The accuracy of the estimated correlation parameters is gradually improved with the number of iterations. Thus, the proposed system is capable of achieving the same performance, as the ideal system at the cost of a higher number of decoding iterations.

V. CONCLUSIONS

In this correspondence, we have conceived a joint decoding and estimation scheme for binary sources exhibiting spatio-temporal correlation. The proposed scheme has been designed based on the serial concatenation of a TCM scheme and a symbol-based URC. A modified version of the symbol-based MAP algorithm was conceived for TCM decoding, which exploited the binary source correlation. Based on the proposed scheme, the estimation of both the spatial and temporal correlation parameters can be performed jointly with the iterative decoding and the estimated parameters can be updated after each iteration. Our simulation results have revealed that when the correlation parameters are unknown, our proposed joint decoding and estimation scheme achieves the same performance as the ideal system having perfect knowledge of the correlation parameters, demonstrating the accuracy of the proposed scheme.
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