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The use of levitated optomechanical systems as force sensors is a growing field with great potential. This thesis presents a system that achieves a sensitivity of \( \approx 10^{-22} \text{ N/} \sqrt{\text{Hz}} \) by using on-resonance forces and an optically levitated nanoparticle in a gradient force trap. It is possible to reach pressures of \( 10^{-6} \text{ mbar} \) and trap particles with diameters of 50 nm to 300 nm. The particle’s motion is detected with a homodyne-like detection system that measures the phase difference in the scattered and un-scattered, divergent, light. With this system it was possible to detect the changes in the particle’s motion due to the application of an external AC and DC electric fields. DC electric fields showed a shift in the average position of up to 100 nm and also a shift of the relevant oscillator frequency of up to 1500 Hz. Applying an AC electric field resulted in the particle’s motion being driven at the AC frequency. On resonance the detected signal increased by a factor of 200 which helps to measure smaller changes in the particle’s motion compared to the undriven signal. Using the AC driving it was possible to detect a particle with a charge of just \( 4 \pm 3 \) electrons. In addition to this, two vacuum sources were investigated, the first being an ablating source that generated particles directly in the chamber, and the second being a sonicating source that releases pre-made particles from a surface. The ablated source used a high power nano-second Neodymium-doped Yttrium aluminium garnet (Nd:YAG) laser that was able to remove material from a silicon wafer with a 200 nm layer of silicon dioxide. It was possible to trap a nanoparticle with a radius of \( 35 \pm 3 \) nm at atmosphere but there was a large thermal distribution in the particle sizes. The sonicating source had the advantage that the particle’s size range could be known before hand and also the source could be very close to the trap site. An acoustic horn was developed that focused the energy down to a 3 mm radius surface. It was possible to see a large release of 100 nm particles, however, none of them were trapped. It was assumed that the particles were still too large to trap so steps were taken towards a MHz source. This resulted in the first detection of a particle from an ultrasonic source at the trap site. The signal didn’t last long but this still holds promise as a source once a transducer or even a horn have been designed.
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Chapter 1

Introduction

1.1 Motivation

This thesis will explore the use of optomechanical systems as force detectors. In its purest form, optomechanics is the study of the interaction between light and a mechanical system. A typical example being a cavity with one mirror mounted on a spring so that it is free to move in the optical axis, see Fig.(1.1). The photons in the cavity impart momentum to the mirror via photon pressure which causes the mirror to move. The mirror’s displacement results in a change in the cavity length which in turn causes a detuning of the cavity frequency. This detuning results in a reduction of the cavity fitness and so a drop in photon pressure. This is a well studied example of the coupling between light and a mechanical system. This thesis will present work on levitated optomechanics (LOM) where laser light is tightly focused by a lens or a mirror to generate a large electric field gradient. In the presence of an electric field, a nanoparticle will behave as a dipole and the focused electric field will generate a gradient force on the dipole, pushing it towards the laser’s focus. Particles with a radius less than the spot size can be trapped within this focus and their centre-of-mass motion can be manipulated by modulating the intensity of the laser[1]. If confined inside a vacuum chamber the air can be evacuated while confining the particle’s motion and preventing it from escaping the trap. The particle will naturally oscillate around an average position and, as there is no mechanical coupling, the damping of this oscillation depends only on the pressure in the chamber. The quality factor (Q) is used to characterise the energy lost in an oscillator per oscillation relative to the stored energy, $Q = \Omega_0/\Gamma_0$ where $\Omega_0$ is the oscillator frequency and $\Gamma_0$ is the damping on the oscillator. Levitated optomechanics are able to reach much higher Q factors, $4 \times 10^7$[2], than Micro-electromechanical systems (MEMS), $10^4$[3], or cavity optomechanics, $5.8 \times 10^5$[4].
In levitated optomechanics the motion of the particles can be controlled directly by simply modulating the power of the trapping laser. Without this, the kinetic energy of one degree of freedom is given by the thermal energy, \( KE = \frac{1}{2} k_B T \) where \( k_B \) is the Boltzmann constant and \( T \) is the thermal temperature of the surrounding gas. As the laser modulation is used to reduce the particles motion it is said to be cooled as the kinetic energy drops below the thermal energy. Once cooled sufficiently the particle’s motion can be compared to the energy states of a quantum harmonic oscillator, with the mean occupation state given by \( \langle n \rangle = \frac{k_B T}{\Omega_0 \hbar} \), where \( \hbar \) is the reduced Planck’s constant.

With this control, LOM systems have reached energy occupation states as low as \( 65 \pm 5 \) \( (T_{cm} = 450.5 \pm 33.1 \, \mu K) \) without using cryogenic cooling\[5\] and have the potential to reach Quality factors of \( 10^{12}\)[6] at the ground state. The lack of cryogenics reduces running costs but also makes the system more portable compared to high sensitivity MEMS devices\[7, 8\] that have no other way of approaching the ground state. We are also able to change the test mass simply by trapping a different sized nanoparticle. This means that if the lowest force sensitivity is desired a small particle can be used, \( r = 20 \, \text{nm} \), but for forces that scale with mass, a larger particle can be used, up to \( r \approx 300 \, \text{nm} \) as shown in chapter 3. Levitated optomechanics operates in a relatively unique position where the trapping frequency is not dependent on the temperature of the surrounding medium (at least to a good approximation at high vacuum) meaning that if the use of cryogenics is desired it doesn’t affect the trapping frequency. This allows for high force sensitivity in a frequency band (10 kHz-500 kHz) that many other force detectors can not operate in. For these reasons levitated optomechanics holds promise for precision measurements.
in magnetic spin resonance [9], non-Newtonian gravity [10], high frequency gravitation waves [11], thermodynamics [12] and the limits of quantum mechanics [13].

1.2 Overview of other force sensors

1.2.1 Micro-Cantilevers

A micro-cantilever (MC) device typically involves a suspended component that is \( \approx 100 \) \( \mu \text{m} \) in length and width but less than a few \( \mu \text{ms} \) in thickness. This is mechanically coupled to the rest of the device at one end while being free to move at the other. The free end will oscillate at a frequency given by the shape and stiffness of the suspended beam, with an amplitude dependent on the thermal temperature. A dilution refrigerator is often used to reduce the thermal energy, allowing the MC to reach \( mK \). Active feedback has also been used to push the mode temperature from 2.2 K to 2.9 mK [14]. MCs are typically made from silicon, silicon nitride, or silicon oxide [15] and have a force sensitivity of \( 10^{-19} \) \( N/\sqrt{Hz} \) [16] allowing them to detect single spins [17]. Attempts to improve the sensitivity further have involved using an electrical detection system that can beat shot noise [18] and making MCs out of other materials such as diamond [19]. Even so cantilever systems have struggled to reach zepto-newton sensitivity.

1.2.2 MEMS

A micro-electromechanical system (MEMS) has a mechanical component that is free to move in at least one degree of freedom, and this movement is either induced or manipulated in the presence of an external force. The mechanical change is detected electrically either has a change in capacitance, resistance, or a shift in the natural frequency. MEMS come in many different configurations and are used in many different applications including accelerators [20], gyros [21], pressure sensors [22] and bio-medical [23]. Commercial devices are becoming common place, however, they are still in active development in science. MEMS devices have been able to the detect the Casimir force [24] and the motion of the tides [8], while nanotube based resonators have achieved a sensitivity of \( 12 \times 10^{-21} \) \( N/\sqrt{Hz} \).

1.2.3 Ion traps

Charged particles are attracted/repulsed by a surface that has the opposite/matching charge and they can also be made to perform orbits in a homogeneous magnetic field. By
combining these effects charged ions can be confined in a number of different traps, the two most common being Penning traps\cite{25} and quadrupole traps (Paul trap)\cite{26}. Laser cooling can be used to remove thermal energy from the ion(s), but it can only be used with a few kinds of ions that have a compatible energy level structure. Other methods, such as resistive cooling, active-feedback cooling, collisional cooling, radio frequency sideband cooling, or sympathetic laser cooling, can be applied to a larger range of ions\cite{27}. Due to the ions small mass, ion traps have achieved impressive sensitivities into the $10^{-24} \text{N}/\sqrt{\text{Hz}}$ range\cite{28}\cite{29} and there are schemes to reach as low as $10^{-27} \text{N}/\sqrt{\text{Hz}}$. Ion traps often have limited optical access, however the Stylus ion trap has shown that it is possible to improve this while still having yotto-newton sensitivities\cite{30}.

### 1.2.4 Optomechanical cavities

There is a large range of cavity based systems used for detecting different effects, varying from macroscopic transducer based devices\cite{31} to using micron scale resonating disks\cite{32}. This also results in a large range of sensitives across many frequency bands. For example, Krause et al.\cite{33} built an accelerometer using a photonic-crystal optomechanical cavity, resulting in an acceleration sensitivity of $10 \mu g/\sqrt{\text{Hz}}$, a centre frequency of 27.5 kHz and a bandwidth of $\approx 20$ kHz. Another system uses a microwave optomechanical cavity to reach below the standard quantum limit using interferometric detection\cite{34}. With this they achieve a force sensitivity of $5.1 \times 10^{19} \text{N}/\sqrt{\text{Hz}}$ with a centre frequency of 1 MHz. Micro-disk resonators can reach positional sensitivities of $4.4 \times 10^{-16} \text{m}/\sqrt{\text{Hz}}$ with a centre frequency of just 2 Hz\cite{35}. By making the disk out of a magnetostrictive material a system can be built to measure magnetic field strength, with Forstner et al.\cite{36} able to reach $400 \text{nT}/\sqrt{\text{Hz}}$.

### 1.3 Outline

The rest of this thesis is divided into 6 chapters. Chapter 2 starts from the basics of optical trapping and builds to explain our system including trapping with a parabolic mirror, parametric feedback and our homodyne-like detection. Chapter 3 details the force detection experiments that have been completed and the other forces that could be detectable with the given improvements. One of the biggest challenges in levitated optomechanics is loading single nanoparticles into the trap at ultra high vacuum (UHV). Chapters 4 and 5 cover the methods that where employed to attempt to load the trap at UHV. Chapter 4 covers direct particle generation near the trap site via surface ablation, while chapter 5 describes the work done with ultrasonic devices and releasing pre-made particles from a surface. Chapter 6 covers ideas to increase particle density near the
trap site using focusing techniques while Chapter 7 is the overall conclusion and gives an outlook for the future work.

1.4 Publications

The work detailed in this thesis contributed to the following papers:

**Force Sensing with an optically levitated charged nanoparticle**

*David Hempston, Jamie Vovrosh, Marko Toro, George Winstone, Muddassar Rashid, Hendrik Ulbricht*


**Summary:** Here I was able to demonstrate force detection by the direct application of an external field. Prior to this paper most other work in levitated optomechanics used theoretical values based on the thermal limit. I showed the detection of both constant and time varying forces and how these give rise to different effects. The majority of this work is my own with Jamie helping with feedback control, Marko contributing to the discussion of CSL, George helping with reviewer comments and Muddassar with the general writing.

**Parametric feedback cooling of levitated optomechanics in a parabolic mirror trap**

*Jamie Vovrosh, Muddassar Rashid, David Hempston, James Bateman, Mauro Paternostro, Hendrik Ulbricht*

Journal of the Optical Society of America B, Vol. 34, No. 6, 2017

**Summary:** This paper detailed how we were able to trap and cool particles down to $10^{-6}$ mbar and a few millikelvin. My work was focused on trapping particles with diameters from 26 to 160 nm without feedback. Previously, it was assumed that a particle would always be lost below 1 mbar in the absence of feedback cooling. However, by using a parabolic mirror and a higher laser power I was able to reach $10^{-5}$ mbar, much lower than other work, with particles remaining trapped for hours before loss.

**Experimental realization of a thermal squeezed state of levitated optomechanics**

*Muddassar Rashid, Tommaso Tufarelli, James Bateman, Jamie Vovrosh, David Hempston, M.S. Kim, Hendrik Ulbricht*

Physical Review Letters 117 (27), 273601, 2016

**Summary:** By applying pulses at $\omega_0/2$ it was possible to squeeze the particles motion. This is a rapid, nonadiabatic, process that could be used to reach lower energy states.
for short periods of time. My work was mostly in helping in the lab and building the general experiment.
Chapter 2

Optical trapping and position detection

In levitated optomechanics a single nanoparticle is suspended in free space solely by a focused laser beam. This is possible due to the interaction between the dielectric properties of the nanoparticle and the gradient of the laser’s electric field. This chapter will explain this interaction in more detail before explaining how to detect the trapped particle and its motion. Throughout this work nanoparticles are assumed to be spherical and so their size will be quoted as either a radius or a diameter. There is a common practice in engineering of preceded the size with the symbol $\varnothing$ when a size is referring to a diameter and this thesis will use it to emphasis when a diameter is being quoted, e.g. $\varnothing 100$ nm is a 100 nm diameter particle.

2.1 Basics of a single beam trap

As the diameter of the particle is much smaller than the wavelength of the trapping light, ($\varnothing 100$ nm versus 1550 nm respectively) it is appropriate to assume that the trapping light would undergo Rayleigh scattering[37]. The electric field causes the particle to become polarised, where the electron cloud of the atoms is shifted and a dipole is formed by the charge separation. As the particle is sub-wavelength the details of this distribution shift can not be resolved and so the nanoparticle can be treated as a single dipole within an inhomogeneous electromagnetic field. A dipole is equivalent to two charges separated by some distance. The total trapping force is then the sum of the Lorentz forces acting on this electric dipole as given by,
where \( x \) is the position, \( d \) is the separation distance of the charges, \( \mathbf{E}_1 \) and \( \mathbf{E}_2 \) are the electric field of the charges, \( \mathbf{B} \) is the magnetic field, \( t \) is time, and \( q \) is charge. By noting that the dipole moment of the particle is given by \( \mathbf{p} = qd = \alpha \mathbf{E} \) (\( \alpha \) is the polarisability and \( E \) is the total electric field) and writing \( \mathbf{E}_2 \) in terms of \( \mathbf{E}_1 \) it is possible to simplify Eq.(2.1) to,

\[
\mathbf{F}_{\text{trap}} = q \left( \mathbf{E}_1 + d \cdot \nabla \mathbf{E} - \mathbf{E}_1 + \frac{d}{dt} \mathbf{E}_1 \right) \times \mathbf{B} = \alpha \left( \mathbf{E} \cdot \nabla \mathbf{E} + \frac{d\mathbf{E}}{dt} \times \mathbf{B} \right).
\]  

A useful vector identity, Eq.(2.2), can then be used along with Faraday’s law of induction, Eq.(2.3), to give Eq.(2.4).

\[
(E \cdot \nabla)E = \nabla \left( \frac{E^2}{2} \right) - E \times (\nabla \times E) \quad (2.2)
\]

\[
\nabla \times \mathbf{E} = -\frac{dB}{dt} \quad (2.3)
\]

\[
\mathbf{F}_{\text{trap}} = \alpha \left( \nabla \left( \frac{E^2}{2} \right) + E \times \left( \frac{dB}{dt} \right) + \frac{dE}{dt} \times \mathbf{B} \right)
= \alpha \left( \nabla \frac{E^2}{2} + \frac{d}{dt} (\mathbf{E} \times \mathbf{B}) \right). \quad (2.4)
\]

The second term is the time derivative of the Poynting vector which, for a stable laser, should be zero. Therefore the trapping force due to the focusing of the laser is given by,
The laser also introduces a scattering term from Rayleigh scatter which is proportional to the scattering cross section given in Eq.(2.6). As this term is proportional to the sixth power of the radius, this force can be neglected for the particles used here. It is possible to trap larger particles using this scattering force and indeed it is how the early traps of A. Ashkin and J. M. Dziedzic [1] were performed. However, this is not covered in this thesis as it is not possible to scale down this technique to sub-wavelength particles.

\[ \sigma_R = \frac{8\pi^3 \alpha^2}{3\epsilon_0^2 \lambda^4}, \quad (2.6) \]

where \( \alpha \) is the polarisability given by Eq.(2.10) and \( \lambda \) is the wavelength of the scattered light. Eq.(2.5) shows that the particle feels a force towards the focus proportional to the gradient of the electric field at that point. This force is always towards the focus and the particle’s motion maps out the shape of the laser focus. For small oscillations this follows a sinusoidal pattern as seen in a harmonic oscillator. It is sensible to use Hooke’s law to derive the frequency of oscillation,

\[ f = \sqrt{\frac{k}{m}} \frac{1}{2\pi}, \quad (2.7) \]

where \( m \) is the mass of the nanoparticle and \( k \) is the trap stiffness. \( k \) can be obtained by taking the second derivative of the potential. The potential is also related to the trap depth but first the spot size of the focus needs to be calculated.

### 2.1.1 Spot size and trap depth

The larger the gradient, the larger the trapping force and so the better the nanoparticle is confined to the trap. This can be seen from the energy point of view as well. Neutral dielectric particles are high field seeking, meaning they will move towards areas with a high energy density. For a Gaussian beam, the larger the numerical aperture (NA) of the focusing element, the smaller the waist and so the higher the energy density at the focus. The calculation of the waist is,[38],

\[ w_0 = \frac{C\lambda}{\pi N.A} = \frac{C\lambda}{\pi tan^{-1}(\frac{f}{r})}, \quad (2.8) \]
where \( r \) is the radius of the lens, \( f \) is the focal length, \( \lambda \) is the wavelength of the light and \( C \) is a constant given by Fig.(2.1). \( C \) is a result of scalar diffraction theory for a large NA aplanatic lens system, for example condenser lenses on microscopes, and it is assumed to be 1 for reflective optics. Away from the focus the beam waist goes as,

\[
    w(z) = w_0 \sqrt{1 + \left( \frac{z}{z_R} \right)^2},
\]

(2.9)

where \( z \) is the distance from the focus along the optical axis and \( z_R = \frac{\pi w_0^2}{\lambda} \) is the Rayleigh range with \( \lambda \) as the wavelength of the trapping light.

Figure 2.1: Curve for constant C[39] as used in Eq.(2.9). \( C \) is a result of scalar diffraction theory for a large NA aplanatic lens system, e.g. condenser lenses on microscopes, that is free from spherical aberrations. An single aplanatic lens has two aspherical surfaces optimised for a single design wavelength[40] and so commercially are known as aspheric lens.

The energy of a dipole is \( U = -\mathbf{p} \cdot \mathbf{E} \) where \( \mathbf{p} \) is the dipole moment. Substituting in \( \mathbf{p} = \alpha \mathbf{E} \) and taking the differential gives Eq.(2.5), but more interesting things can be done with the energy representation. The polarisability of the nanoparticle is given by the Clausius-Mossotti relation,
\[ \alpha = \epsilon_0 \frac{3 n^2 - 1}{N n^2 + 2} = 3 \epsilon_0 \frac{m_{pa} n^2 - 1}{\rho n^2 + 2} = 3 V \epsilon_0 \frac{n^2 - 1}{n^2 + 2}, \] (2.10)
\( k_b T \) even the aspheric gives a maximum trap depth of \( 6 \times 10^4 \) K, which is significantly above the background temperature showing that it should be able to generate a stable trap. Assuming a Gaussian beam, \(|E|^2\) is given by,

\[
|E(r, z)|^2 = |E_0|^2 \left( \frac{w_0}{w(z)} \right)^2 e^{\left( -\frac{r^2}{w(z)^2} \right)},
\]

(2.13)

where \( r \) is the radial direction and \(|E_0|^2 = \frac{2P}{\pi \epsilon_0 c w_0^2}\) as before. Combining this with Eq.(2.11) gives the 3 dimensional equation for the potential,

\[
U(r, z) = \frac{8Pa^3 n^2 - 1}{cw^2(z)n^2 + 2} e^{\left( -\frac{r^2}{w(z)^2} \right)}.
\]

(2.14)

Fig.(2.2) shows this plotted in 3 dimensions using the same \( \Theta 100 \) nm silica nanoparticle with 0.5 W with a 0.9 NA focusing element.

![Figure 2.2](Image)

**Figure 2.2:** A plot of Eq.(2.14) with contour projections in \( z \) and \( r \). \( r \) ranges across \( \pm 2w_0 \), \( z \) varies over \( \pm 2z_R \), and \( z \) is scaled in electron-volts. \( z_R \) is the Rayleigh range given by \( z_R = 2w_0^2/\lambda \) and \( 1 \text{ev} = 1.6 \times 10^{-19} J = 11600 \) K. For oscillations where the amplitude is much less than the spot radius the potential can be approximated as a classical harmonic oscillator.

The difference in the longitude (\( Z \)) and radial (\( X,Y \)) directions is clearly visible with the radial being much narrower. This will result in the radial directions having higher trap...
frequencies and now that the potential is known the relation for the trapping frequencies can be given as,

\[
\frac{\partial^2 I}{\partial z^2} \bigg|_{r=0} = \frac{4P\lambda^2}{\pi^3 w_0^2} z^2 = \frac{1}{2} m \omega_z^2 z^2 \\
\therefore \omega_z = \sqrt{8P\lambda^2 \frac{\pi w_0^2}{m}},
\]

(2.15)

\[
\frac{\partial^2 I}{\partial r^2} \bigg|_{z=0} = \frac{4P}{\pi w_0^2} r^2 = \frac{1}{2} m \omega_r^2 r^2 \\
\therefore \omega_r = \sqrt{8P \frac{\pi w_0^2}{m}},
\]

(2.16)

where \(\omega_z\) is the centre frequency for \(z\) motion, \(\omega_r\) is the same for the radial motion and \(w_0\) is the trap waist so that \(\frac{\omega_r}{\omega_z} = \frac{w_0}{\lambda}\). This is assuming a Gaussian beam but it doesn’t include the differences in trap size due to polarisation. This causes the radial frequencies to separate but the centre of the two should still follow the relation \(\omega_y - \omega_x^2 = \frac{\pi \omega_0 \omega_z}{\lambda} + 1\).

The force equation given in Eq.(2.5) now becomes,

\[
F(r, z) = \frac{8Pa^3 n^2 - 1}{n^2 + 2} \nabla \left( \frac{1}{w(z)^2} e^{-\frac{2r^2}{w(z)^2}} \right).
\]

(2.17)

In cylindrical coordinates \(\nabla = \hat{r} \frac{\partial}{\partial r} + \hat{z} \frac{\partial}{\partial z}\) so Eq.(2.17) can be broken down into two parts. For simplicity let \(\beta\) equal the leading constant so that the force component in the \(\hat{r}\) direction is,

\[
r = \beta \frac{\partial}{\partial r} e^{-\frac{2r^2}{w(z)^2}} \\
= \beta \frac{-4r}{w(z)^2} e^{-\frac{2r^2}{w(z)^2}}.
\]

(2.18)

The longitudinal direction is a little more involved as it makes use of the product rule so the full derivation is given in Appendix.(A) but the final result is,

\[
z = -\beta 2zw_0^2 e^{-\frac{2r^2}{w(z)^2}} \left( \frac{1}{w(z)^4} + \frac{2r^2}{w(z)^6} \right).
\]

(2.19)

Combining Eq.(2.18) and Eq.(2.19) gives,
\[ F(r, z) = 2 \beta e \frac{-2r^2}{w(z)^2} \left( \hat{r} \frac{2r}{w(z)^4} + \hat{z} \left( \frac{w_0^2}{w(z)^4} - \frac{2r^2 w_0^2}{w(z)^6} \right) \right) \] (2.20)

The magnitude of the total force is \(|F| = \sqrt{r^2 + z^2}\) and is plotted in Fig. (2.3). Again the difference between \(z\) and \(r\) is prominent and means that a particle will move more for a given force in \(z\) then in \(r\). It is for this reason that this thesis will focus on the \(z\) motion. The Gaussian assumption used to obtain these equations is not always true with a common example being due to lens aberrations.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.3.png}
\caption{A plot of the magnitude of Eq. (2.20) from \(\pm 2w_0\) for \(r\) and \(\pm 2z_R\) for \(z\). The difference in trapping strength between \(z\) and \(r\) is clear with the largest \(z\) force being almost half the maximum \(r\) force. This will result in the particle being more responsive to external forces in the \(z\) direction resulting in a larger signal.}
\end{figure}

### 2.2 Aberrations

For most of this work the focusing element is a parabolic mirror as this allows the NA to be close to 1. It was designed to minimise spherical aberrations and as a mirror it also doesn’t suffer from the chromatic aberrations refractive optics suffer from. Before this the main focusing element was an aspheric lens from Thorlabs (AL1210-C) with an NA of 0.6 and a focal length of 10 mm. However, it was discovered that the design
wavelength was 780 nm and so there was significant chromatic aberration resulting in multiple, low intensity trap sites rather than the desired single high intensity focus. These aberrations are shown in Fig. (2.4) where A shows the particles trapped at the multiple trapping sites and B shows a ray tracing of the focus of a lens designed at 780 nm focusing 1550 nm light. The Strehl ratio is a 0 to 1 measure of the image quality used to quantify aberrations [45]. Using 780 nm this lens gives a Strehl ratio of 0.82 but with the 1550 nm laser the Strehl ratio drops to 0.20. This means that at the design wavelength the focus waist is 0.6 \( \mu \text{m} \) and has a clean focus with minimal aberrations. With 1550 nm laser light however, the focus waist is 66 \( \mu \text{m} \) generating a trap depth of just 17 K for a \( \varnothing 100 \text{ nm} \) particle. In order to just beat the 300 K background energy a diameter of \( \varnothing 300 \text{ nm} \) would be needed at 1 W. Even then this particle is unlikely to stay trapped as it will be very susceptible to thermal fluctuations. It is for this reason that the parabolic mirror was developed to avoid this chromatic aberration. An aspheric with the correct design wavelength was eventually developed by Thorlabs (C660TME-C) and when a lens is mentioned in this thesis it is this lens that was being used.

2.3 Particle’s Motion

2.3.1 Fluctuation-dissipation theorem

Before continuing it is useful to explain a theorem in statistical physics that is used to relate effects that come from the same physical origin, that is the fluctuation-dissipation theorem. Kubo [46] gives a good example that is useful here and relevant to this work. Take a small mirror, suspend it in a fluid, and let the system come to thermal equilibrium. If the angular rotation of the mirror is measured, say with a reflected laser, then it will be observed that the mirror is in fact moving irregularly around an average position. This
is the fluctuating force due to the random motion of the particles in the fluid colliding with the mirror. If the mirror is rotated deliberately, then there is will be a force that goes against that motion. This is due to impacts from the particles in the fluid hitting the mirror as it is moved through it. Although the motion of the particles is random, the movement of the mirror results in an average resistive force that is proportional to the velocity of the mirror’s motion. There are therefore two forces that originate from the motion of the particles in the fluid. The fluctuation-dissipation theorem therefore relates how a system will respond to an external disturbance to the internal fluctuation of the system in the absence of the disturbance.

### 2.3.2 Returning to the particle

Once a particle is trapped it will oscillate as a damped harmonic oscillator. Even at UHV there will be some damping of the particle’s motion due to collisions with air molecules, given by \( m \Gamma_0 x'(t) \) where \( \Gamma_0 \) is the damping rate and \( x'(t) \) is the particle’s velocity in a given direction of motion. This damping will cause a broadening of the frequency peak and limit the amplitude of oscillation. There is also a stochastic driving force, \( F_{th} \), as the air molecules move around randomly and collide with the nanoparticle. The motion of the molecules is thermally driven and so \( F_{th} \) is assumed to satisfy the Fluctuation-dissipation theorem[47] as both the damping and driving forces are a result of Brownian motion.

Bringing these forces together gives a full equation for the particle’s motion in each degree of freedom,

\[
F = mx''(t) = F_{th} - m \Gamma_0 x'(t) - m \omega_0^2 x(t).
\] (2.21)

For small amplitudes the harmonic approximation holds so that \( x(t) = \sin \omega_0 t \). The force equation is more commonly rearranged to give,

\[
x''(t) + \Gamma_0 x'(t) + \omega_0^2 x(t) = \frac{F_{th}(t)}{m}.
\] (2.22)

Taking the Fourier transform of Eq.(2.22) gives Eq.(2.23)

\[
- \omega^2 x(\omega) - i \omega \Gamma_0 x(\omega) + \omega_0^2 x(\omega) = \frac{F_{th}(\omega)}{m}.
\] (2.23)

Solving for \( x(\omega) \) then taking the squared magnitude will give the power spectral density (PSD) of the motion as \( S_{xx} = \langle |x(\omega)|^2 \rangle \),
\[ S_{xx}(\omega) = \frac{1}{m^2} \frac{\langle |F_{th}(\omega)|^2 \rangle}{(\omega_0^2 - \omega^2)^2 + \Gamma_0^2 \omega^2} . \] (2.24)

This shows how the energy is distributed across frequency space. The thermal term can be calculated by taking the integral of Eq.(2.24) and comparing it to the total energy of that degree of freedom.

\[
\langle x^2 \rangle = \int_0^\infty S_{xx} d\omega
= \frac{1}{2} \int_0^\infty S_{xx} d\omega
= \frac{\langle |F_{th}(\omega)|^2 \rangle}{2m^2} \int_0^\infty \frac{d\omega}{(\omega_0^2 - \omega^2)^2 + \Gamma_0^2 \omega^2}
= \frac{\langle |F_{th}(\omega)|^2 \rangle}{2m^2} \frac{\pi}{\omega_0^2 \Gamma_0}. \] (2.25)

From the equipartition theorem, \( E = \frac{1}{2} k_B T_0 = \frac{1}{2} m \omega_0^2 \langle x^2 \rangle \) where \( k_B \) is the Boltzmann constant and \( T_0 \) is the internal temperature. This can be used with Eq.(2.25) to give \( \langle |F_{th}(\omega)|^2 \rangle = 2mk_B T_0 \pi / \Gamma_0 \) and so Eq.(2.24) becomes,

\[ S_{xx}(\omega) = \frac{k_B T_0 \pi}{m \omega_0^2 \Gamma_0} \frac{\Gamma_0}{(\omega_0^2 - \omega^2)^2 + \Gamma_0^2 \omega^2} . \] (2.26)

The damping rate comes from kinetic theory and is given by Eq.(2.27)[48], where \( Kn = l/L \) is the Knudsen number given by the mean free path \( l \) divided by the relevant length scale and \( \xi = 18.6 \mu Pa \) is the viscosity of air[49]. For this thesis \( L = r \) was used.

\[
\Gamma_0 = \frac{6\pi \xi r}{m} \frac{0.619}{0.619 + Kn} \left( 1 + \frac{0.31 Kn}{0.785 + 1.152 Kn + Kn^2} \right) . \] (2.27)

For a Boltzmann gas the mean free path is \( l = \frac{k_B T}{\sqrt{2\pi a^2 p}} \), where \( p \) is the pressure of the surrounding gas and \( a \) is the radius of the gas particles. At high pressures, e.g. atmosphere, \( Kn \approx 1 \) and \( \Gamma_0 \) is large. As the pressure drops so does the damping and the particle’s motion can be seen. To detect this motion an interferometric detection scheme was devised. There is a conversion factor, \( \gamma \), needed to convert the voltage change measured at the detector into displacement in metres. This can be obtained directly by fitting Eq.(2.26) to the measured PSD and assuming that the particle is in thermal equilibrium with the environment, i.e. \( T = 300 \) K. This only needs to be done once for a given particle so long as the alignment is not changed. This gives a
full mathematical description of how the particle moves in the trap that can used to characterise the trapped nanoparticle. In order to do this though a setup is needed to detect the particle’s motion with as high a degree of precision as possible. For this reason an interferometric detection system was built and this will be discussed next.

2.4 Detection

As covered in Sec.(2.2) for most of this work a parabolic mirror was used as the focusing element to avoid chromatic aberrations and to achieve the highest NA. The mirror setup that was used is detailed in Fig.(2.5.A). The trapping field, $E_{\text{Trap}}$, comes in collimated and is focused by the parabolic mirror. Most of this light is divergent after the focus but when a particle is trapped a small amount is scattered back to the mirror. This scattered light is then re-collimated by the mirror and sent to the detector. Here the detection system is Homodyne-like as the backscattered signal from the particle, $E_{\text{Scat}}$, is mixed with the divergence light that is not scattered by the particle, $E_{\text{Div}}$. This results in a signal that is proportional to the phase difference between to the two paths. This is shown in Fig.(2.5.B) as a phasor diagram where we have boosted into the frame of $E_{\text{Div}}$ and normalised to 1. The magnitude of $E_{\text{Scat}}$ doesn’t change as the particle is sub-wavelength and doesn’t move far in the focus, however the phase does change due to the change in path length. This changes the angle, $\theta$, causing a change in the length of $E_{\text{Total}}$ as its magnitude is $|E_{\text{Total}}|^2 = |E_{\text{Scat}}|^2 + |E_{\text{Div}}|^2 + |E_{\text{Scat}}||E_{\text{Div}}|e^{i\theta(t)}$. It is this modulation that is detected with a photodiode.

The number of photons scattered for a given particle position should be approximately constant across the full range of motion, assuming the particle remains in the linear regime. The number of photons scattered per second can be obtained by multiplying the Rayleigh cross section as given in Eq.(2.6) by the intensity and then dividing by the energy of a single photon,

$$n = I(z,r)\sigma R \frac{\lambda}{hc}, \quad (2.28)$$

where $I(z,r)$ is the Gaussian distribution as used in Eq.(2.12), $h$ is Planck’s constant and $c$ is the speed of light. For 1 watt of laser power this varies from $2 - 4 \times 10^{11}$ 1/s over the whole 1.55 $\mu$m focus but the particle typically only moves 100 nm or less once it is cooled. $|E_{\text{Total}}|$ is therefore just a constant plus $|E_{\text{Scat}}||E_{\text{Div}}|e^{i\theta(t)+\phi}$ where $\theta(t) = \frac{2\pi}{\lambda} x(t)$ and $\phi$ is some fixed phase difference. It is this interference term that gives the high positional sensitivity and using this the characteristics of the system can now be examined.
Figure 2.5: A: Parabolic mirror trap. The incoming laser is $E_{\text{Trap}}$ and is collimated before being focused by the mirror. This focus is the trap site for the nanoparticle and after this the electric field is divergent as it leaves the trap $E_{\text{Div}}$. When a nanoparticle is trapped it will scatter some of $E_{\text{Trap}}$ back to the mirror which will re-collimated it as $E_{\text{Scat}}$. $E_{\text{Scat}}$ and some of $E_{\text{Div}}$ as then mixed an the resulting interferometric signal detected by a photodiode. B: Phasor diagram boosted into the frame of $E_{\text{Div}}$ and normalised to 1. The length of $E_{\text{Scat}}$ is constant as the particle is sub-wavelength and doesn’t move far in the focus, however the phase does change due to the change in path length. This changes the angle, $\theta$, causing a change in the length of $E_{\text{Total}}$. Composite image of particles trapped at the multiple sites. This is a side on image of nanoparticles trapped with 4 watts.

2.5 Characterising the system

It is now possible to begin to characterise the system with the mathematical description given earlier and the measurements from the detection method. An important parameter of any oscillator is its Quality factor, $Q = \frac{\omega_o}{\Delta \omega}$, which gives the energy loss per cycle of the oscillator as a fraction of the peak energy. Higher $Q$ indicates a lower rate of energy loss relative to the stored energy of the oscillator and also implies that the oscillator will remain in phase with itself for longer allowing for long intergration times from a single event. For example, a pendulum suspended from a high-quality bearing in vacuum has a high $Q$ ($Q \gg 1/2$) and will ring for a relatively long time if struck with a hammer, while a pendulum immersed in oil has a low $Q$ ($Q \ll 1/2$) and the motion will be damped almost immediately. The $Q$ of the system should be very high at high vacuum (HV) as the particle is not mechanically connected to anything. Even at HV there will be some damping from air collisions as given in Eq.(2.27) with the inverse pressure relation shown in Fig.(2.6.C). As the pressure drops the full width at half maximum (FWHM given by $\Delta \omega$) also decreases leading to an improvement in $Q$. At a pressure of $7.3 \times 10^{-5}$ mbar, Fig.(2.6.A) shows $Q \approx 66$ making it a high $Q$, underdamped resonator. A narrow $\Delta \omega$ also allows for precision measurements of frequency shifts that might result from the application of an external force. The frequency shift seen both in the theory, Fig.(2.6.B), and experiment, Fig.(2.6.A), is due to the reduction in the $1/f$ noise and an increased signal from the particle as the pressure is reduced. The peak at $3 \times 10^{-3}$ mbar has a
Figure 2.6: A: As the damping, $\Gamma_0$ in Eq.(2.26) is reduced the oscillation frequency is revealed. There is a small change in centre frequency with decreasing damping and this can be seen in the theory as well. At the lowest pressure of $7.3 \times 10^{-5}$ mbar the $Q \approx 66$. B: Theory plot of Eq.(2.26) with a centre frequency of 5 Hz with damping from 10 to 1 Hz. C: Damping vs pressure from 3 mbar to $5 \times 10^{-5}$ mbar showing the linear relationship expected. This was done by pumped down to HV and slowly letting the pressure build back to atmosphere. It is difficult to control the pressure which is why there are more measurements at some pressures than other.

much larger FWHM than might be expected. This is due to the vibrations from the turbo pump at low RPMs and resonances with the vacuum chamber.

The $\omega_i \propto \sqrt{P}$ relation seen in Eq.(2.15) and Eq.(2.16) is shown in Fig.(2.7). The power is increased from 1 to 5.5 Watts and examples of the shift of the z frequency peak is shown in Fig.(2.7.A) while the overall trend is shown in Fig.(2.7.B). The fit line is $A/\sqrt{P}$, where $A$ is a constant, and there is strong agreement between this and the measured values with $R^2 = 0.99$. There is some change in the heights of the peaks themselves, although the general tread of increasing peak height with power is due to the increase in detection signal as there is more laser power. The more random variations are due to the instabilities in the detection system at the time the measurements were made. This data is still the best example of the power shift however, as it has the largest power range
2.6 Phase lock loop and cooling

2.6.1 Cooling basics

As shown in Fig.(2.6), when the pressure drops the mean free path of the trapped particle increases. If the mean free path becomes larger than the trap region then the particle may even be able to escape the trap completely. To prevent this, a negative feedback system is used to reduce the particle's motion. Recall that the trapping force is proportional to $|E|^2$ which can be written in terms of laser power ($P$), and focus waist ($w(z)$). This Eq.(2.5) to be written as,

$$F_{\text{Trap}} = \frac{\alpha P}{\pi \epsilon_0} \frac{1}{\nabla w(z)^2},$$

(2.29)

where $\epsilon_0$ is the vacuum permittivity and $\nabla w(z)^{-2}$ is the grad of the squared waist at a position $z$. This is for the $z$ direction, for the radial direction the intensity will be the off-axis intensity at $z$ and $r$. This allows the trapping force to be modulated by simply modulating the laser power. When the particle is near the centre of the trap the power can be turned down, as the particle is already in the trap. As the particle leaves the trap centre, the power can be turned back up, pulling the particle back towards the centre. This removes energy from the particle compared to a static laser power as the trap is

Figure 2.7: **A**: $400 \pm 1$ nm particle trapped using a Thorlabs C660TME-C Aspheric lens. The power is varied with 1-5.5 watts resulting in a frequency shift of the $z$ natural frequency from 28 kHz to 60 kHz. **B**: Centre frequency against power, shows a strong agreement to the $\omega_i \propto \sqrt{P}$ relation given in Eq.(2.15) and Eq.(2.16 with $R^2 = 0.99$ and a standard error of 0.2 kHz.)

when compared with work on the more stable laser used for later work. Although this is already a high Q system it can be improved significantly by introducing the cooling system.
now non-conservative, i.e with a static laser power the particle is accelerated through the centre but with the modulated laser this acceleration can be prevented. This is seen as an additional damping source and is often described as a cooling term as it reduces the particle’s kinetic energy. This turns Eq.(2.26) into,

\[ S_{xx}(\omega) = \frac{k_B T_0}{\pi m} \frac{\Gamma_0}{((\omega_0 + \delta \omega)^2 - \omega^2)^2 + \omega^2(\Gamma_0 + \delta \Gamma)^2}, \]

(2.30)

where \( \delta \omega \) is a frequency shift as a result of mismatching between the feedback signal and the natural frequency, and \( \delta \Gamma \) is the damping from the feedback signal. The feedback needs to modulate the laser power at twice the natural frequency of the selected degree of freedom, as the particle passes through the centre twice in a single oscillation, and needs to be in-phase with the particle’s motion. Even at very low pressures random collisions with air particles will cause the phase to change with time so a tracking system needs to be employed.

### 2.6.2 Phase locked loop

A phase locked loop (PLL) uses a local oscillator, normally a voltage controlled oscillator (VCO), and a phase comparator to maintain a constant phase difference between the local oscillator and an input signal. Fig.(2.8) shows the flow diagram for a general PPL. The VCO will have some starting phase and a phase detector determines the difference between this and the input signal. This error signal is then passed through a filter system that removes phase noise and produces a DC signal. This is fed into the VCO and is used to change the VCO output frequency. This loop continues until the phase difference between the input and VCO signal is minimised (or it reaches some set phase difference).
The output signal is then simply split off from the VCO signal and amplified as needed. To cool the particle the second harmonic of the trap frequency is needed so the VCO feeds into a second system that both frequency doubles and amplifies the output signal as necessary. This signal then drives an acousto-optical modulator (AOM), as shown in the setup diagram in Fig.(2.9), that controls the input laser power to the particle trap. The trapping laser passes through the acousto-optical modulator (AOM), a polarising beam splitter (PBS) and a quarter waveplate into the parabolic mirror to be focused. Once a particle is trapped the detection signal, as described earlier, travels through the quarter waveplate so that the polarisation is now in the horizontal plane and is reflected at the PBS onto the photodiode. This completes the loop and allows the PLL to control the laser power with respect to the particle’s position and so reduce the kinetic energy which is characterised as a reduction in $T_{com}$.

![General experimental setup](image)

**Figure 2.9:** General experimental setup. The trapping 1550 nm laser passes through an acousto-optical modulator (AOM), a polarising beam splitter (PBS) and a quarter waveplate into the parabolic mirror. There it is focused to generate the trap site. Once a particle is trapped the detection signal travels through the quarter waveplate, so that the polarisation is now in the horizontal plane, and is reflected at the PBS onto the photodiode. The detected signal is inputted to the Lock-in amplifiers that contain the PLL system given in Fig.(2.8). The output of the control electronics is then used to modulate the input laser power and slow the particle’s motion.

### 2.7 Cooling

The energy of the particle in a given degree of freedom is $E_i = m(\omega_i + \delta\omega_i)^2 \langle x_i^2 \rangle$, with $\langle x_i^2 \rangle$ given by the integral of the PSD over all frequencies. $\delta\omega_i$ is a result of an effect similar to injection locking, where the centre frequency can shift a small amount when the feedback signal is close to but not exactly at the natural frequency. This should be
minimised to achieve the best cooling but there may always be some small frequency shift. It is known that $\langle x^2 \rangle = \int_{-\infty}^{+\infty} S_{xx} d\omega$ so using Eq.(2.30) as the PSD the energy of a degree of freedom becomes,

$$E_i = m(\omega')^2 \langle x^2 \rangle = m(\omega')^2 \int_{-\infty}^{+\infty} S_{xx} d\omega = m(\omega')^2 \frac{k_b T_0}{\pi m} \int_{-\infty}^{+\infty} \frac{d\omega}{(\omega')^2 - \omega^2 + (\Gamma')^2} = m(\omega')^2 \frac{k_b T_0}{\pi m} \frac{\Gamma_0}{2(\omega')^2 + \Gamma'}$$

$$= k_b T \frac{\Gamma_0}{\Gamma_0 + \delta \Gamma}$$

(2.31)

where $\omega' = \omega_i + \delta \omega_i$ and $\Gamma' = \Gamma_0 + \delta \Gamma$. Using the equipartition theorem $E = 1/2k_b T$, this energy can be related to a change in the effective temperature of the nanoparticle’s centre of mass motion ($T_{com}$) as,

$$T_{com} = T \frac{\Gamma_0}{\Gamma_0 + \delta \Gamma},$$

(2.32)

where $T = 300$ K for room temperature. By implementing the feedback system $T_{com}$ can be reduced to sub-kelvin temperatures and the resulting motion amplitude to sub-nanometer. Fig.(2.10) shows a 80 nm, radius, particle that has been cooled from room temperature at 3 mbar down to 3 K at $5 \times 10^{-5}$ mbar.

If the kinetic energy is reduced sufficiently then the energy becomes quantized and the nanoparticle becomes a quantum harmonic oscillator (QHO) with energy levels given by,

$$E_n = \frac{\hbar \omega'}{2} (n + 1),$$

(2.33)

where $n \in \mathbb{Z}^+$ is the energy level. $n$ can be obtained by dividing the kinetic energy by the energy of the ground state for a QHO and recalling the solution for $\langle x_i \rangle$ used in Eq.(2.31).
Figure 2.10: ⊙100 nm particle, at 3 mbar and $3.3 \times 10^{-5}$ mbar. The particle is taken to be 300 K at 3 mbar as there is no cooling and it is able to thermalise with the remaining gas. At $3.3 \times 10^{-5}$ mbar the cooling is enabled resulting in the large peak seen at twice the respective trap frequencies. The largest cooling is seen for $Z$, reaching $T_{com} = 3 \text{ mk}$.

$$\langle n \rangle = \frac{k_b T_{com}}{\hbar \omega_0}$$
$$= \frac{k_b T}{\hbar \omega_0 \Gamma_0 + \delta \Gamma}$$
$$= \frac{k_b T \Gamma_0}{\hbar \omega_0 \delta \Gamma}.$$ (2.34)

For Fig.(2.10) this would result in an energy level of $\langle n \rangle \approx 9000$ which is far from quantum. However, $\langle n \rangle < 100$ once $T_{com} < 100 \mu K$ which has been achieved by Jain et. al.[5] and is something others in the group are pushing for. Reaching ground state has implications for the force sensitivity as it results in an increased Q. The quantum force sensitivity will be discussed in more detail in Char.(3.1.2). The PLL helps to reduce the energy of the particle but it also introduces a new source of error due to the limitations of the frequency tracking.

### 2.8 Frequency Tracking error

The effectiveness of the cooling is dependent on the ability of the PLL to detect and track the natural frequency of the particle. For example, if the frequency changes more than the detection bandwidth, the PLL will not be able to lock to the signal and so that degree of motion would not be cooled. The natural frequency is dependant on laser power, the wavelength of the laser (via beam waist for radial directions) and polarisation.
(again via beam waist although the relation is not presented here). All of these can vary by small amounts over time causing the centre frequency to oscillate around an average value. Another big factor is the phase of the two detection arms, that is the scattered and divergent light. The two paths are closely correlated so that changes in one arms should be mirrored in the other but small differences will still occur giving a variation in peak height. All of this together leads to the peak of the PSD looking like Fig.(2.11), where instead of having a single peak as for a Lorentzian curve (the fitting line), the top looks more flat due to multiple peaks. This limits the cooling and so limits the minimum pressure that can be reached. To counter this, a laser with a power stability longer than the measurement time must be used, while still also having minimal noise near the trapping frequencies.

\[ \text{Figure 2.11: The peak at } 5 \times 10^{-5} \text{ mbar showing the frequency drift that causes the peak to be flat topped. This limits the effectiveness of the cooling and so the minimum pressure that can be reached.} \]

\section{Phase space}

When fitting Eq.(2.26) to the measured PSD there is a required fitting factor to convert from $V^2/Hz$ to $m^2/Hz$. The conversion factor, $\gamma$, therefore has units of $m/V$ and the fitted equation is,
\[ S_{xx}(\omega) = \gamma^2 k_B T_0 \frac{\Gamma_0}{\pi m} \left( (\omega_0^2 - \omega^2)^2 + \omega^2 (\Gamma_0)^2 \right). \] (2.35)

Once the conversion factor is known, the position of the particle relative to the centre of the motion is simply

\[ x_i = V_i / \gamma_i, \] (2.36)

where \( V_i \) is the voltage amplitude for a given degree of freedom, \( i \in x, y, z \). To get the amplitude for a given degree of freedom the detection signal is passed through a 5th order Butterworth filter from the SciPy python module. This type of filter is designed to have a flat frequency response across the pass band. A sample of time data is shown in Fig.(2.12.A) and then the same data is shown after a 70 ± 10 KHz band filter in Fig.(2.12.B). The time trace is much cleaner after the filter although there is some phase shift due to the way the filter is applied. This phase shift isn’t an issue for the work presented here as there is no need to compare data before and after the filter directly.

**Figure 2.12:** Time series before (A) and after (B) the application of a 5 order Butterworth bandpass filter centred at the z trap frequency of 70 kHz with a bandwidth of 10 kHz. There is a phase shift due to this filtering but as we only look at a narrow band and don’t compare before and after filter date it shouldn’t be an issue.
The velocity of the particle can be computed by the change in the particle’s position at the sample frequency. The momentum is then just the product of this with mass,

\[ p_i = m f_s \Delta V_i / \gamma_i. \]  

(2.37)

where \( f_s \) is the sampling frequency and \( \Delta V = V(t) - V(t + 1/f_s) \). Fig.(2.13) shows the phase space distribution of the \( z \) data from Fig.(2.10) where the momentum as be plotted in units of \( 1/(\omega m) \) so that the distribution should be circular if there are no other effects on the particle. There is a notable reduction in the area enclosed by the circle as well as a smoothing of the distribution. The change in the energy of the particle is then related to the change in the area of the two areas. In a phase-space diagram the total energy of the particle is 

\[ E = \pi r^2 = \pi (x^2 + (p/m\omega_0)^2) \]

where \( r \) is the radius of a ring around zero. This allows the change in energy to be measured by simply measuring the change in the FWHM of the 2D Gaussian. This gives circles with radii of \( r_{3\text{mbar}} = 6 \) and \( r_{HV} = 0.06 \). The final centre-of-mass temperature is then 

\[ T = 300 \left( \frac{r_{HV}}{r_{3\text{mbar}}} \right)^2 = 0.03 \text{ K} \]

which is in agreement with the earlier method of determining temperature.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.13.png}
\caption{Phase space histograms with momentum in units of distance. By fitting a 2 dimensional Gaussian the radius can be obtained and used to measure the change in energy. \textbf{A}: \( r = 6 \) at 3 mbar. \textbf{B}: At \( 5 \times 10^{-5} \) mbar \( r = 0.06 \) and if the particle is at 300 K at 3 mbar then the temperature is now 0.03 K.}
\end{figure}

\section*{2.10 Non-linear dynamics}

The primary function of the PLL is to cool the particle allowing for increased force sensitivity. However, it can also be used to drive the motion into a non-thermal (non-Gaussian) state. To observe this a nanoparticle measuring \( \varnothing 68 \text{ nm} \) was trapped and cooled as normal. Once the pressure was reduced to \( \approx 10^{-5} \) mbar another output channel from the PLL was used to drive the particle’s motion on resonance and the phase was tuned to maximise the resulting heating effect. This combination of cooling
and heating confines the particle’s motion due to the cooling while accelerating it away from the centre due to the driving. The particle therefore spends very little time near the centre of the trap but an increased amount of time near its edges. This results in the emergence of a ring state as shown in Fig.(2.14) where the axis have been normalised against their standard deviation. Just as with the thermal state, these ring states could pushed to reach a low \( \langle n \rangle \), but now with a population inversion which could imply a negative temperature\[50\]. It is possible, with care, to pump down to high vacuum (HV) without the feedback system at all. In this case, the particles velocity becomes so large that is spends very little time within the trap centre but now it reaches into the non-linear areas of the trap focus and so ring states form.

Towards the end of the work for this thesis the high power laser began to break down. This resulted in an interesting beam profile were the bright centre varied within the beam. This was mapped into a movement of the focus at a number of time scales. The chamber was evacuated down to \( 10^{-5} \) mbar without cooling from the PLL. This produced multiple ring states due to the mixing of the non-linear behaviour and the movement of the trapping site. Fig.(2.15) shows the change in the phase space distribution between the normal ring state and the one resulting from the system described above. This shows multiple rings due to the beating of the two frequencies but these are not stable and change from one instance to the next. This does at least imply that other distributions, for example Lévy noise\[51\], could be generated by manipulating the position and power of the trap in a more controlled manner.

### 2.11 Thermalisation rate

Once the particle is cooled the feedback can be turned off and the thermalisation of the particle to room temperature can be observed. This thermalisation is driven by the random collisions with air particles, but it would also be sensitive to any other external driving forces. However, if the feedback is off for too long then the particle will enter the non-linear regime, as discussed above, and can quickly be expelled from the trap. To prevent this, the feedback is generally just pulsed off for 1 second. That said, if the non-linear motion can be modelled and the particle retained reliably, then the nonlinear motion could be more sensitive as there is a larger signal change expected for a given applied force. An attempt to measure the re-heating rate is shown in Fig.(2.16), where the cooling of Z has been pulsed off for 0.5 sec. The switch off and switch on timing of the PLL is not reliable at these resolutions due to network delays, so that the scans had to be aligned in post-processing. This re-alignment is shown in Fig.(2.16.A) but also shows the other difficulty. The time it takes for the particle to become non-linear also varies
Figure 2.14: @68 nm particle at 10^{-5} mbar. The particle is cooled as normal with the PLL but it is also driven by a second PLL output. This results in the particle being confined by the cooling but accelerated through the focus so that it spends very little time in the centre of the trap. As the driving and cooling is increased the Gaussian thermal state transitions into a non-thermal ring state.

considerably, and it is even possible for the random kicks to knock the particle back into the linear regime. Taking the simple assumption that the heating rate is similar to a decay function, the maximum amplitude is given by,

\[ z_{\text{max}} = z_{300}(1 - e^{-\Gamma_{t}t}), \]

(2.38)

where \( z_{300} \) is the amplitude at 300 K, \( t \) is time, and \( \Gamma_{t} \) is the reheating rate. Fitting
Figure 2.15: A: ⊗68 nm particle with 24 mV cooling and 2.5 mV driving at $10^{-5}$ mbar. This results in a clear single ring state with minimal centre states. B: ⊗52 nm with no cooling or driving at $10^{-5}$ mbar. The laser focus was varying in time randomly which results in a beating between the multiple focus oscillation frequencies and the trap frequency. Here we see two rings and a small central peak but these are stable in time and the whole distribution changes from instant to instant.

Figure 2.16: A: 20 thermalisation scans. These have been aligned in post. The delay between triggering the cooling to turn off and when the control electronics turns off is unpredictable due to network lag. For this reason the x axis is offset for each line but also the time at which the cooling turns back on again is also unpredictable. For each scan the time data is cut into 200 sections of 0.05 seconds and a PSD taken. The y axis is then the maximum value converted into displacement. B: Mean of the aligned re-thermalisation runs gives a reheating rate of 4.3 Hz. Due to the large variation in the runs, this number is only an approximation at best. A more reliable method of controlling the PLL system is need to progress with this as a method of force detection.
2.12 Conclusion

This chapter has detailed the physics and practical aspects of optically trapping silica nanoparticles. A full mathematical description is given for the particle’s motion in the optical trap and for the trapping potential itself. The particle’s motion is detected using a balanced photodiode and an interferometric setup. The scattered light from the particle is mixed with the divergent light to give a homodyne-like detection method that measures the phase difference of the mixed beams. This allows for high resolution position measurements of the particle’s motion even near the ground state. By fitting Eq.(2.26) at 3 mbar it was possible to obtain both the radius of the particle and the conversion constant ($\gamma$). Once a particle has been trapped and characterised the centre-of-mass motion can be cooled using a PLL to modulate the laser power at twice the trapping frequency. With this cooling system it was possible to reach $T_{com} = 0.03$ K for the $z$ degree of motion. This is measured by fitting both the PSD equation (Eq.(2.26)) and verified by changes in phase-space. By using $\gamma$ to convert the voltage signal to position and Eq.(2.37) to obtain the momentum, a phase-space heat map was produced showing the reduction in area as the particle is cooled. By mapping the change in area, the change in $T_{com}$ was verified, but there was another interesting effect that can be observed with the phase-space diagrams. By driving the particle in-phase with another PLL channel it was possible to confine the motion, while also driving the particle though the focus. This produced non-Gaussian ring states as shown in Fig.(2.14), where the particle now has a greater chance of being outside the trap centre than within it. The width of these ring states can be reduced by increasing both the cooling and driving rates, and at high levels could lead to a low $\langle n \rangle$ state just as with the Gaussian distributions. Ring states can also be generated by simply turning off the cooling at low pressures, and then letting the system self drive out of the linear regime. The position of the focus can also be manipulated to produce interesting phase-space distributions. Fig.(2.15) shows a higher order ring state mode that was generated by an unstable laser towards the end of its operational live. While this state was unstable, it does demonstrate the possibility of manufacturing other effective potentials by changing both laser power and focus position. Finally the re-thermalisation rate was approximated by pulsing the PLL off for 0.5 seconds. There were problems with timing but a value of 4.3 Hz was measured for the reheating rate. Once the timing issues have been resolved this method holds promise for force detection as all forces drive the particle in some way and so the reheating should be sensitive to this. With this understanding of the optomechanical system in normal operating conditions it is now possible to see how external forces affect it, and just how low the sensitivity really goes.
Chapter 3

Force detection

3.1 Sensitivity

For a force to be detectable the change in the resulting signal must be greater than the noise. The largest source of classical noise on the particle is from the thermal noise,

\[ \sigma_{th} = F_{th} = \sqrt{\frac{4 k_B T m \omega_0}{Q}}, \]  

(3.1)

where \( m \) is the mass of the particle, \( T \) is the temperature of the environment, \( \omega_0 \) is the trap frequency and \( Q \) is the quality factor [52]. The Q factor has been used in place of \( \Gamma_0 \) as in Eq.(2.25) as this more accurately represents the cooling from the PPL. This thermal noise comes from Brownian motion, where \( T \) is the temperature of the gas, i.e. it represents the random collisions between the particle and the air particles. From our paper, we claimed a position resolution of 200 \( \text{fm}/\sqrt{\text{Hz}} \) which gives a force sensitivity of \( 2 \times 10^{-21} \text{ N}/\sqrt{\text{Hz}} \) using \( F_{\text{sense}} = m x_{\text{sense}} (\omega/2\pi)^2 \). This is in approximate agreement with that predicted by Eq.(3.1) for that particle, \( 3.9 \times 10^{-21} \text{ N}/\sqrt{\text{Hz}} \). This shows that the thermal limit had been reached for that particle, and so to progress the pressure or temperature of the chamber would need to be reduced. Tab.(3.1) gives an idea of the sensitivity for different parameters and Fig.(3.1) shows this graphically as a function of integration time. By using cryogenic cooling, a smaller particle and increasing \( Q \) to \( 10^9 \), it should be possible to reach a sensitivity of \( 10^{-24} \text{ N}/\sqrt{\text{Hz}} \). This will be explored in the next subsection as quantum noise needs to be considered at this level of sensitivity. Interesting though, for forces that scale with mass it is generally better to use a larger particle, as the decrease in sensitivity is offset by the increase in the force itself. This applies to both gravity and spin forces (which scales with the number of particles) but it does not apply to electric forces, were the force scales with the charge-mass ratio.
Table 3.1: Sensitivities for different combinations of particle size, Q and air temperature. The smallest particle has the best sensitivity but there may be times when a larger particle would be preferable as some forces scale faster with radius than the drop off in sensitivity.

<table>
<thead>
<tr>
<th>System</th>
<th>Diameter</th>
<th>Trap freq</th>
<th>Q</th>
<th>Force sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>100 nm</td>
<td>100 KHz</td>
<td>$10^4$</td>
<td>$10^{-20} \frac{N}{\sqrt{Hz}}$</td>
</tr>
<tr>
<td>Large particle</td>
<td>$1 \mu m$</td>
<td>100 KHz</td>
<td>$10^9$</td>
<td>$10^{-20} \frac{N}{\sqrt{Hz}}$</td>
</tr>
<tr>
<td>Small particle</td>
<td>10 nm</td>
<td>100 KHz</td>
<td>$10^9$</td>
<td>$10^{-23} \frac{N}{\sqrt{Hz}}$</td>
</tr>
<tr>
<td>Small particle at 3k</td>
<td>10 nm</td>
<td>100 KHz</td>
<td>$10^9$</td>
<td>$10^{-24} \frac{N}{\sqrt{Hz}}$</td>
</tr>
</tbody>
</table>

Figure 3.1: Minimal detectable force due to thermal noise for different conditions. The larger particle has reduced sensitivity but may be preferable if the force scales with mass. A $\odot 10 \text{ nm}$ particle at 4.2 K has the best sensitivity likely to be achieved, approaching $10^{-25} \text{ N}$ after an hour of integration time.

3.1.1 Standard quantum limit

Once the system approaches the quantum regime it can be described by the Hamiltonian for a quantum harmonic oscillator,

$$\hat{H} = \frac{m\omega_0^2}{2} \hat{p}^2 + \frac{\hat{p}^2}{2m}$$  \hspace{1cm} (3.2)
where $\hat{x}$ is the position operator and $\hat{p}$ is the momentum operator. To simplify some of the later maths let,

$$
\hat{X} = \hat{x} \sqrt{\frac{m\omega_0}{\hbar}} \quad (3.3)
\hat{P} = \frac{\hat{p}}{\sqrt{m\hbar\omega_0}}. \quad (3.4)
$$

The Hamiltonian can then be written as,

$$
\hat{H} = \frac{\hbar\omega_0}{2}(\hat{X}^2 + \hat{P}^2) \quad (3.5)
$$

but this can be taken one step further using a pair of operators,

$$
\hat{a} = \frac{1}{\sqrt{2}}(\hat{X} + i\hat{P}) \quad (3.6)
\hat{a}^\dagger = \frac{1}{\sqrt{2}}(\hat{X} - i\hat{P}), \quad (3.7)
$$

so that the Hamiltonian then becomes,

$$
\hat{H} = \hbar\omega_0(\hat{a}^\dagger \hat{a} + 1/2) \quad (3.8)
$$

where $\hat{a}$ is the “lowering” operator as it lowers the system by one level and $\hat{a}^\dagger$ is the raising operator as it raises the energy level. They also have the relation that the commutator is 1, $[\hat{a}, \hat{a}^\dagger] = 1$, and that $\hat{a}\hat{a}^\dagger |n\rangle = n |n\rangle$ where $|n\rangle$ is some number state. These relations are proven in Appendix.(D). If $\hat{a}$ lowers the state then at the ground state it will give 0 as there is no lower state, i.e. $\hat{a} |0\rangle = 0$. With this the ground energy can be obtain,

$$
E_0 = \langle 0| \hat{H} |0\rangle \\
= \langle 0| \hbar\omega_0(\hat{a}^\dagger \hat{a} + 1/2) |0\rangle \\
= \hbar\omega_0(\langle 0| \hat{a}^\dagger \hat{a} |0\rangle + 1/2 \langle 0|0\rangle) \\
= \frac{\hbar\omega_0}{2}, \quad (3.9)
$$
which for a particle at 100 kHz gives $6.6 \times 10^{-29}$ $J$ or $4.7$ $\mu K$ as $T = \frac{\hbar \omega_0}{k_B}$. The position operator can also be redefined using the raising and lowering operators,

\[ \hat{x} = \sqrt{\frac{\hbar}{2m\omega_0}} (\hat{a}^\dagger + \hat{a}). \]  

(3.10)

The standard deviation ($\Delta x$) of the position gives the minimum position resolution for a given energy level. Generally, $\Delta x = \sqrt{\langle x^2 \rangle + \langle x \rangle^2}$ but for this work $\langle x \rangle = 0$ so only the first term is important. At the ground state this is known as the standard quantum limit (SQL) and is given by,

\[
\Delta x = \sqrt{\langle x^2 \rangle} \\
= \sqrt{\langle 0 | xx | 0 \rangle} \\
= \sqrt{\frac{\hbar}{2m\omega_0} \langle 0 | (\hat{a}^\dagger + \hat{a})^2 | 0 \rangle} \\
= \sqrt{\frac{\hbar}{2m\omega_0} \langle 0 | (\hat{a}^\dagger \hat{a} + \hat{a} \hat{a}^\dagger + \hat{a}^\dagger \hat{a} + \hat{a}^\dagger \hat{a}^\dagger) | 0 \rangle} \\
= \sqrt{\frac{\hbar}{2m\omega_0} \langle 0 | \hat{a}^\dagger \hat{a} | 0 \rangle} \\
= \sqrt{\frac{\hbar}{2m\omega_0} \langle 0 | (\hat{a}^\dagger \hat{a} + 1) | 0 \rangle} \\
= \sqrt{\frac{\hbar}{2m\omega_0}}, \tag{3.11}
\]

where the relations $\langle i | j \rangle = 0$ if $i \neq j$, $\hat{a} | 0 \rangle = 0$, and the commutator have been used. Assuming that position and momentum are measured equally, then the uncertainty relation, $\Delta x \Delta p = \hbar/2$, can be used to get the $\Delta p$,

\[
\Delta p = \frac{1}{\Delta x} \frac{\hbar}{2} \\
= \sqrt{\frac{\hbar m\omega_0}{2}}. \tag{3.12}
\]

Eq.(3.11) gives a position resolution of $3.8 \times 10^{-12}$ m for a $\sigma 100$ nm particle at 100 KHz and Eq.(3.12) gives a momentum resolution of $5.5 \times 10^{-24}$ kg m/s.
3.1.2 Quantum force detection

If it was possible for the particle to be in a state so that $\langle n \rangle \approx n$, then it may be possible to implement a quantum measurement protocol. This is a very difficult experimentally and it is not clear if it is even possible, however it is an interesting idea to explore. The following is based on a review by Degen et al.\cite{53}, where it is assumed that the Hamiltonian is given by,

$$\hat{H} = \hat{H}_0 + \hat{H}_v(t)$$

(3.13)

where $\hat{H}_0$ is the normal Hamiltonian given in Eq.(3.8) and $\hat{H}_v$ is the Hamiltonian associated to some external signal $V(t)$. For simplicity, it is assumed that there are just two energy levels that the system can be in, $|0\rangle$ and $|1\rangle$. $V(t)$ is also assumed to be small so that it adds a perturbation to $\hat{H}_0$ and so can be split into two parts,

$$\hat{H}_v(t) = \hat{H}_{v\parallel}(t) + \hat{H}_{v\perp}(t)$$

(3.14)

where $\hat{H}_{v\parallel}(t)$ is the parallel (commuting, secular) component and $\hat{H}_{v\perp}(t)$ is the transverse (non-commuting) component. The form for these can be assumed without loss of generality,

$$\hat{H}_{v\parallel}(t) = \frac{1}{2} \gamma V_{\parallel}(t) (|1\rangle \langle 1| - |0\rangle \langle 0|)$$

(3.15)

$$\hat{H}_{v\perp}(t) = \frac{1}{2} \gamma (V_{\perp}(t) |1\rangle \langle 0| - V_{\perp}^\dagger(t) |0\rangle \langle 0|)$$

(3.16)

(3.17)

where $V_{\parallel}(t)$ and $V_{\perp}(t)$ are the relative potentials and $\gamma$ is the coupling constant. To give examples of common coupling constants, this could be the gyromagnetic ratio for spins in a magnetic field or the linear Stark shift parameter for electric dipoles in an electric field. The parallel and transverse components have different effects. The former shifts the energy levels and changes the transition frequency. While the latter can induce transitions between levels by increasing the transition rate. This generally requires a time dependant signal that is resonance with the transition frequency.

These ideas are all still dependant on being able to reach a state where $\langle n \rangle \approx n$ and it is unclear if the sensitivity will even be increased in doing so. What is clear though, is that
reducing the temperature of the surrounding gas will result in a reducing in Brownian noise.

### 3.1.3 Ground state thermal noise

If all of the classical limitations have been overcome then there are still quantum effects that limit the sensitivity that can be achieved. To see this lets take a force that has the form,

$$F(t) = F_0 \sin(\Omega_0 t),$$

(3.18)

where $F_0$ is the amplitude, $\Omega_0$ is the forces resonant frequency and $t$ is time. If the duration of the force is $\tau$ then the force is pulsed when $\Omega_0 \tau < 1$ and a constant wave (CW) force when $\Omega_0 \tau \gg 1$. For all of the work presented here it is enough to focus on CW forces but work has been done by others in the group on pulses. The integration times will also be long relative to both the trap frequency and the force duration.

If the air particles in the vacuum chamber are colder than the c.o.m temperature of the nanoparticle, then thermal energy will flow from the nanoparticle into the remaining air. If this additional heat is not removed then the air will heat up to the same temperature as the nanoparticle. At ground state this gives the zero temperature heat reservoir[54],

$$\sigma_{ZTHR} = \sqrt{4\hbar m \Omega_0 \Gamma_0},$$

(3.19)

where $k_B T$ in Eq.(3.1) has been replaced with the ground state energy, $\hbar \Omega_0$. For higher energy levels this would be also include the factor of $(n + 1/2)$. This gives a lower limit for the $Q = 10^9$ system of $4.6 \times 10^{-25} \, N/\sqrt{Hz}$. However, there are a number of other noises that need to be overcome before this limit can be tackled.

### 3.1.4 Photon recoil

Every time a photon scatters off the nanoparticle there is a momentum transfer up to $p = h/\lambda$ depending on the angle of scatter. As this angle is quasi-random (there is a small preference in the forward direction) the resulting force can be equated to a stochastic driving force. Starting with the equation for Rayleigh scattering cross-section used earlier, Eq.(2.6), and the polarisability, Eq.(2.10), the power of the scattered photons comes out to be,
\[ P_{\text{scatt}} = \sigma_R I_0 = \frac{128\pi^5}{3} \frac{r^6}{\lambda^4} \left( \frac{n^2 - 1}{n^2 + 2} \right)^2 I_0, \] (3.20)

where \( r \) is the radius of the nanoparticle and \( I_0 \) is the intensity at the laser focus given by,

\[ I_0 = \frac{2P_0}{\pi w_0^2} = \frac{8P_0(NA)^2}{\pi \lambda^2}, \] (3.21)

where \( P_0 \) is the laser power and \( w_0 \) is the beam waist at the focus. Combining Eq.(3.20) and Eq.(3.21) for a \( r = 50 \text{ nm} \) particle in a 1 W laser focus with an NA of 0.9 gives \( P_{\text{scatt}} = 2.4 \text{ } \mu\text{W} \). From Jain et al.[5] the photon recoil heating rate is,

\[ \gamma_{\text{recoil}} = \frac{12\pi P_{\text{scatt}}}{5mc\lambda\Omega_0}, \] (3.22)

where \( m \) is the mass of the particle and \( c \) is the speed of light. For the above example this gives a recoil heating rate of \( \gamma_{\text{recoil}} = 2\pi \times 2.1 \text{ } \text{kHz} \) with a trap frequency of \( \Omega_0 = 2\pi \times 100 \text{ } \text{kHz} \). If all the momentum of the photons are transferred to the particle then this results in a force of \( 3.4 \times 10^{-24} \text{ N} \). Given the strong dependence on the particle’s radius the recoil force can vary from \( 4.3 \times 10^{-25} \) to \( 1.1 \times 10^{-23} \text{ N} \) for a radius change from 25 nm to 75 nm. This is similar to the distribution range seen for the 50 nm radius particles used in this thesis and shows the importance in measuring the radius accurately. If all other sources of driving are less than this then the minimum occupation level is given by \( n = \frac{\gamma_{\text{recoil}}}{\delta \Gamma} = 20 \). It would therefore be impossible to reach ground state with a \( \varnothing 100 \text{ nm} \) particle and it would be much worse for larger particles. For smaller particles the recoil force drops off very quickly because of the overall \( \gamma_{\text{recoil}} \propto r^3 \) relation and so isn’t the limitation of the system. There are other practical limitations that might introduce noise and prevent ground state cooling and limit force sensitivity. The difficulty with the frequency tracking of the PPL has already been discussed but there are more fundamental challenges in the form of 1/f noise, Johnson-Nyquist (thermal) noise, and shot noise.
3.1.5 Detector noise

There are many sources of electrical noise, from thermal fluctuations to reflections from impedance mismatching. This noise, often described as pink noise or $1/f$ noise, is caused by the condensed matter interactions within the detector. These include fluctuating configurations of defects in metals, trapped charges in semiconductors, and domain structures in magnetic materials. These interactions have a relatively large activation energy leading to a low rate in the Arrhenius equation,

$$\gamma_{pink} = A_0 e^{-\frac{E_A}{k_B T}}, \quad (3.23)$$

where $\gamma_{pink}$ is the rate at which the interaction will occur, $A_0$ is a constant for each chemical reaction, $E_A$ is the activation energy in joules, $T$ is temperature and $k_B$ is the Boltzmann factor. If the distribution of activation energies is uniform then the resulting frequency distribution is exactly $1/f$. It can be seen that decreasing the temperature would decrease the rate but it would also decrease other sources of noise, for example the Johnson-Nyquist noise found in all electrical devices. This is an application of the fluctuation-dissipation theorem to the motion of the electrons in the device, and it gives the variance in the output voltage of the detector as,

$$\sigma_{thermal} = \sqrt{4 k_B T R \Delta f}, \quad (3.24)$$

where $R$ is the resistive load and $\Delta f$ is the detection bandwidth taken as $10 \times 2\pi \times \omega_0$ to satisfy the Nyquist limit. This represents the random motion of the charges in the detector due to their thermal kinetic energy. Assuming a resistive load of 50 Ω the detector noise is $0.88 \mu V$ at 300 K. Many specialist detectors use some form of cooling to mediate this affect with the most sensitive using cryogenic liquids. Once these levels of sensitivity have been reached then shot noise might become an issue if the detection voltage is very low. This arises when the statistical uncertainty, variance, in the number measuring events is significant when compared to the number of measurement events. Using the Poisson distribution this can be given mathematically as,

$$\Delta N \approx \sqrt{N}, \quad (3.25)$$

where $N$ is the number of measurement events. Even at ground state the number of photons scattered by the particle is of the order $10^{11} \ s^{-1}$, however, the phase difference between the scattered photons at the centre and those at the extremes of the particle’s
motion becomes small. As the detection system is interferometric this results in a small detection signal. The number of electrons for a given current is \( N_e = i/e \), where \( e \) is the elementary charge. This gives the variance in the detected voltage as,

\[
\sigma_{\text{shot}} = R\sqrt{2ei_{\text{det}}\Delta f},
\]  

(3.26)

where \( i_{\text{det}} \) is the output current of the detector, \( R \) is the resistive load, and \( \Delta f \) is the detection bandwidth as before. The current generated by the detector is given by,

\[
i_{\text{det}} = \chi A_{\text{det}} I_{\text{det}} = \chi p_{\text{scatt}},
\]  

(3.27)

where \( \chi \) is the responsivity of the detector (1 A/W for the balanced photodiode used here), \( A_{\text{det}} \) is the area of the detector, \( I_{\text{det}} \) is the intensity of light on the detector, and \( p_{\text{scatt}} \) is the scattered power from the particle. Using the relation \( I_{\text{dec}} = 1/2\varepsilon_0|E|^2 = p_{\text{scatt}}/A \) it can be seen that \( p_{\text{scatt}} \sin(\phi) \propto |E|_{\text{scatt}}^2 \sin(\phi) \) so the change in current as the particle moves is,

\[
\Delta i_{\text{det}} = \chi p_{\text{scatt}} \sin(\Delta \phi),
\]  

(3.28)

where \( \Delta \phi = 2\pi \Delta x/\lambda \). For the SQL where \( \Delta x = 8.9 \times 10^{-12} \) m then \( \Delta \phi = 3.6 \times 10^{-5} \) rad/s. With a \( 10^5 \) V/A transimpedance gain this gives a detection voltage of 8.7 \( \mu \)V with a shot noise error from Eq.(3.26) of 0.24 \( \mu \)V. However, this assumes that all of the back-scattered light is collected. From fitting it is known that only 1% of the total light scattered by the particle results in a detection voltage, with the rest lost through other scattering/absorption events before the light reaches the detector. At ground state the detection voltage will therefore be 87 \( \pm \) 2 nV with the error given just by shot noise. This shows that shot noise could be a problem if the laser power has to be lowered to reduce photon recoil, however at present is is not believed to be a limiting factor.

Bring these detection noise sources together gives Fig.(3.2) where the amplifier noise is given by Eq.(3.24). It is clear the the amplifier noise will be a problem once the phonon energy level nears \( \langle n \rangle = 36 \) and a cooled detector would be required. Comparing this to the force sensitivity shows that the system has great potential to detect ultra-small forces, with the current limits being imposed by technology rather than physics. With this in mind the next section will explore what kind of forces this system can detect.
Figure 3.2: Total noise contributions against amplitude. As the particles motion is cooled, it is likely to reach the detector noise limit at $\langle n \rangle = 36$ but should not be limited by shot noise.

3.2 Coulomb force

Electrical forces are a natural starting point for force detection in levitated optomechanics. It is a strong force that is well understood and also relatively easy to control with some groups even using it as the cooling mechanism\[55\]. This thesis will focus on the Coulomb force. The setup is given in Fig.(3.3.A) where a sharp and polished steel needle (see Fig.(B.2) for design) is placed a distance from the trap centre. A potential is then applied to the needle, at vacuum, so that the needle becomes charged. To check the electric field a comsol simulation was made, with Fig.(3.3.B) showing the electric field for a potential of $1000 \text{ V}$. The electric field at the focus of the mirror is $\approx 500 \text{ V/m}$ which will be used to compare measured values later. It is also interesting to see that the field lines curve around the earthed mirror. This will lead to some differences between the computational and analytical solutions but it is still interesting to follow them both through. The vacuum chamber is kept at high vacuum when the high voltage is on to prevent electrical and corona discharge.

3.2.1 Electrostatic field - Mean position

As the potential is uniform across the needle, the largest charge will be at the tip due to its small radius. This charge can be obtain from Gauss’s law if the tip is approximated as being a sphere with a radius equal to half the tips width,
Figure 3.3: A: Setup of the electric fields experiment. A stainless steel needle is placed in the chamber and connected to a HV power supply. The distance from the needle to the trap is $z = 27 \text{ mm}$, $y = 28 \text{ mm}$, $z = 0.5 \text{ mm}$ and the needle tip has a radius of $100 \mu\text{m}$. B: Electric field from the needle at 1000 V. The field at the trap site is $\approx 500 \text{ V/m}$ and it can be seen that the field lines curl around the earthed mirror.

\[
\begin{align*}
\frac{q_t}{\epsilon_0} &= \oint_S \mathbf{E} \cdot d\mathbf{s}_t \\
\frac{q_t}{\epsilon_0} &= \oint_r \mathbf{E} \cdot 4\pi r_t dr_t \\
\frac{q_t}{\epsilon_0} &= \int_r \frac{dv}{dr} \cdot 4\pi r_t dr_t \\
\frac{q_t}{\epsilon_0} &= \int_V 4\pi r_t dv \\
q_t &= 4\pi \epsilon_0 r_t V,
\end{align*}
\] (3.29)

where $r_t$ is the tip radius, $q_t$ is the charge on the needle, $V$ is the applied voltage, $S$ is the Gauss surface and $\epsilon_0$ is the vacuum permittivity. $\mathbf{E} = -\nabla V$ has also been used to get from electric field to applied voltage. This is a familiar result and it can then be inserted into the equation for Coulomb’s force.

\[
F_c = \frac{q_p q_t}{4\pi \epsilon_0 d^2} = \frac{q_p V r_t}{d^2},
\] (3.30)

The Coulomb force is not a restorative force and so the average position shifts to a new trap centre. The displacement of the average position can be studied by looking for where the trapping force balances the Coulomb force. For most of this work it is simpler
to focus on one degree of freedom, in this case $z$. The time average equation is now non-zero,

$$ k_z \langle z \rangle = \frac{q V r_t}{d^2}, \quad (3.31) $$

where $k_z = \omega_z^2 m$ is the trap stiffness in the $z$ direction and $\langle z \rangle$ is the average position from the trap centre. Letting $d = d' - \langle z \rangle$ where $d'$ is the fixed distance from the needle tip to mirror focus. Substituting this into Eq.(3.31) and re-arranging gives,

$$ \omega_z^2 m \langle z \rangle = \frac{q V r_t (d' - \langle z \rangle)^2}{\langle z \rangle(d' - \langle z \rangle)^2} = \frac{q V r_t}{\omega_z^2 m} \langle z \rangle d'^2 + (\langle z \rangle)^3 - 2d' \langle z \rangle^2 = \frac{q V r_t}{\omega_z^2 m} \langle z \rangle = \frac{q V r_t}{\omega_z^2 m d'^2}, \quad (3.32) $$

where $\langle z \rangle^2$ and $\langle z \rangle^3$ are taken to be small enough to be ignored. This displacement will result in a change in the DC level from the photodiode, that can then be mapped onto the 3 degrees of freedom using trigonometry. The $z$ displacement for a $\odot 82$ nm particle is shown in Fig.(3.4.A) where the voltage was varied from 0 V to 10 kV and back down to 0 V. The particle has a charge of $50 \pm 20$ elementary charges and has a maximum displacement of 71 nm. The theory for a similar particle is given in Fig.(3.4.B) where the charge is varied, showing that even for 100’s of charges the particle should still be within the $\approx 1.5 \mu m$ trap. Fig.(3.4.C) shows the displacement as a phase space distribution. The distribution maintains it circular shape but there is an increase in $T_{com}$ as the cooling efficiency drops off as the particle moves away from the trap centre.

A charge of $50e$ gives a force of $1 \times 10^{-15}$ N at 1000 kV, which is the smallest voltage that resulted in an observable voltage change. The reason for this low sensitivity is that there are a lot of slow time scale variations in the detection signal even without an applied field. This limits the usefulness as a force sensor for the average position detection method and makes oscillating forces strongly preferable. However, there is one other effect that might also be useful for detecting static fields.
Figure 3.4: A: z displacement for a $\varnothing 82$ nm particle with a charge of 50 ± 20 elementary charges. The voltage was varied from 0 V to 10 kV and back down to 0 V. B: Theoretical displacement for a $\varnothing 82$ nm particle particle from a number of charges as the voltage is varied. Even for 100’s of charges the displacement will be less than the trap size. C: Phase-space distribution for the same particle as in A for 0, 5 kV and 10 kV. It shows not only the relative shift in the trap centre but also the increase in $T_{com}$ as the cooling efficiency drops.

3.2.2 Electrostatic field - Frequency shift

Under the DC field the particle oscillates around a new trap centre but now the trap is no longer symmetric. When the particle is closest to the needle the Coulomb force pulls the particle further from the centre and conversely, when the particle is on the other side of the trap to the needle it is pulled back towards the trap centre. This can be seen as a shift in the oscillation frequency, as shown by taking the full force equation for the center of mass motion,

$$\ddot{x}(t) + \Gamma_0 \dot{x}(t) + \frac{k}{m} x(t) + \frac{q_p V r_t}{d^2} = \frac{F_{th}(t)}{m}.$$  \hspace{1cm} (3.33)

Let $x = d' - d$ where $d'$ is the distance between the centre of the laser focus and needle tip and $d$ is the distance from the needle to the particle. In the resulting quadratic equation
$x^2$ can safely be taken as small and the Taylor expansion can be used to linearise, so that the force becomes,

$$F(t) \approx \frac{q_p V_r t}{d^2 - 2d'x(t)}$$

$$\approx \frac{q_p V_r t}{d'} \frac{1}{d' - 2x(t)}$$

$$\approx \frac{q_p V_r t}{d'} \left( \frac{1}{d'} - \frac{2x(t)}{d'^2} + O(x^2(t)) \right).$$

(3.34)

The first term is just a constant that isn’t useful but the second term can be compared Hooke’s law to give,

$$F(t) = \frac{4q_p V_r t}{d'^3}x(t)$$

$$= k_{DC}x(t).$$

(3.35)

Using this as the external force and taking the Fourier transform as normal shows that the normal spring constant has been modified,

$$-\omega^2x(\omega) + i\omega \Gamma_0 x(\omega) + \frac{(k_0 + k_{DC})}{m} x(\omega) = F_{th} m.$$ 

(3.36)

Let $\omega' = \sqrt{\omega_0^2 + k_{DC}/m}$ as in reality $k_0$ is difficult to obtain directly. The PSD is then,

$$S(\omega) = \frac{k_b T}{2m} \frac{\Gamma_0}{(\omega^2 - \omega_0^2)^2 + \Gamma_0^2 \omega^2}.$$ 

(3.37)

To test this a $\varnothing$100 nm particle was trapped and the pressure reduced to $8 \times 10^{-5}$ mbar. The potential on the needle was raised from 0 to 10 kV in 1 kV steps but it was also reduced to 0 kV between each step. By doing this the drift in frequency due to thermal fluctuations in the alignment can be cancelled out. The voltage was then reversed and the same procedure preformed down to -10 kV. The largest frequency shifts are shown in Fig.(3.5.A) with the positive potential giving a shift of 1500 Hz while the negative potential resulted in a maximum shift of 1100 Hz. That level of shift would result in a charge of $10^5$ using Eq.(3.37). Not only does this charge not agree with the DC measurements (and later AC work) but would result in a force of $10^{-11}$ N that would rip the particle from the optical trap at only $10^{-13}$ N at 1 $\mu$m from the trap centre.
Figure 3.5: A: PSD of Z motion with 0, +10, -10 kV applied to the needle. A clear shift is seen in the centre frequency as well as a small skew affect. B: Z frequency peak for a un-charged particle. C: Z frequency peak for a charged particle. There is a frequency shift and a skew for the charged particle but the uncharged particle also shows a small frequency shift. The change in frequency in the uncharged case is on different time frames and is likely due to the alignment of the trap changing due to thermal drifts.

Even though this is unrealistic, Fig.(3.6.B) still shows the correct linear relationship between the frequency shift and the applied voltage for a number of particles. As the magnitude of the electric field is increased a small skewness of the frequency peak can be seen. The peak is no longer symmetric around the centre frequency and even goes
Figure 3.6: A: Frequency shift for a one of different particles showing the range in size and charge. The charges come from fitting Eq. (3.39) and are much larger than measured using DC and are also unrealistic as they would result in forces stronger than the trap. B: Skewness for the same particles. The skewness seems to increase with voltage but there doesn’t seem to be any relation to charge. This is unexpected and further investigation is underway to find the physics of this effect.

below the noise floor at high voltages. This skewness can be included into Eq. (3.37) by introducing the cumulative distribution function (CDF),

\[
CDF(\omega) = \frac{1}{\pi} \tan^{-1}\left(\frac{\kappa(\omega_0^2 - \omega^2)}{\Gamma_0}\right) + \frac{1}{2},
\]

(3.38)

where \(\kappa\) is the skewness factor. In the general case a distribution is twice the product of the CDF and the probability distribution function. The PSD equation then becomes[56],

\[
S(\omega) = \frac{k_B T}{2m} \frac{\Gamma_0}{(\omega_0^2 - \omega^2)^2 + \Gamma_0^2 \omega^2} \times \left(\frac{2}{\pi} \tan^{-1}\left(\frac{\kappa(\omega_0^2 - \omega^2)}{\Gamma_0}\right) + 1\right).
\]

(3.39)

The skewness is seen to change linearly with voltage in Fig. (3.5.C) where \(\kappa\) has been used as a fitting parameter. It is unclear what effect charge has on the skewness as there is a lot of overlap between data sets. Intuitively, it would be expected that the skewness would increase linearly with charge as the force does, but here the effect seems independent for charge. It may just be that there isn’t the resolution and data to see the relation with charge. The physical case of this skew on the distribution is also unclear and at the time of writing there were two leading ideas that also hope to explain why the measured charge value is so large.

- The particle has been pulled far enough from the trap centre to now be in a non-symmetrical trap. This would lead to an asymmetry in the trap stiffness and so the skewed frequency response.
The other is Fano resonance where one state is scattering off another. Here the two states might be the shifted frequency and the natural frequency of the trap. More work is needed if this is the physics but much of the mathematics has been done.\[57\].

So far only static electric fields have been used but as shown earlier the best sensitivity will be with a force that is modulated at the trap frequency. For the Coulomb force this can be achieved by using an AC electric field.

### 3.2.3 AC electric fields

If the force is AC then the trap centre doesn’t move and \( z \) is zero as normal. However, now the particle is a driven harmonic oscillator with the maximum driving amplitude given by Eq.(3.30). The full equation of motion is then,

\[
x''(t) + \Gamma_0 x'(t) + \omega_0^2 x(t) = \frac{F_{th}}{m} + \frac{F_{ac}}{m} e^{i\omega_{ac} t},
\]

where \( F_{ac} = \frac{q_p V_r}{d^2} \) and \( \omega_{ac} \) is the AC driving frequency. The particle’s motion now has an additional frequency at \( \omega_{ac} \). To focus on the relation of this frequency and the natural frequency let,

\[
x(t) = x_0 e^{i\omega_{AC} t},
\]

so that Eq.(3.2.3) transforms into,

\[
S_{AC}(\omega_{AC}) = \frac{1}{m^2} \frac{|F_{th}|^2 + |F_{C}|^2}{\omega_{AC}^2 - \omega_0^2 + \frac{\Gamma_0^2}{\omega_{AC}^2}},
\]

where \(|F_{th}|^2 = k_B T^2 m \Gamma_0 / \pi\). This gives the peak height at exactly the driving frequency. When \( \omega_{ac} \) is far from \( \omega_0 \) then the signal is weak but as the two converge there is a strong signal enhancement allowing much smaller forces to be detected. Fig.(3.7) shows the frequency response as \( \omega_{ac} \) is swept from 73-83 kHz in 0.5 kHz steps, as well as driving the particle on resonance. There is a clear increase in the driving signal as it approaches \( \omega_0 \).

Fig.(3.8) shows the peak heights change as a function of detuning from \( \omega_0 \). Fitting Eq.(3.42) gives a charge of \( 4 \pm 3e \), which is less than given by the DC field but is still
3.3 Gravity

Gravity is the weakest of the four fundamental forces of nature and yet it is also the one people are most familiar with. It is responsible for the creation of planets\[58\], drives the nuclear fusion at the heart of stars\[59\] and even distorts space-time\[60\]\[61\]. There has
been increased interest in gravity recently due to the discovery of gravitational waves[62] and their implications to astrophysics. LIGO has a strain sensitivity of $1 \times 10^{-23}$ [63] which is a positional sensitivity of $SL = 4 \times 10^{-20}$ m, where $L = 4 \times 10^3$ m, measured as a change in the relative length of the detection arms. Additionally, the gravitational wave event only lasts about 0.05 seconds, which means is far beyond the limits of the system presented here. However, there is still considerable disagreement as to the value of Newton’s gravitational constant[64] and the measured value even seems to oscillate in a 5.9 year cycle[65]. Traditional methods to measure the gravitational constant involve the use of a torsion balance[66], but with an optomechanical system the particle’s motion can be manipulated by simply moving a large enough mass very close to the experiment.

### 3.3.1 Gravitational Constant

The gravitational force between two objects of mass $m_1$ and $m_2$ is given by,

$$F_G = \frac{Gm_1m_2}{r^2},$$

(3.43)
where $r$ is the centre to centre separation and $G$ is the Gravitational constant, $6.674 \times 10^{-11} \text{Nm}^2/\text{kg}^2$. The mass of the objects is taken to be $m = \frac{4}{3} \rho \pi r^3$, where $\rho = 2650 \text{kg/m}^3$ for silica and $\rho = 11340 \text{kg/m}^3$ for the lead test object. The separation between the centres must be greater than the sum of the masses radii, i.e. $r > r_1 + r_2$. Ideally this force would be time dependent in some predictable way so that the particle’s motion is modulated at this frequency. It would be best is this modulating frequency was at the trap frequency as discussed earlier, see Fig.(3.8), but this may not be possible for large masses as the technology either doesn’t exist or is very expensive. Thermal drifts are the largest source of noise and they operate in the Hz range so a target modulation frequency of at least 10 Hz is needed to avoid this. Both masses can be controlled independently along with the separation between them so there are a few different ways this experiment could work and each will be covered in detail before picking the most suitable.

The first method is to have particles of a fixed size and vary the distance between them. Fig.(3.9.A) shows Eq.(3.43) for two 1 $\mu$m particles as the separation is reduced. The change in gradient at 1 $\mu$m is due to the separation being dominated by the particle radius. Even without this gradient change though the system doesn’t even come close to any of the limits. It should be noted that the quantum limit assumes the ZTHR limit of $10^{-24} \text{N}/\sqrt{Hz}$ can be reached with the given particles. For large particles this is unlikely given all the challenges presenting in the sensing section.

The force can be increased by just using a larger test mass but the increase is only linear so the mass may have to be quite large. This can be helped by keeping the separation
at the minimum of $1 \mu m$, which is the size of the laser focus. The current system would need a test mass of 74 Tons but Fig.(3.9.B) shows that with the improvements made a mass of just 13 g should be detectable. If the ZTHR is ever reached then the test object could be just 48 $\mu m$ in diameter with a mass of $6 \times 10^{-10}$ kg. These are very promising numbers as they show the set up is able to measure the Newtonian constant with a relatively simple lab based experiment. However, the separation is very small and it would be preferable to have more space so that the test mass does not obscure the focusing mirror.

![Figure 3.10](image)

**Figure 3.10:** The test mass is fixed at 1 kg and the separation is set to 1 cm. The particle radius is then increased, which increases the force between the two objects. With the current setup the particle would have to have a radius of 7.8 $\mu m$ which is not trappable. With improvements the particle’s radius would only have to be 86 nm which is very realistic and at the ZTHR limit the particle can be as small at 1.9 nm.

The last idea is to have a nanoparticle and a 1 Kg mass a fixed distance apart. The nanoparticle’s mass is then increased to see how large it would have to be for the gravitational force to be detectable. Again the separation is from edge to edge so that $r$ in Eq.(3.43) becomes $r = r_t + r_p + d$, where $r_t$ is the test mass radius, $r_p$ is the particle radius and $d$ is the separation distance. The integration time is taken as 3 hours, $\approx 10^4$ seconds, and the improvement line is with the chamber at $10^{-9}$ mbar and 4.2 K. With the current limit the particle would have to have a radius of 7.8 $\mu m$. This is larger than the trap waist so wouldn’t be possible with a gradient trap, although it might be possible with a scattering trap. With the cooled chamber though the particle would
Figure 3.11: Schematic diagram of the proposed experiment to measure gravitational constant. The particle is trapped as normal but there is a mass behind the mirror that can move freely. The mass is then oscillated along the rails to generate a modulation on the trapping frequency. Extreme care must be taken to ensure the vibrations from the motion are not transferred to the particle resulting in a false positive.

only have to be 86 nm in radius, which is very achievable and at the ZTHR limit the diameter could be as small at 4 nm, which might even be too small to trap. A 1 kg mass should be small enough to move using piezo devices. The force can then be modulated by changing the separation distance with $\Delta r = 500 \, \mu m$ giving a 10% variation in the force. A simple setup is shown in Fig.(3.11) where the test mass has been placed in the vacuum chamber. This isn’t required and with a separation distance of 1 cm the test mass could easily be outside of a small chamber and then its position varied with a piezo actuator. This would allow for a direct measurement of the gravitational constant, $G$, in a relatively simple lab based experiment. It would also be interesting to see if the gravitational force between the nanoparticle and the earth could be detected.

3.3.2 Change in local gravity

The gravitational force between any object and the earth, when the object is at sea level, is given by $F_g = mg$, where $m$ is the test objects mass and $g = 9.81$. By Comparing to Eq.(3.43), the change in the gravitational acceleration on the particle is,

$$\Delta g = \frac{G m_e}{(r_e + d)^2},$$

(3.44)

where $m_e$ is the mass of the earth ($5.972 \times 10^{24}$ kg), $r_e$ is the mean radius of earth ($6.371 \times 10^6$ m), $G$ is the gravitational constant and $d$ is the altitude above sea level. At sea level the force on a 100 nm diameter nanoparticle is $1.36 \times 10^{-17}$ N and an altitude increase of 9 km (30,000 feet, cruising altitude a 747 aircraft) would see a change in
this force of $4 \times 10^{-20}$ N. This should be detectable with the current setup and would also result in a shift in the vertical frequency (assumed to be y frequency) as with the DC electric fields. This would require the same particle to remain trapped the whole time or for enough repeated experiments to build a profile of the effect. The aim here is to produce a lab based experiment which takes advantage of the high sensitivity and integration times. With a $\varnothing 300$ nm particle at $10^{-9}$ mbar and 4.2 K it would be possible to detect the change in $g$ for altitudes as low as 6.7 mm with 3 hours of integration. If the ZTHR limit can be reached then the minimum required altitude change is 23 $\mu$m, which could be achieved with piezo actuators. An example setup is shown in Fig.(3.12) where the most important detail is that the light now enters/leaves the chamber via an optical fibre. This means that the chamber is detached from the rest of the setup and can be moved without disrupting detection optics. The cryo-chamber is too heavy to move 3 mm at anything other than sub-Hz frequencies, so it would be best if the mirror was instead mounted on a secondary cage that could then be oscillated in the chamber.

![Figure 3.12:](image) To detect a change in local gravity the laser light could be fed into the chamber which could then be oscillated. This would work best with a miniature chamber such as the DN16CF from Lesker[67].

### 3.4 Magnetic resonance force microscopy

The nucleus of an atom is composed of neutrons and protons bound together by the Strong force. Each nucleon has a spin $1/2$ which sum to give the overall spin of the nucleus, $S$. If the number of protons and neutrons is even then $S = 0$ as the protons/neutrons form opposite spin pairs to reach the lowest energy state. For example Carbon-12 has 6 protons which combine to give $S_p = 0$ and 6 neutrons that equally combine so that $S_n = 0$. The total nuclear spin of Carbon-12 is therefore $S = S_p + S_n = 0$. Silicon is 4.7% Silicon-29 ($^{29}$Si) which has an even number of protons but an odd number of neutrons at 15 so the total spin is a half-integer, in this case $S = 1/2$. In the
absence of a magnetic field these spins are orientated randomly. However in the presence of a magnetic field they will align either parallel or anti-parallel to the direction of the magnetic field, assuming $T = 0$. This can be represented as a magnetic dipole moment ($\mu$) which can be thought of as the axis around which the spin rotates. This is shown in Fig.(3.14) where $|\uparrow\rangle$ is the low energy state, $\epsilon_1$, in which the magnetic moment is parallel with the magnetic field, and $|\downarrow\rangle$ is the high energy state, $\epsilon_2$, where the magnetic moment is anti-parallel to the magnetic field. This is the reverse of the case of electrons which would have $|\downarrow\rangle$ as the low energy state.

The classical way to describe this system is that when the magnetic moment is directed at some finite angle with respect to the magnetic field direction, the field will exert a torque on the magnetic moment. This causes it to precess round the magnetic field direction with an angular frequency known as the Larmor frequency. This Larmor frequency is analogous to the energy level splitting and is given by,

$$\omega_L = \frac{\mu B}{\hbar} = \gamma B,$$

(3.45)
Figure 3.14: **A**: In the presence of a magnetic field and assuming $T = 0$, the magnetic moments align to the direction of the field with the arrow pointing from north to south. $|↑\rangle$ is the low energy spin state and $|↓\rangle$ is the high energy state. **B**: The energy separation between $|↑\rangle$ and $|↓\rangle$ is also the Larmor frequency. This energy separation increases linearly with magnetic field.

where $\gamma$ is the gyromagnetic ratio which for $^{29}$Si is $2\pi \times 8.4 \frac{MHz}{T}$. For a magnetic field of 0.3 $T$ the Larmor frequency will be $2\pi \times 2.5$ MHz which is an energy difference between $|↑\rangle$ and $|↓\rangle$ of just $1.6 \times 10^{-27}$ J. The spin states will have a thermal distribution as given by the Boltzmann distribution,

$$
n_j = \frac{N}{Z} e^{-\frac{\epsilon_j}{k_B T}},$$

where $n_j$ is the number of particles with energy $\epsilon_j$, $k_B$ is the Boltzmann constant, $T$ is the internal thermal temperature, $N$ is the total number of particles and $Z$ is the partition function. For the two level spin system $Z$ is given by,

$$
Z = \sum_j e^{-\frac{\epsilon_j}{k_B T}} \\
= e^{-\frac{\epsilon_1}{k_B T}} + e^{-\frac{\epsilon_2}{k_B T}}.
$$

The populations of the two spin states from Eq.(3.46) are then,

$$
n_1 = \frac{N}{1 + e^{-\frac{\Delta \epsilon}{k_B T}}},$$

$$
n_2 = \frac{Ne^{-\frac{\Delta \epsilon}{k_B T}}}{1 + e^{-\frac{\Delta \epsilon}{k_B T}}},$$
where $\Delta \epsilon = \epsilon_2 - \epsilon_1$. Assuming a 100 nm diameter SiO$_2$ particle, for a Larmor frequency of $2\pi \times 2.5$ MHz at 300 K $\Delta n = n_1 - n_2 = 0.1 < 1$. As the number of states must be integer it can be seen that $n_1 = n_2$ for long time scales. On short time scales there will be a noise source, known as spin noise, due to the populations fluctuating as $\sqrt{\Delta n}$. Some experiments are able to detect this noise[68] but it is unlikely that the nanoparticle will have enough available spins for that style of experiment to work. To drive the particle's motion a large spin imbalance is needed that can then be manipulated. This can be achieved by maximising the magnetic field and minimising the thermal temperature of the particle.

![Figure 3.15: A: Heat map showing the number of available spins at 4.2 K by changing particle radius and the magnetic field strength. It is seen that it is difficult to get above $\Delta n = 10^4$ so the optimal parameters are taken to be $r = 150$ nm and $B = 5$ T, as a particle of that size have been trapped before and the magnet wouldn't have to be run at full strength for long periods of time. B: Similar heat map but at 300 K. Here there is a much more gradual increase in $\Delta n$ but it is still possible to reach a useful number of spins. A magnetic field of 8 T and a particle radius of 300 nm would give $800 \pm 30$ spins to use.](image)

Fields strengths of 10 T and temperatures of 4.2 K can be achieved with a cryogenically cooled superconducting magnet, which for a $\Phi$100 nm particle would give $\Delta n = 330 \pm 20$ available spins with the error from the spin noise. It should be noted that the abundance of Silicon-29 is assumed to be 4.7%, the natural abundance, but there are enriched nanoparticles that have a much higher concentration[69]. This can be improved by using a larger particle as seen in Fig.(3.15.A) for $T=4.2$ K and Fig.(3.15.B) for room temperature. Due to the exponential term it becomes increasing difficult to obtain more spins above $\Delta n = 10^4$. A balance is therefore proposed where a particle with a radius of 150 nm is used with a 5 T magnetic field. This would give $4500 \pm 70$ spins but with a particle radius that has been trapped before. It would also allow the magnet to be run at a level that could be maintained for long integration times. The magnet is cooled by a multi-stage process involving the use of both liquid nitrogen and helium to cool copper heat transfer pipes. However, cooling the particle's internal temperature is
difficult as there is no physical contact and the very low pressures reduce the effectiveness of convection. It is also likely that the laser is depositing sufficient energy to heat the particle even if the chamber is immersed in helium. The 300 K example in Fig.(3.15.B) shows that while it is challenging, it is still possible to generate a usable number of spins at 300 K. A $\varnothing$300 nm particle in an 8 T magnetic field at 300 K will have $\Delta n = 100 \pm 10$. The energy of the magnetic moments in a magnetic field is given by $U = -\mu \cdot B = -\hbar \gamma B$ and so the force acting on the particle is given by $\frac{\partial U}{\partial x}$ where $x$ is taken to be the axis $\mu$ is aligned to.

$$F_{\text{dipole}} = -\Delta n \hbar \gamma \nabla B.$$  \hspace{1cm} (3.50)

This force is plotted in Fig.(3.16) for a single spin, the 300 K example (100 spins) and the $\Delta n = 4500$ spin example as a function of the magnetic field gradient. The current experiment should be able to detect single spins with a gradient of $2.4 \times 10^4$ T/m and the improved setup should be able 30 T/m. The 300 K example (which is the most relevant to the current setup) should be detectable using a gradient of 250 T/m. The latter would require two 0.3 T magnets to be 12 mm apart. This gives a spin sensitivity of $27 \mu_B/\sqrt{Hz}$ which reduces to 0.026$\mu_B/\sqrt{Hz}$ for the improved setup. Of course the chamber may already be at 4.2 K given the cryogenically cooled magnetic so it is only the pressure of $10^{-9}$ mbar that would need to be achieved. If the ground state (ZTHR) limit can be reached then the spin sensitivity would be an impressive 0.00012$\mu_B/\sqrt{Hz}$ beating many other groups[70].

If a particle is moving perpendicular to this gradient then there will be a deflection, as seen in the Stern-Gerlach experiment[71]. If the force is not modulated then there would be a frequency shift as seen with the DC coulomb force as both forces are due to anti-symmetric time invariant potentials. From the AC coulomb force it was learnt that the system is much more sensitive if the force is modulated at the trap frequency. If it is therefore possible to flip the spins so that they are always driving the particle’s motion away from the trap centre, there should be a similar increase in the signal-to-noise ratio. This type of experiment is some times called a "folded Stern-Gerlach" experiment[72].

To manipulate the available spins a radio frequency pulse at the Larmor frequency is applied via a wire loop. A pulse duration of $\Delta t = 8\pi/\gamma B$ will change $|\uparrow\rangle$ into a symmetric state, i.e.

$$P_{\pi/2} |\uparrow\rangle = \frac{1}{\sqrt{2}} (|\uparrow\rangle + |\downarrow\rangle),$$  \hspace{1cm} (3.51)
where $P_{\pi/2}$ is the operator of the pulse. This is known as a $\pi/2$ pulse as it rotates the phase by $90^\circ$ on the Bloch sphere. A pulse of twice this is a $\pi$ pulse and reverses the state of a spin, i.e. $|\uparrow\rangle$ to $|\downarrow\rangle$ and $|\downarrow\rangle$ to $|\uparrow\rangle$. Once a pulse has been applied the spins will begin to re-thermalise and return to the original Boltzmann distribution. There are two main mechanisms that causes this to happen. The first is spin-lattice (longitudinal relaxation) where the spins gain or lose energy to the atomic lattice and is characterised by the time $t_1$. The second is the spin-spin (transverse relaxation) mechanism where energy is transferred directly between neighbouring spins and is given by $t_2$. In almost all cases $t_1 \gg t_2$ and so the free induction decay ($t^*$), the real measured decay time, will be closer to $t_2$. For Silicon-29, $t_2 = 15 \pm 5$ msec\cite{74} so $t^*$ will be this as a minimum. This is more than $2\pi/\omega_0$ so the non-thermal state should stay for at least 1 trap cycle. The particle can therefore be driven with a $\pi$ pulse at $2\omega_0$ such that the spin is always interacting with the gradient magnetic field to drive the particle away from the trap centre. Fig.(3.17.A) shows this diagrammatically.

Another scheme is shown in Fig.(3.17.B) and is based on work by Tao et al\cite{73}. By taking advantage of the high gradient electromagnets found in modern hard drives they
Figure 3.17: A: RF setup. A magnetic gradient is applied from top to bottom the same as in the Stern-Gerlach experiment. The particle oscillates in the laser focus and an RF $\pi$ pulse is used to flip the spins at the extremes of the particle’s motion. The interaction between the spins and the gradient field drives the particle’s motion in the direction of the gradient. B: By using a setup similar to that of Tao et al.[73] the need for an RF pulse can be removed. The magnetic gradient now comes from the centre of the trap motion by using the nano-scale electromagnet found in hard drives. The electromagnet can be driven by an AC signal at twice the trap frequency similar to how the PPL is used for cooling but $180^\circ$ out of phase, so that it is the gradient that changes direction not the sides. These electromagnets are able to generate $2.8 \times 10^7$ T/m and would result in a much larger force for a given number of spins.

managed to reach a spin sensitivity of $0.032 \mu_B H z^{-1/2}$. Not only does a hard drive have a high magnetic gradient of $2.8 \times 10^7$ T/m but it is also possible to modulate the magnetic field at high frequencies. The electromagnets would be placed close to the trap centre and the gradient could be modulated at twice $\omega_0$ just as with the PPL cooling. The spins do not need to be controlled via RF pulses as the gradient field itself would be changed instead. If this system could be implemented then even the room temperature set up would have single spin sensitivity. This is shown in Fig.(3.18) where Eq.(3.42) has been used but with the spin force replacing the AC electric field. The noise floor is taken to be Eq.(3.1) at the given temperature with the pressure taken to be $10^{-5}$ mbar as this is readily achievable. The 100 spin ($T = 300$ K, $B = 8$ T, $r = 150 \times 10^{-9}$ m) example beats the 300 K noise floor at $10^4$ T/m as predicted by the force equations. The 4500 spin example ($T = 4.2$ K, $B = 5$ T, $r = 150 \times 10^{-9}$ m) also agrees with the forces graph showing a signal to noise of 2:1 with the 4.2 K noise floor at 60 T/m. For the single spin ($B = 1.1 \times 10^{-3}$ T) a gradient force of $2.5 \times 10^5$ T/m is needed to beat the 4.2 K noise floor and $9.2 \times 10^5$ T/m to beat the 300 K noise floor, although the magnetic field would have to be 0.08 T to have a single spin at this temperature.

3.5 Conclusion

This chapter has shown an on resonance sensitivity of $4 \times 10^{-21}$ N/$\sqrt{Hz}$ and that with modifications the system should have a sensitivity of $\approx 10^{-24}$ N/$\sqrt{Hz}$ at ground state. The current limitations of the system are the amplifier noise on the detector and the frequency tracking of the PPL. The amplifier noise is thermal in origin so this
Figure 3.18: Expected increase in peak height against the gradient of the magnetic field. This is based on the mathematics used in the AC coulomb field but using Eq.(3.50) as the driving force. The driving is assumed to be on resonance to maximise signal-to-noise. The noise floors are taken to be Eq.(3.1) at the relevant temperature and the conversion factor ($\gamma$) is taken at $10^5$ V/m so that at 300 K the noise floor agrees with measurement. The required magnetic gradients for beating the respective noise floors are in agreement with that shown in Fig.(3.16)

Could be improved by implementing cooling around the detector. The PPL is harder to correct as it is a blackbox device, so the current research direction is to shift to using a field-programmable gate array (FPGA). An FPGA allows for complete control of the internal electronics so the integration time, filters, and phase/frequency tracking can all be balanced to maximise cooling. Using an FPGA would also allow other techniques to be tried such as Kalman filtering and pulsed laser control. Kalman filtering could increase the measurement precision of the phase and frequency while pulsed control would squeeze the position distribution and increase sensitivity on small time scales. For DC forces the slow time scale variation in the detection system due to thermal drift becomes the limiting factor. As such the smallest DC force detected was $\approx 10^{-16}$ N. One issue that did occur is damage to the needle. Through this work the needle is quoted as having a tip radius of 100 µm. While this was true at the point of manufacture, minor damage to the tip occurred during the course of these experiments as shown in Fig.(3.19). This will have affected the electric field near the surface although far from the tip the needle is still point like. The exact effect this would have on the needle charge is unclear and may require finite element modelling.
The remainder of this chapter discussed other forces and how they might be detected with this system or what changes would need to be made for those forces to be detectable.

The most practical method to detect the gravitational force between the particle and a test mass is to use a 1 kg test mass that is 1 cm away from a \( \Theta 174 \) nm particle. The test mass should be oscillated so that the motion of the nanoparticle is modulated at that frequency. Ideally this modulation would be at the trap frequency but that may not be possible given the challenges of moving such a large mass at high frequencies however some oscillation should be possible using a piezo actuator. A movement of just 500 \( \mu m \) would modulate the force by 10\% which should be detectable. This would result in a force of \( 10^{-25} \) N which would require an integration time of 3000 years with the current sensitivity. For the improved setup the force should be detectable with the normal 3 hours of integration.

There are similar difficulties with measuring the change in the force between the nanoparticle and the earth, \( g \), as the current setup would require an altitude change of 5.4 m with 3 hours of integration. With the improved setup the altitude change would only need to be 6.7 mm and at the ZTHR limit it could be as small at 23 \( \mu m \). The main challenge then will be moving the experiment in such a way that the vibrations of the chamber or small changes in alignment don’t couple to the motion of the particle. For the alignment a fibre feed-through could be used and the vibrations require the mirror mount to be isolated.
The final ideal explored is magnetic resonance force microscopy. A spin moving though a gradient magnetic field feels a force in the direction of the field that is dependent on the alignment of the spin to the field. Sec.(3.4) gives more details but the summary is that a single spin can be detected if a magnetic gradient of $2.6 \times 10^4 \text{T/m}$ can be produced. This might be possible using the same method as used by Tao et al. where they were able to attach a hard drive arm to their experiment and produce gradients of $2.8 \times 10^7 \text{T/m}$. Even without this though the use of a cryogenically cooled superconducting magnet allows for a spin difference of $4500 \pm 70$, which the improved setup could detect with a gradient magnetic field of $6 \text{mT/m}$.

Detecting many of these forces requires high Q and so a pressure of $10^{-9} \text{mbar}$ which is in the UHV (Ultra high vacuum) range. This can be difficult and it is time consuming if the chamber has to be returned to atmosphere every time a new particle is needed. Also the current method of particle delivery involves using a water mix that leaves residue inside the chamber, requiring frequent cleaning and bake-outs to remove. It would therefore be preferable to have a vacuum compatible particle source and experiments towards this will be discussed in the rest of this thesis.
Chapter 4

Ablation

4.1 Overview of particle loading

One idea for a vacuum source is to produce the particle inside the chamber on demand. Nanoparticles are normally manufactured by a complex and well studied process first developed by Stber et al.[75]. This process allows for precise size control[76] but requires the use of solutions and so isn’t usable at UVH. Another method involves a gas flow passing through a laser focus to cause the molecules to cohere into a solid particle before collection[77]. While it maybe be possible to manufacture particles in this way inside the vacuum chamber, it would be impractical for the experiment as the introduction of a gas would require a pump down phase in between each generation cycle.

Another idea could be to use two chambers, one at UHV and one at a partial vacuum. Particles would then be trapped or generated in the higher pressure chamber then passed via a travelling wave trapping through a hollow core fibre to the UHV chamber[78]. Interestingly, along with the obvious difficulties with such a system (such as the particles becoming clogged in the fibre and the alignment of a travelling wave though differing mediums) there is a more subtle complication. There is still a significant pressure gradient at the end of the fibre at UHV and it is difficult to push the particle through such a gradient. Even if it can be achieved, it is highly likely that the particle will be dropped during transfer.

For this work two other methods were explored: Laser ablation and Sonication. Laser ablation involves focusing a laser onto a silicon substrate and using the high energy density to generate nanoparticles inside the chamber directly. The sonication method involves using a peizo to shake prepared nanoparticles off of a surface[79]. This chapter will cover the work on the ablation method and Chap.(5) will cover the sonication work.
4.2 Ejection Mechanisms

The ablation of silicon results in the formation of nanoparticles over a range of sizes and via a number of different ejection methods. The dominance of each ejection method depends on a number of different parameters: pulse length, repetition rate, intensity, and the pressure. The exact relations are still a topic of study but for Silicon at least, some conclusions can be drawn based on the available evidence. To produce small particles the penetration depth, the point where the pulse energy has dropped by $1/e^2$, needs to be small. A large penetration depth will increase the amount of available material to be removed, this in turn increases average particle size. The intensity also determines the amount of material that is energised sufficiently to be released from the substrate as it is related to the energy density within the material. Together the intensity and pulse length determine the manor in which the material is released from the surface.

There are a few ejection processes and in general they all happen over the course of any single ablation cycle. However, the dominance of each effect can be adjusted by varying the characteristics of the laser system as shown in Fig.(4.1). This summary is based primarily on work done by Pantsar et al.[80], Perriere et al.[81] and Liu et al.[82]

![Figure 4.1: Particle formation mechanisms for different pulse energies as shown by Perriere et al[81]. The spot size is constant and the substrate is magnesium oxide. Droplet formation is seen to dominate above a given energy.](image)

**Coulomb Explosion.** The initial ejection from the surface after the impact of the laser pulse will be ions and electrons due to an effect known as Coulomb Explosion[83]. This happens as the high energy of the laser pulse strips the valence electrons leaving a close
packed plasma. The repulsive Coulomb force then forces the ions to leave the surface in a tight jet around 10 ns after the initial absorption of the pulse. These ions can later form nanoparticles by coalescing with together after a few microseconds of flight time if they haven’t dispersed too far from one another\cite{84}. This process is most significant with a femto-second laser and is dominant at lower powers.

**Thermal Expansion.** After 50 ns the laser pulse has been completely absorbed into the area of the material at the focus. This causes the material to heat up significantly compared to the surrounding material. As such it tries to expand but it is restrained by the edge material, resulting in a build up of pressure. Once this pressure reaches a critical value the surface tension is broken and the material expands rapidly expelling particles with diameters in the $1\ \mu m$ to $100\ nm$ range. This ejection also causes shock waves to travel into the material which are reflected at the hot-cool interface and then back into the expanding region. The material released from this is much larger and more solid in composition. These large chunks do not travel far and can normally be seen as a ring around the ablation region, known as reform. In most cases thermal expansion will account for the majority of the mass released from the substrate, but it is even more apparent in the nano-second pulse length range with high intensity.

**Plasma ablation.** If the repetition rate of the laser is high, 10kHz range, then the full ablation cycle will not be complete before the next pulse hits. If this is continued over multiple cycles it can lead to the formation of a plasma layer on the substrate surface that is constantly falling into the material below it. This results in the rapid remove of material before it has sufficient time to under go thermal expansion. It is for this reason that this technique is preferred by machinists that use laser ablation to drill into materials, as it creates clean edges and minimises debris and reform. An example of the difference between a high-repetition femtosecond (800 nm) and UV (255 nm) nanosecond pulsed laser is given in Fig.(4.2) where there is considerable reform at the edges.

### 4.3 Laser and power control

The laser (Surelite from Continuum) used for this experiment is a high power nano-second Neodymium-doped Yttrium aluminium garnet (this thesis it will be referred to as just YAG) 1064 nm laser. This laser is firmly in the droplet production range via thermal expansion which is not ideal for the particle size range required for the optical trap, but it should be useful for a proof of concept. The intensity will have to be controlled to adjust the distribution of particle sizes, either by changing the focus or the laser output power. Due to the high power of this laser a remote control system was created using a Python script as an interface. This allowed the safe operation of the
YAG at high powers by allowing the operator to be safely out of the room. Locks and signage was used to prevent others from entering when the laser was active.

To control the power from the YAG a series of polarising beam splitters (PBS) and half wave plates (HWP) were placed in the beam path. Fig.(4.3.A) shows the reflected power after the first PBS as a function of angle of the HWP. High power optics must be used for this stage to prevent damage to the components and the PBS used is designed specifically for YAG lasers. The measurements were taken with the thermal detector but readings had to stopped at 1 W (100 mJ) as even the unfocused laser began to damage the detector head.

Maximum laser output was therefore estimated to be 5.7 W with a pulse energy at 10 Hz of 570 mJ. The lowest recorded power was 79 mW at 228 degrees; this gives a pulse energy of 7.9 mJ which is still enough to damage a glass slide at the focus. To increase control and reduce the power further a second PBS designed to work at 1550 nm and a pairing HWP were used. With the first PBS taking most of the power, a second, low power PBS can be used in a second power control stage. The mis-match in design wavelength and laser wavelength in the second stage does result in a lost in efficiency of the PBS but it is still usable. Fig.(4.3.B) shows the reflected power against angle after
the second stage. This allowed the pulse power to be reduced to 0.6 mJ with an accuracy of 0.1 mJ while the first PBS was set to 8.4 mJ. This energy density can therefore be controlled by using a combination of power control and by varying the focusing lens to maximise particle generation.

4.4 Particle generation

To test particle generation a chip was obtained from Paul Clark which had 200 nm of Silica on top of 525 µm of Silicon. Initial tests were done out of the chamber with an external setup to prevent damage to the trapping setup. It quickly became apparent that the laser was able to remove material from the surface once focused. The starting beam had a waist of 8 mm so that by using a lens with a 50 mm facial length the beam waist at the focus should be 2 µm using Eq.(2.9). The laser was set to a pulse energy of 20 mJ giving an intensity of 15 GW/m² which was focused on the Silica side. Fig.(4.4) shows the resulting hole bored through the chip, measuring ≈ 60 µm across and taking 16 minutes to cut. This results in the removal of 1.28 µg of Silicon at a rate of 80 ng/s. Theoretically, this could result in the production of 10⁶ 100 nm particles, however there will be a thermal size distribution so the exact number of useful particles is unknown.

Debris can be seen around the bore area and it was possible to trap some of the particles released during another run at atmosphere. It was not possible, however, to obtain an
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Figure 4.4: Hole cut though 525 µm of Silicon using 200 mW (20 mJ) of power focused with a 50 mm lens to give an intensity of 15 GW/m$^2$. Although the laser was aligned perpendicular to the surface the hole is not circular due to material weakness and because laser is not perfectly gaussian.

accurate measurement for the size of the particles other than to say they must be in the 50 nm to 500 nm range as the trap does not function outside of this range. It can also be assumed that the particles are to the larger end of this scale, as the amount of scattered light was greater than that from the 100 nm particles trapped previously.

4.4.1 Using 532 nm

Particle production is linked to the heating of the volume; the faster and greater the heating, the greater the number of particles produced. Silicon does absorb at 1064 nm but it has a much stronger absorption in the visible as seen in Fig.(4.5)[86]. This would lead to a reduced penetration depth and so a greater number of useful particles. To this end the YAG laser was switched to its second harmonic of 532 nm through the use of a lithium triborate frequency doubling crystal. The crystal is aligned to maximise the 532 nm signal while the first PBS was set to transmit all of the 1064 nm light into a beam dump. This means that only the 532 nm light should be reflected onto the detector, although it should be noted that the PBS will still reflect some (approximately %2), of the 1064 nm light. Fig.(4.6) shows the detected power as a function of flash lamp voltage. This is a less effective method of power control than the PBS array but 532 nm is so far from the design wavelength that the second PBS proved little control. Powers were measured with the thermal detector as before.
Figure 4.5: The absorption coefficient of silicon as a function of wavelength and for different temperatures ([86]). The absorption coefficient at 532 nm is 100 times that of 1064 nm.

Figure 4.6: Laser power as a function of flash lamp voltage for the 532 nm second harmonic of the YAG laser. Measured using the thermal sensor head and using the high power PBS to filter off the fundamental wavelength of 1064 nm.

A systematic study of the ablation of silicon with a single pulse of 532 nm at different powers was carried out to find the best power for the final experiment. There needs to be significant particle generation, in the correct size range, without concurrently generating debris and reform on a scale that would affect the experiment. To explore this a chip was setup inside the vacuum chamber with the surface to be ablated facing up. This should ensure most of the material released returns to the surface to be studied. The laser was bought down perpendicularly to the surface and the chamber was pumped down to $10^{-5}$.
mbar to more closely mirror the final experiment. This last point is important as the presence of a buffer gas will affect particle size.

![Image](image1.png)

**Figure 4.7:** Pulse energy of 75 mJ. The ablated area is 720 µm by 430 µm and there is 25 ± 5 µm of reform around the edge. Beyond the reform edge there is a distribution of nanoparticle sizes but many are in the 100 nm range and are mostly spherical with minimal deformation due to skidding along the surface on impact.

![Image](image2.png)

**Figure 4.8:** Pulse energy of 192 mJ. The reform edge has increased to 50 ± 20 µm and there is an increase in particle velocity seen by the increase in tail length. There are still many usable particles beyond the reform edge.

Figs.(4.7-4.11) shows the results of these tests, showing both an overview of the focus site and also an image of the most common particles seen in the debris after a single laser pulse. The amount of reform at the edge of the focus zone is seen to increase significantly with laser power along with the velocity of the ejected particles. Trails became visible at 1.3 KV indicated not only that they are moving at high speed but also that they were larger and possibly in a liquid phase. The number of high velocity particles increased with power, as did the length of the trails so it seems fair to assume they are moving faster and/or are larger than the lower power particles. From these results it can be concluded that the lower powers are preferable for the generation of 100 nm sized particles with minimal reform and large scale debris. This is in agreement with the results from other groups discussed earlier in this report.
Figure 4.9: Pulse energy of 308 mJ. The reform edge has increased to $100 \pm 30 \mu m$ and there is now visible burning and darkening of the surface. The particles are now quite fast given by their long tails and are more in the 1 $\mu m$ range.

Figure 4.10: Pulse energy of 425 mJ. The reform edge has increased to $130 \pm 20 \mu m$ and there is considerable damage to the surrounding area. Looking further out than before it is still possible to find particles although they are large and clearly in a liquid state on impact.

4.4.2 Air trapping

Using the ablation particle generation technique while at atmosphere allows particles to flow around the chamber and become trapped. Using this technique a $\varnothing 70 \pm 3$ nm particle was trapped and pumped down to 3 mbar as shown in Fig. (4.12). The insert shows the trapped particle imaged with a HeNe laser and a Thorlabs CMOS. This experiment was done early in the PhD which is why the signal is noisy and the peak is low compared to later work. This method of trapping was reliable but it is still being performed at atmosphere.
Figure 4.11: Pulse energy of 542 mJ. The reform edge has increased to 175 ± 30 µm with a damaged area now extending out to 0.5 mm from the focus centre. Most particles are now < 2 µm, in a liquid state and travelling at high velocities.

Figure 4.12: 70 ± 3 nm particle generated by ablation of a silicon substrate. The particle was initially trapped at atmosphere but here the Z frequency peak is shown at 3 mbar.

4.4.3 Drawbacks with ablation as a source

There are a few disadvantages to using this method as a source. The particles produced are likely ionised and so will interact with any electric fields or even metals which may affect force sensitivity. Ablation also produces a lot of mess in the form of reform and particles outside of the desired range. These may be trapped by mistake or more
worryingly coat surfaces and optics. A serious issue is that ablation requires the use of very high power lasers which deposit a lot of energy near a very sensitive experimental setup. It has already been observed that the laser pulse interferes with cameras and detectors even when they are far from the vacuum chamber, so there is a serious concern that the experiment could be permanently damaged. For these reasons less aggressive methods were explored. The first was to attempt the "lift" method and the second was to use pre-made particles and remove them from a surface in a similar fashion to laser cleaning.

4.5 Thermo-mechanically induced lift

The "lift" method involves firing the laser at one side of a silicon chip (backside), thereby causing the release of particles on the other side (frontside) via the thermo-mechanical stress induced by ablation. Asenbaum et al.[87] had success with this and were able to eject a particle with a diameter of around 100 nm and cool its motion with an optical cavity. The stress of the thermal expansion on the backside causes cracks and damage on the frontside and the shockwave from a subsequent laser pulse propels the debris off the surface. The particles range from 100 nm to $1 \mu m$ in diameter with this method and have a launch velocity of $1 \text{ m/s}$. An attempt was made to reproduce this with Fig.(4.13) showing an SEM of a chip after 50 shots at 425 mJ pulse power focused with a 50 mm lens. There is clear damage to the frontside of the chip but no nano-particles are visible and nothing was seen at the trap site. Multiple powers were tested but it was not possible to trap any of the resulting debris for analysis. It is likely that any particles being made are either too large, or there are simply not enough of them to trap reliably.

4.6 Desorption of Particles from Glass

Desorption tests were carried out using a 250 mm focal length AR coated spherical lens and 100 nm silicon particles drop coated on to a glass slide. The idea being that the pulse laser should be able to deposit enough energy into the nanoparticles to cause them to overcome the Vann de Waals force holding them to the surface without causing damage to the nanoparticles. Removal of particles was demonstrated but it was observed that the density of nanoparticles seemed to affect the degree of damage to the glass slide and also the removal rate. The nanoparticles were simply drop coated on the slide with Isopropanol and drying effects cause particles to gather at the boundaries of the droplets. The images shown in Fig.(4.14) show the difference in particle removal due to an increase in particle density, the right having the higher density. It can be seen that larger densities
Figure 4.13: Back side crack and missing material from a Silicon chip after being hit with 50 shots at 425 mJ from the YAG laser. No nanoparticles are visible and it was not possible to trap any of the debris that was removed in this manner.

Figure 4.14: 100 nm Silicon particle drop coated onto glass slides then shot with a single shot at an average laser power at 25 mW. Again the damage and particle removal are related to the particle density.

Prevent damage to the glass as the energy is absorbed by the nanoparticles before it can damage the glass. In both cases the particles are removed from the surface but the clumping of the nanoparticles is likely to result in large clusters of particles rather than individual nanoparticles. It would therefore be advantageous to be able to control particle density across the slide in some manner, or at least reduce the variation in particle density and make it more homogeneous.
4.7 Particle density control

It was shown in the previous section that the density of particles within the focus of the laser affected the removal rate and the damage to the underlining substrate. To fully explore this a study was performed using glass slides with differing concentrations of particles. 0.0998 g of ⊙100 nm Silicon powder was mixed and sonicated in 50 ml of Isopropanol, giving a starting concentration of 2 mg/ml. This mix was diluted further with Isopropanol in 8 ml beakers with the details of the amount of Silicon that can be expected in each mix and their concentration given in Tab.(4.1).

<table>
<thead>
<tr>
<th>Beaker Label</th>
<th>Ratio</th>
<th>Amount of Silicon</th>
<th>Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Initial</td>
<td>16 mg</td>
<td>2 mg/ml</td>
</tr>
<tr>
<td>#2</td>
<td>1:1</td>
<td>8 mg</td>
<td>1 mg/ml</td>
</tr>
<tr>
<td>#3</td>
<td>1:3</td>
<td>4 mg</td>
<td>0.5 mg/ml</td>
</tr>
<tr>
<td>#4</td>
<td>1:7</td>
<td>2 mg</td>
<td>0.25 mg/ml</td>
</tr>
<tr>
<td>#5</td>
<td>1:15</td>
<td>1 mg</td>
<td>0.13 mg/ml</td>
</tr>
</tbody>
</table>

Table 4.1: Dilution rates of ⊙100 nm Silicon particles in powder form with Isopropanol. These are used later for the desorption experiments.

Fig.(4.15-4.19) show microscope images of the difference concentrations mentioned in Tab.(4.1). The microscope slides were cleaned by sonication for 10 minutes in Acetone and then rinsed in Isopropanol. 100 µl of fluid from the selected pot was drop coated on to the slide carefully to minimise impact force and velocity induced spread. By using the power control methods discussed in Sec.(4.3), desorption tests were performed on the slides to determine an optimum level. These again used the 250 mm focal length lens.
and with the slide at its focus. An x indicates were the data was found to be missing at the time of writing however there is still enough to see the overall trend.
The laser struggled to clear all the clusters from mix 1 and 2 and even the denser mixes resulted in damage at 6 mJ. There is a fine line between lift and ablation as Fig.(4.20) shows an impact pattern very similar to the direct ablation of Silica experiments performed earlier. Mix 3 shows damage at 2.6 mJ and this would have been worse for the more diluted mixes. The best results are with mix 4 and 5 and with 1.5 mJ pulse energy. As mix 5 doesn’t improve on mix 4 it was deemed best to use mix 4 (0.25 mg/ml) and a 1.5 mJ pulse. Trap attempts where made in atmosphere but nothing trapped. This is because the number of released particles is still small compared with direct ablation, but it could also be the result of damage to the particles by the laser during release.

**Figure 4.19:** 5 mix: 1 mg of Silicon. Here the dilution has resulted in large spaces between clusters without much improvement in cluster size.

**Figure 4.20:** Ablation of Slide 2 using 80 mW of power focused with a 250 mm lens. There is substantial damage to the glass slide which could lead to the release of fragments which would effect the experiment or damage equipment.

### 4.8 Conclusion

It was possible to trap particles by generating them directly in the chamber using an ablating source. Due to the limits of the Nd:YAG laser used, a large number of the particles produced were too large to trap. However, as the size distribution is thermal
Table 4.2: Desorption experiments performed with different concentrations and laser powers. Some images were found to be missing at the time of writing this thesis however the general effects can still be seen. At higher concentrations higher laser powers were needed to remove all of the particles. At the lower concentrations there was a fine line between removing the particles and damaging the glass as the particle density isn’t uniform and this greatly affects the amount of energy absorbed.

<table>
<thead>
<tr>
<th>#</th>
<th>6 mJ</th>
<th>2.6 mJ</th>
<th>1.5 mJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>3</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>

there are still smaller particles available. An example of a particle trapped at atmosphere is shown in Fig(4.12) with a radius of 35 ± 3 nm. While promising there were still significant challenges with this method. Firstly, the particles produced at vacuum are likely to be travelling very fast and therefore passed though the trap faster than the cooling electronics can catch them. This could be solved with the FPGA but there is a larger issue. The energies involved to generate the particles are very large and are easily able to damage the measurement equipment. Given the speed of the particles
it is difficult to protect the detector and still have it be in a functional state for the cooling. Another idea was to give the particles just enough energy to leave the surface using the laser. This is less dangerous to the detector although it was discovered that the required laser power varied considerably depending on the number density of the particles in the focus. Steps were taken to produce a more uniform distribution and minimise the number of large clusters. While this worked to some extent, ultimately the particles released were either too larger or the release density wasn’t large enough to trap. Even at these lower powers it was still deemed too dangerous for the equipment to use this as a reliable source, so another idea was developed.
Chapter 5

Sonicating Source

5.1 Van de Waals force

If a surface is moving and then stops abruptly while an object is on it, then that object will continue moving at the original velocity. For large objects the strongest forces that will counter this movement are friction and gravity but for nanoparticles the van de Waals force (vdW) must be considered. There are many intermolecular forces and vdW can refer to one or all of three forces: the force between permanent dipoles (Keesom force), the force between a permanent dipole and a corresponding induced dipole (Debye force), or the force between instantaneously induced dipoles (London dispersion force). These forces are generally attractive but can also be repulsive depending on the dipole alignment or a negative effective Haymaker constant\textsuperscript{[88][89]}. These experiments will be using Aluminium substrates and silicon particles, both of which have no permanent dipoles so the important force is the London dispersion force. This force can be modelled as a pair wise interaction between the neural molecules using the Lennard-Jones potential,

\[ U_{LR}(r) = \epsilon \left( \left( \frac{r_0}{r} \right)^{12} - 2 \left( \frac{r_0}{r} \right)^{6} \right), \tag{5.1} \]

where \( r \) is the separation between the molecules, \( \epsilon \) is the depth of the potential well and \( r_0 \) is the turning point where \( \frac{dU}{dr} = 0 \textsuperscript{[90]} \). The \( r^{-12} \) term is an approximation of the repulsive force due to Pauli exclusion principle as the molecules are forced close together by an external force. For the work presented here it is enough to focus on the \( r^{-6} \) term for the attractive van der Waals force. So for \( r > r_0 \) Eq.(5.1) becomes,
\[ U_{LR}(r) \approx \frac{-2\epsilon_0^6}{r^6} = -\frac{C}{r^6}, \]  

(5.2)

where \( C = 2\epsilon_0^6 \). To compute the force between a particle and a plane both volumes must be summed over with Eq.(5.2). This will give the interaction energy which can then be differentiated to get the vDW force. This method is known as the Hamaker approximation\[91\]. For the effect of the particle on the plane the particle is assumed to be point like. The distance from the particle to a point in the plane is \( r \). If \( z \) is the tangential distance to the planes surface from the particle, \( x \) is the depth into the plane and \( y \) is the radial distance from \( z \) then \( r = \sqrt{(x + z)^2 + y^2} \) as shown in Fig.(5.1)[92].

![Figure 5.1: Coordinate system used to integrate \( u_1 \)\[92\]. The particle is assumed to be point like for this integral and is located at 0. The distance to the element of the ring volume is \( r = \sqrt{(x + z)^2 + y^2} \) and the volume is given by \( dv = 2\pi ydydx \).

The plane can be broken up into rings of equal potential with a volume given by,

\[ dv_1 = 2\pi ydydx. \]  

(5.3)

Bringing these together gives,

\[
\begin{align*}
    u_1 &= -\int_{v_1} \rho_1 \frac{C}{r^6} dv_1 \\
    &= -2\pi \rho_1 C \int_0^\infty dx \int_0^\infty \frac{ydy}{((x + z)^2 + y^2)^3},
\end{align*}
\]

(5.4)

where \( \rho_1 \) is the number density of the material. It doesn’t matter which order the integrals are performed and it is simpler to start with \( du_1/dy \). Let \( B = (x + z)^2 \) as it
isn’t needed and then let \( u = B + y^2 \) so that \( du = 2ydy \) and the limits now go from \( B \) to \( \infty \). This gives,

\[
\int_0^\infty \frac{ydy}{((x + z)^2 + y^2)^3} = \int_0^\infty \frac{ydy}{(B + y^2)^3} = \frac{1}{2} \int_B^\infty \frac{du}{u^3} = -\frac{1}{4B^4} = -\frac{1}{4((x + z)^2)^4}.
\]

This is then used in a similar method with the remainder of Eq. (5.4) to give the interaction energy between a molecule and a plane.

\[
\begin{align*}
\quad u_1 &= \frac{p_1C\pi}{2} \int_0^\infty \frac{dx}{(x + z)^4} \\
&= \frac{p_1C\pi}{2} \int_z^\infty \frac{du}{(u)^4} \\
&= -\frac{p_1C\pi}{6} \frac{1}{z^3},
\end{align*}
\]

where \( u = x + z \) so that \( du = dx \). This can then be used as the input for the interaction between the plane and a sphere. In this case the potential will have layers of equality through the sphere at a distance \( a \) from the point of the sphere closest to the surface. Let \( z = r_0 + a \) where \( r_0 \) is the distance between the surface of the plane at the closest point of the sphere. A slice though the sphere will have a volume of \( \pi y^2da \). The use of intersecting chords theorem\([93]\) gives \( y^2 = a(2R - a) \) as shown in Fig. (5.2), where \( R \) is the radius of the sphere. Assuming that the particle is close to the surface compared to its radius, then the element of volume becomes \( dv_2 = 2\pi Rada \).

The final interaction energy between the particle and the plane can then be computed. This is given in Eq. (5.7) with \( A = \pi^2 p_1p_2C \) being the Hamaker constant. For this work it is taken that \( A = 10^{-19} \) J.
Figure 5.2: The coordinate system used to integrate $u_2$. Here there are slices of equality from the surface which have a volume of $dv = 2\pi R da$ where it is assumed that the particle is much closer to the surface than its radius.

\[
U = \rho_2 \int_{v_2} u_1 dv_2 \\
= -\frac{\rho_2 \rho_1 C \pi}{6} \int_{v_2} \frac{dv_2}{z^3} \\
= -\frac{A}{6\pi} \int_0^\infty \frac{2\pi R da}{(r_0 + a)^3} \\
= -\frac{AR^2}{6} \int_0^\infty \left( \frac{1}{(r_0 + a)^2} - \frac{r_0}{(r_0 + a)^3} \right) da \\
= -\frac{AR^2}{6} \left[ \frac{-1}{(r_0 + a)} - \frac{-r_0}{2(r_0 + a)^2} \right]_0^\infty \\
= -\frac{AR}{6r_0}.
\] (5.7)

The force between the particle and the surface, as a function of position, is then,

\[
F_{vdw} = \frac{dU}{dr_0} = -\frac{AR}{6r_0^2}.
\] (5.8)

If this is related to Newton’s second law of motion, $F = ma$, then the equation for the acceleration needed to remove the particles from the surface is,

\[
a = \frac{AR}{6mr_0^2}.
\] (5.9)

where $m$ is mass and $a$ is acceleration. Given that the molecular bond length of Silicon is 0.235 nm[95] it is unlikely that the separation distance ($r_0$) between the particles and
the metallic surface will be smaller than this. For this reason a separation distance of 0.3 nm is used, giving a required acceleration of $66 \times 10^6 \text{ m/s}^2$ for a $\Phi 1 \mu \text{m}$ particle and $6.67 \times 10^6 \text{ m/s}^2$ for a $\Phi 100 \text{ nm}$ particle. To generate this acceleration it was decided to use piezo devices, as they are able to operate at high frequencies and can be made vacuum compatible.

### 5.2 Piezo electronics

When placed under mechanical stress the piezoelectric effect results in some materials generating an electric field. The external stress causes a deformation of the material and the internal charges move from their original position. In the new position there is a net polarisation caused by the charge imbalance which leads to an electric field. The piezoelectric effect can be seen in a small number of materials including, crystals, ceramics, and a few biological materials such as bone[96]. The most commonly used are the piezoelectric ceramics made from Lead Zirconate Titanate (denoted as PZT and then a number to denote the standard used) which are used in everything from high performance speakers[97], sensors[98], transducers[99], generating surface acoustic waves [100], energy harvesting[101], and medical science[102].

In piezo materials the charge separation due to mechanical stress gives rise to a polarisation given by,

$$P = d \times T,$$  \hspace{1cm} (5.10)

where $P$ is the polarisation vector, $d$ is the strain coefficient and $T$ is the stress vector. The resulting electric field causes a strain ($\Delta L/L$, where $L$ is the original length) given by,

$$S_{pe} = d \times E,$$ \hspace{1cm} (5.11)

where $S_{pe}$ is the strain just from the piezo effect and $E$ is the electric field. The strain can be related to stress as, $S = s \times T$ where $s$ is known as the compliance coefficient. Similarly the stress from $S_{pe}$ is given by $T = c \times S$ where $c$ is the elastic constant[103]. This allows a pair of equations to be made,

$$P_{pe} = d \times T = d \times c \times S = e \times S,$$ \hspace{1cm} (5.12)
\[ T_{pe} = c \times S = c \times d \times E = e \times E, \]  

(5.13)

where it has been assumed that \( d \times c = c \times d = e \). Recalling that \( E = \alpha P \), where \( \alpha \) is the polarisability, it can be seen that the relationship between stress and the electric field is given by,

\[ E_{pe} = \frac{P}{\alpha} = \frac{d \times T}{\alpha}. \]  

(5.14)

In the case of a compressing stress the electric field will align to the poling field, with the field reversed in the material is under tension\[103\], but the interesting thing for the work presented here is that this effect works in reverse. That is, if an electric potential is applied across the material it will expand or compress depending on the direction of the applied field.

With this it is now possible to build the strain-charge coupled equations. For the displacement electric field this gives\[104\],

\[ D_i = \epsilon_{ik} \times E_k + P_q \]

\[ f = \epsilon_{ik} \times E_k + d_{iq} \times T_q, \]  

(5.15)

where \( \epsilon_{ik} \) is the dielectric matrix. The total strain is\[105\],

\[ S_p = s_{pq} \times T_q + d_{pk} \times E_k. \]  

(5.16)

In general there are 6 degrees of freedom, 3 translational and 3 shear modes. This work will only be considering the 33 mode which is the thickness mode (\( z \)) with the applied electric field also in this direction. The relation between the applied potential and the change in the thickness of the piezo is quite simple,

\[ S = \Delta z/z = d_{33}V/z \]

\[ \therefore \Delta z = d_{33}V, \]  

(5.17)
where $Δz$ is the change in thickness, $d_{33}$ is the longitudinal piezoelectric strain coefficient and $V$ is the applied voltage. For this work PZT8 is used with $d_{33} = 280 \times 10^{-12} \text{C/N}$ so at 300 V $Δz = 84 \text{ nm}$. If the voltage is sinusoidal then the acceleration is,

$$a = -Δz(2πf)^2 \sin(2πft), \quad (5.18)$$

where $t$ is time, $f$ is the resonant frequency. Combining these equations with Eq.(5.9) gives the smallest particle radius that can be released from a surface,

$$R = \sqrt{\frac{A}{d_{33}V(2πf)^28πρr_0^2}^2}, \quad (5.19)$$

where $ρ = 2650 \text{ kg/m}^3$ and $V = 300 \text{ V}$. For PZT8 $d_{33} = 280 \times 10^{-12} \text{C/N}$, meaning the smallest particle to be released would have a radius of 56 $\mu\text{m}$ which is far too large to be useful. The displacement can be increased by using a second resonator either as a membrane or an acoustic cavity. Peter Barker’s group at UCL have reported using a membrane to release 1 $\mu\text{m}$ particles at 2 kHz. Assuming they are using PZT8, they must have a membrane amplitude of 1 mm which seems possible given they are essentially using a headphone speaker. To increase the displacement it was decided to use an acoustic cavity, as it will also make it easier to connect an ultrasonic horn later on.

### 5.3 40 kHz Transducer

Ultrasonic transducers allow for multiple piezo crystals to be combined and for the resulting strain to be amplified or spread. The transducers mode has to match that of the piezo’s and for multiple piezos the driving potentials have to be in-phase. The simplest way is to have just two piezos, with the positive in-between them and connect both the external faces to the negative/ground. To look at how the strain is transferred into the transducer material a COMSOL simulation was performed based on commonly available devices used in ultrasonic baths, see Fig.(5.3). It was found in simulation that the surface deformation was increased from 84 nm for just a plain piezo, up to 40 $\mu\text{m}$ for the dual transducer. This would allow particles with a radius of 2.5 $\mu\text{m}$ to be released, if this can be realised and coupled effectively.

A number of 40 KHz transducers were purchased from Beijing Ultrasonic. The frequency response of them was explored with Fig.(5.4) showing a sweep from 35 KHz to 45 KHz. Here the y axis is the voltage rather than a direct measurement of displacement so that a drop is a result of resonance. There is a clear drop at 39.1 KHz with a full width
Vacuum source: Ultrasonics

Figure 5.3: A: Stress in N/mm$^2$ seen in the transducer on resonance with dimensions in mm. The large stress seen near the piezos is transferred into an increased strain of the aluminium transducer. B: Displacement due to the induced stress. The transducer amplitude is 40 µm for a voltage 300 V. This should allow much smaller particles to be released from the surface.

half maximum of 250 Hz. This gives a quality factor, Q, of 157 which is less than the 1000 Q mechanical quoted by the suppliers. This is likely due to the control electronics and so a resonant circuit was built by Gareth Savage based on electronics purchased from Beijing ultrasonic. However, these electronics were found to be sub-standard on the part of the supplier and so a system was built using an ENI 2100L power amplifier (first borrowed from Peter Glynne-Jones but later purchased from Test solutions). By using a signal generator the power could then be controlled programatically allowing for precise pulse timings.

5.3.1 Particle release

Fig.(5.5) is a series of images made with 100 nm particles drop coated directly onto the surface. The transducer was setup from the bottom of the chamber so that the particles were being fired upwards and against gravity. This allowed the release velocity to be estimated with the results shown in Tab.(5.1). The voltage quoted is that supplied by the signal generator with the powers measured off the amplifier at 50 Ω. The circuit was driven on resonance in each image and the chamber was at a partial vacuum of 1 mbar for a quick test. Particle release rate increases with driving power, as does the maximum height the particles reach, however they are still very close to the surface and are unlikely to be useful for trapping. The particles are likely very large and are too close to the surface anyway to be trapped. The surface of the transducer is very rough and the solution was only diluted to 5%, which is still very high. To increase both the
5.4 Ultrasonic Horn

The ultrasonic transducer purchased and used is designed to transmit the vibrations into a water bath to clean components. To achieve this the end of the transducer flairs out to spread the energy, but it would be better for particle release if all the energy was focused down to a smaller area. This is the concept of an ultrasonic horn. It is

<table>
<thead>
<tr>
<th>Image</th>
<th>Supply Voltage (mV)</th>
<th>Power (W)</th>
<th>Max height (mm)</th>
<th>Release Velocity (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>100</td>
<td>20</td>
<td>0.16</td>
<td>0.06</td>
</tr>
<tr>
<td>b</td>
<td>200</td>
<td>30</td>
<td>0.22</td>
<td>0.07</td>
</tr>
<tr>
<td>c</td>
<td>300</td>
<td>40</td>
<td>0.46</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table 5.1: Table of results from the vertical ejection of 100 nm particles off the surface of the 40 kHz transducer. The particles were simply drop coating onto the surface without any special preparation.
Vacuum source: Ultrasonics

Figure 5.5: Particles being thrown from the surface of the 40 kHz transducer at; 20 W (a), 30 W (b), and 40 W (c), of driving power. The heights and release velocities are given in Tab.(5.1)

A device that maintains the overall length of the transducer to be a half wavelength but now with all the vibrational energy focused to a small area. A horn was designed for the transducers being used that was 1 wavelength long, preserving the overall half wavelength, and reduced the diameter down to 3 mm. This increases the energy of the oscillations by the squared ratio of the starting and finishing diameters, so that going from 45 mm to 3 mm gives an increase of 225 times. The amplitude should then increase by $\sqrt{225}$ giving 0.6 mm and allowing $\odot 1.2 \, \mu m$ particles to be released. This is a significant improvement but there will now be additional losses due to reflections off the new edges. These can be minimised by placing them at anti-node points or by adding gradients to try and deflect them. A full simulation would require a complete finite element analysis of the device however using the simple ideas outlined above a prototype was manufactured with Fig.(5.6) showing what it looks like attached to the transducer.

The new horn setup was then placed vertically within the vacuum chamber and the area above the tip was illuminated with 0.5 Watts of 808 nm light. The driving voltage was again supplied by amplifying the signal from the TTi TG5011 function generator using an ENI 2100L power amplifier. This allowed the transducer to be powered all the way up to its maximum of 50 watts and multiple release events were observed within the range of 10-20 watts. Vacuum tests were then performed down to $10^{-6}$ mbar. Fig.(5.7) shows particle release at $10^{-6}$ mbar with an expanded illumination beam showing clear parabolic curves. This allows the velocity to be calculated as the height can be compared to the diameter of the horn tip seen in the image, 3 mm. This gives the vertical velocities as 0.25 m/s to 0.35 m/s for those that can be calculated. There are some that do not have a maximum height and so it is estimated from the arc. The release rate is still very low so the next step is to improve the surface finish.
Figure 5.6: The prototype ultrasonic horn once finished and attached to the transducer. The length is one wavelength long and the final diameter is 3 mm giving a maximum possible increase for the oscillation energy of 225 times that without the transducer.
Figure 5.7: A wide illumination area of particle release at high vacuum, $10^{-6}$ mbar, with path arcs that allow the velocity to be calculated. The spiral path is assumed to be due to the irregular shape of particle clusters. This particle release was at 10 watts of driving power and the velocities are estimated to be $0.3 \pm 0.1$ m/s.

Figure 5.8: The surface quality of the tip of the horn before (A) and after (B) polishing with a calico polishing wheel. There is an improvement after polishing but there is still significant surface roughness. Ideally the tip should be optically flat to prevent particles from collecting in the grooves and getting stuck to each other.

5.5 Surface finish

The release rate can be increased by improving the surface finish on the tip. Fig.(5.8) shows a before and after polishing using a calico polishing wheel. There is a clear improvement but there are also still large marks that the particles cluster into as the solution dries after drop coating. Two methods were then performed in an attempt to achieve a mirror-like surface.

The first was to apply a layer of Chrome via thermal evaporation. This reduced the number of viable marks however, as shown in Fig.(5.9.A) the coating could not withstand the forces from the sonication. The other method was to send it to an external company to have a small amount diamond turned off the end. 10 tips were sent to the same
company as used for the parabolic mirror and the results are seen in Fig.(5.9.B). The finish is now mirror-like to the human eye and there are no large marks seen under the microscope. However, there are still small pits and streak marks from the manufacturing process. It may be that a different grade of aluminium would be able to achieve a better finish or that a different process like lapping would be more appropriate[106]. Either way another problem is the pooling of particles in to drying edges that results in large clusters. To remove these a new technique was developed to increase drying speed and produce a more homogeneous distribution.

![Figure 5.9: A: A layer of chrome was deposited on to the surface via thermal evaporation but after use the chrome layer has come apart under the mechanical stresses. B: 10 tips were sent to Symons mirror technology ltd to be diamond turned. The resulting finish is mirror like to the human eye although there are still small pits and streaks. It might be possible to improve on this in the future by using a different grade of Aluminium.](image)

5.6 Loading

The drop coating method used for the ablation work results in small clusters and single particles but theses are also spaced very far apart and low in number. To over come this a new loading method was developed using the nebuliser and a heat gun. The aim was to dry the particle solution as fast as possible in an attempt to break up the lines that form from with a higher concentration of particles. An example of these lines is shown in Fig.(5.10.A) with $\Theta 80$ nm SiO2 particles at a concentration of 1:20 with deionized water. The SiO2 particles come from the supplier in solution at a concentration of 5% so the final concentration is 265 $\mu$g/ml of SiO2 particles to water. This would result in the $\Theta 5$ $\mu$m droplets seen in Fig.(5.10.A) containing $\approx 25$ particles and the larger drying line seen at the bottom of the figure having $\approx 4400$ particles. However, as the solution dries it does not deposit the particles uniformly and instead the particles are dragged with the liquid and coalesce to form the features seen. The water has been completely removed so the droplet like features are completely formed from nanoparticles and other residue. To prevent this coalescing the dilution medium was changed to methanol and a heat
gun was used to heat the backside of the glass slide. The temperature was measured using an infrared thermometer to be 160°C. The internal electrics of the nebuliser were removed and the piezo was driven directly using a signal generator. This removes the frequency tracking electronics but it also allows for more control of the driving amplitude and allows better pulse operation.

The apparatus was arranged as in Fig.(5.10.C) and the full sequence operation was as follows,

- Heat gun turned on and system left for 120 seconds to heat slide to 160°C.
- Heat gun turned off and the Piezo driven at 179.08 kHz at 10 V for 30 seconds.
- Piezo off and heat gun on for another 120 seconds.
- Repeat 5 times in total.
Fig. (5.11) shows the result after this procedure. There are no drying lines and the visible clusters are only 3 microns wide. This should result in a much larger number of individual particles and so a higher release rate. Fig. (5.11) shows a much larger release seen after the improvements to particle preparation. The transducer is driven as before at 15 W. The material that is ejected is travelling much faster than before, and so it can be assumed to be smaller. Attempts were made to trap these particles in air, however, nothing trapped. This implied that it is still only clusters with diameters \( > 1 \mu m \) that are being observed or that the release density is still low. It is likely that the single particles are simply not being released from the surface in the first place due to the Van der Waals force and losses limiting the amplitude of the surface. To overcome this a much larger acceleration is needed from the piezo, which can be achieved by using a higher frequency piezo.

### 5.7 MHz

As noted the acceleration of the piezo surface is proportional to the square of the resonant frequency, \( a \propto f^2 \). So by using a 9 MHz piezo the acceleration can be increased by a factor of 192 over the 40 kHz transducer. To this aim a number of ring piezos were purchased from PIceramic[107]. These have a thickness mode at 9 MHz and a measured thickness of 250 ± 10 \( \mu m \), which makes them very fragile. They can also only be run in a pulsed mode at 20 W of driving power as they will reach their Curie temperature of 250°C in just a few seconds[108]. With \( d_{33} = 500 \times 10^{-12} \ C/N \) these piezos will
have a maximum displacement of $150 \times 10^{-9}$ nm at 300 V. This gives an acceleration of $480 \times 10^6 \text{ m/s}^2$ and with this it should be possible to release $\varnothing 370$ nm particles from the piezo surface, assuming the Hamaker constant is still $\approx 10^{-19}$ J.

The piezos electrical response was measured after it had been mounted onto the tip of a steel rod. The steel rod will allow the piezo to be removed and reloaded easily without interfering with the rest of the experiment. This mounting did result in a shift in the resonance frequency, from 9.1 MHz to 9.6 MHz, and the formation of a few other small resonances, as seen in Fig.(5.12) but this shouldn’t have too much of a negative effect.

![Figure 5.12: Electrical response of the piezo ring from PIceramic[107]. The piezo is 250 $\pm$ 10 $\mu$m thick and has a resonant frequency of 9 MHz when just connected to electrodes, blue line. Once mounted the resonant frequency moved to 9.6 MHz and a number of other small peaks appeared, orange line. This lowers the Q but the device is still usable for testing.](image)

The surface of the piezo was drop coated with a 0.25% concentration of $\varnothing 160$ nm silica particles in deionised water and placed as close to the trap site as possible using a translation stage. This is a higher concentration than used to produce single particles but here the priority is just to see a release event, which was observed as in Fig.(5.13). The turn on and turn off points can be seen as the piezo is close enough to the trap to scatter collectable light. The trap itself is made with a Thorlabs moulded aspheric with a design wavelength of 1550 nm. With an NA of 0.6 this lens has a larger beam waist of 1.2 $\mu$m but for this test a deep trap is not required and the larger trapping area will in fact help. The chamber is at $4 \times 10^{-4}$ mbar which is low enough to be high vacuum.
Figure 5.13: A 35 ms pulse from a 9 MHz piezo. There is an increase in signal at switch on from the scatter off the piezo. Once this scatter reduces there is a large event at 21 msec, where a particle is measured travelling through the trap.

In Fig.(5.13) the piezo is turned on and there is a large increase in scattered light. It is difficult to say how much of this signal is from particles leaving the piezo and how much is due to the motion of the piezo itself. After a few micro seconds at full power the piezo begins to heat and the resonant frequency shifts just enough to reduce the amplitude. The piezos also had a tendency to loosen the retaining bolts which also contributed to the change in signal. At 21.2 msec there is a sudden jump in signal that lasts for just 1.5 msec before dropping back to the same level as before the event. Given the suddenness of the transition and the magnitude of the signal change it is likely that this is a particle travelling near to or through the trap. Unfortunately there wasn’t enough data to produce a PSD and obtain a trapping frequency but this is still a good indication that this method produces particles.

5.8 Conclusion

For small objects, such as nanoparticles, the Van der Waal force is very strong so a significant force is required to overcome it. To achieve this force it was decided to use peizo devices as other groups had seen progress with larger particles. Using a 40 kHz
**Vacuum source: Ultrasonics**

<table>
<thead>
<tr>
<th></th>
<th>Δz</th>
<th>Ω/2π</th>
<th>R(_{\text{min}})</th>
<th>a</th>
</tr>
</thead>
<tbody>
<tr>
<td>just piezo</td>
<td>84nm</td>
<td>40 kHz</td>
<td>56 μm</td>
<td>5300 m/s²</td>
</tr>
<tr>
<td>with transducer</td>
<td>40 μm</td>
<td>40 kHz</td>
<td>2.5 μm</td>
<td>2.6 × 10⁶ m/s²</td>
</tr>
<tr>
<td>with horn</td>
<td>600 μm</td>
<td>40 kHz</td>
<td>663 nm</td>
<td>38 × 10⁶ m/s²</td>
</tr>
<tr>
<td>MHz</td>
<td>150 nm</td>
<td>9 MHz</td>
<td>186 nm</td>
<td>480 × 10⁶ m/s²</td>
</tr>
<tr>
<td>MHz + transducer</td>
<td>4 μm</td>
<td>9 MHz</td>
<td>36 nm</td>
<td>13 × 10⁹ m/s²</td>
</tr>
</tbody>
</table>

**Figure 5.14:** Summation of predicted amplitude, acceleration and minimum particle radius that can be released.

PZT 8 transducer from Beijing Ultrasonic it was possible to release large clusters directly from the rough surface validating the work seen by others. Next, the use of an ultrasonic horn to focus the vibration energy allowed for smaller particles to be released at larger heights but the particle density was still very low. By improving both the surface finish of the tip and the loading method to reduce clusters, the particle density was improved greatly as shown in Fig.(5.11). Attempts were made to trap these particles both at vacuum and at atmosphere as worked with the ablation method but unfortunately they were unsuccessful. This was tried multiple times with no success and it was assumed that the particles being released were still too large. To increase the force from the piezo further a number of 9 MHz PIC151 rings were purchased from PIceramic, which also had a strain coefficient twice that of PZT 8 (\(d_{33} = 500 \times 10^{-12} \text{C/N}\)). Using these gave the first indication of a detection signal as shown in Fig.(5.13) but unfortunately it was still not possible to maintain the trap. The use of piezo devices as a neutral particle source is still very promising. So going forward it would be interesting to design a transducer and horn combination that can better transfer the energy into the particles. To improve the particle number density at the trap site after the release event, a way of manipulating their flight path is needed. This would allow either collimation or focusing and could potentially be achieved a number of different ways.
Chapter 6

Particle focusing

The ultrasonic sources show good indications of being a reliable release platform with kHz working well for $\mu m$ particles and the MHz likely to work for nm particles. However, they are released over a wide range of angles, which results in a low particle density at the trap. It would therefore be useful to devise some way of collimating the particle and control the particle’s direction after release. This way more particles can be guided to the trapping site, increasing trapping probability. It is critical that any collimation method does not reduce the already low particle flux so methods such as collimation slits are not helpful, unless the particles blocked can be returned to the tip for future release. Given the expertise in the group an interesting idea is to have a loosely focused beam aimed perpendicularly to the tip surface that would confine the particle’s transverse motion, but still allow them to travel vertically to the trapping laser.

6.1 Laser focusing of particles

The particle’s velocity is approximately $0.4 \, ms^{-1}$ from Fig.(5.11) and most come off at an angle of $45^\circ$ or less to the vertical. This can be used to calculate the kinetic energy of the particles and then Eq.(2.20) can be used to determine the parameters needs to collimate the particles into a tight beam. As the trapping force is dependent of the particle’s position in the trap the motion was broken down into small time steps and summed in a finite element simulation. The chamber is assumed to be at $10^{-5}$ mbar so that the thermal force is just $1.2 \times 10^{-20}$ N. This means the focusing intensity can be much less than at atmosphere even though the particles are travelling faster. Even so, more power is required than the 1550 nm laser can provide so an 808 nm pump laser with a maximum power of 60 W was obtained. This was focused using a 0.04 NA lens at a distance of 30 cm. The total force on a $\varnothing 100nm$ particle in this focus is given
Vacuum source: Beam focusing

in Fig.(6.1.A) using 50 Watts. Fig.(6.1.B) shows the change in horizontal velocity as the particle moves through the beam for various radial distances from the centre of the focus. It can be seen that particles within a radial distance of 8 \( \mu m \) from the centre of the focus will be trapped after a distance of 10.8 \( \mu m \). This is a very small focus and so there is less than 100 particles enclosed within this area, assuming 1 \( \mu m \) separation of particles. Increasing the focus waist results in having to increase the laser power to very high values. For example to focus particles from a 100 \( \mu m \) beam waist requires 5000 W of power at 808 nm. This can be improved by using a laser with a shorter wavelength but that is still a linear relationship. It is unsurprising then, that this method didn’t produce any detectable increase in trapping. Therefore other methods of particle collimation and focusing need to be explored.

**Figure 6.1:** A: Gradient force near the focus of a 0.04 NA lens with 50 W of laser power and assuming a particle diameter of 100nm. This NA is less than the mirror or aspheric lens, but here the particle will already be at vacuum and will be emitted within the focus and so less intensity is needed. B: Radical velocity as a function of vertical height as the particle moves through the beam. Each line has a different starting point from the focus centre. Below 8 \( \mu m \) a \( \odot 100 \) nm particle should be pulled back to the beam centre.

### 6.2 Magnetic focusing

It has been mentioned that the particles trapped often have a charge of a few electrons. While it would be preferred if they weren’t charged, it also allows the particles to be manipulated with magnetic and electric fields. This would allow for an increase in particle flux density or to even trap them within a Paul trap\[109\]. A simple method of focusing would be to use magnetic coils and it would have the advantage of not increasing the kinetic energy. A moving charged particle feels a Lorentz force of \( \mathbf{F}_L = q \mathbf{v} \times \mathbf{B} \) which causes the particle’s path to spiral, leading to a centripetal force of \( \mathbf{F}_C = \mathbf{v}^2 m/r \), where \( r \) is the radius of the spiral. The complete solution for magnetic focusing is more complex.
and is given by Mendel et al.[110], however, a simple understanding can be gained by looking at the balance of $F_L$ and $F_C$. This gives a radius of,

$$r = \frac{vm}{qB}.$$  \hspace{1cm} (6.1)

So the radius of the spiral can be reduced by increasing the magnetic field. This can be achieved by pasting the particles though the centre of an electromagnetic coil. The particles that pass through the exact centre will be unaffected but the off-centre particles will spiral inwards. The optical trap would be placed a the magnetic focus but it could also be a Paul trap which would greatly increase the chance of trapping. In fact with a Paul trap it might be possible to recycle particles but this would depend on the requirements of the experiment. If the particles are travelling too fast a Stark decelerator can be used to slow them down and allow loading into the trap[111].

An example is shown in Fig.(6.2.B) with Fig.(6.2.A) showing the beam without any focusing. A beam of $10^{-19}$ kg particles can be focused 40 mm from the ejection surface with a starting velocity of 0.12 m/s. The parameters used are given in Tab.(6.1) which shows that a large current had to be used relative to the wire diameter, so melting could be an issue. Also most particles ejected from the piezo had a velocity of 0.4 m/s so a lot of the particle won’t be focused with this method. Of course if the particles are charged anyway then it is possible to manipulate them with electric fields as already shown in Chap.(3).
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle mass</td>
<td>$10^{-19}$ kg</td>
</tr>
<tr>
<td>Total velocity</td>
<td>0.12 m/s</td>
</tr>
<tr>
<td>Charge</td>
<td>100 elementary charges</td>
</tr>
<tr>
<td>Release angle</td>
<td>45°</td>
</tr>
<tr>
<td>Coil current</td>
<td>1 A</td>
</tr>
<tr>
<td>No. Turns</td>
<td>5000</td>
</tr>
<tr>
<td>Wire Diameter</td>
<td>1 $\mu$m</td>
</tr>
<tr>
<td>Coil outer radius</td>
<td>10 mm</td>
</tr>
<tr>
<td>Coil inter radius</td>
<td>3 mm</td>
</tr>
<tr>
<td>Coil length</td>
<td>2.5 mm</td>
</tr>
<tr>
<td>Wire material</td>
<td>Copper</td>
</tr>
<tr>
<td>Conductivity</td>
<td>$6 \times 10^7$ S/m</td>
</tr>
</tbody>
</table>

Table 6.1: Simulation parameters used to produce Fig.(6.2). The diameter of the wire is quite small for this level of current so the system would have to be pulsed at the very least. Even with this high current it was only possible to focus particles with a total velocity of 0.12 m/s, meaning a lot of particles would be lost.

6.3 Electrical focusing

There are a number of ways to focus and manipulate a beam of charged particles using electric fields. Electron guns use a pair of electrodes, a hot cathode to emit electrons and an anode to accelerate the particles towards it[112]. There is a third surface called a Wehnelt cylinder near the hot cathode that has a negative bias and suppresses the emission of electrons apart from a small controlled area. This allows the source to be point like while the Wehnelt cylinder may also focus the electrons after emission. This design is not appropriate here as it would involved accelerating the charged particles further when it would be more ideal to slow them as they neared the trap. Another idea is a einzel lens or a uni-potential lens which focuses the charged particles without changing their energy[113]. This chapter will cover a dynamic variant of this were the potential is only applied once the particles are within the focusing cylinder. This can be done by applying a time delayed pulse as shown in Fig.(6.3.B) with a switch on at 4 $\mu$s after release and a switch off at 8 $\mu$s. This method would be able to collimate even the high velocity particles and allow for a tighter focus of the slower particles[114]. Collimation of $10^{-20}$ kg particles travelling at 1000 m/s is shown in Fig.(6.3.A) although some particles are still lost due to the variance in particle velocity. There is some increase in the particle energy but with control this can be minimised. The parameters for the simulation are given in Tab.(6.2).
Figure 6.3: A: Path trace of charged particles being collimated using a pulsed 750 V electrode ring. The particles are released with a velocity of 1000 m/s and a mass of $10^{-20}$ kg. B: Pulse shape formed of a switch on time of 4 $\mu$s and a switch off time at 8 $\mu$s. That this is able to collimation particles travelling at such high speeds show promise as a focusing method.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle mass</td>
<td>$10^{-20}$ kg</td>
</tr>
<tr>
<td>Total velocity</td>
<td>1000 m/s</td>
</tr>
<tr>
<td>Charge</td>
<td>100q</td>
</tr>
<tr>
<td>Release angle</td>
<td>45$^\circ$</td>
</tr>
<tr>
<td>Peak voltage</td>
<td>750 V</td>
</tr>
<tr>
<td>cut on</td>
<td>4 $\mu$s</td>
</tr>
<tr>
<td>cut off</td>
<td>8 $\mu$s</td>
</tr>
<tr>
<td>ring outer radius</td>
<td>7 mm</td>
</tr>
<tr>
<td>Coil inter radius</td>
<td>5 mm</td>
</tr>
<tr>
<td>Coil length</td>
<td>5 mm</td>
</tr>
<tr>
<td>Wire material</td>
<td>Copper</td>
</tr>
<tr>
<td>Conductivity</td>
<td>$6 \times 10^7$ S/m</td>
</tr>
</tbody>
</table>

Table 6.2: Simulation parameters used to produce Fig.(6.3). The particles are travelling very fast but the electric field is still able to collimate them. The mass is smaller than most of the particles that have been used in this thesis but it still holds promise as a focusing method for slower particles.

6.4 Conclusion

The difficulty with focusing neutral nanoparticles is that the interaction cross sections tend to be very low. It is already shown that Rayleigh scattering is small and it these scales as $1/r^6$, although even if it wasn’t it would be difficult to design a focusing method based on scattering alone. Using the gradient force as a focusing method would be much simpler and more effective but there is still a significant set back. In order for the beam waist to enclose enough particles to make a difference the laser power needs to be very high. For example to focus all the particles in a 100 $\mu$m waist travelling with a
maximum horizontal velocity of 0.4 m/s a laser power of 5000 W is needed. This is not only difficult to produce but would also likely damage the tip of the ultrasonic horn.

The rest of this chapter therefore developed ideas for focusing charged particles. There are two main forces, magnetic and electrical. For magnetic focusing, a system was designed where the particles are released into a solenoid wire coil and the magnetic field generated by the coil could focus the particles travelling at 0.12 m/s. However, this involves using 1 A with in a 1 \( \mu \text{m} \) diameter wire which would likely melt the wire unless it could be pulsed fast enough. The other point is that although it could focus particles travelling at 0.12 m/s this is still less than the 0.4 m/s the released particles are travelling at.

The last idea was to use electric fields. It was already shown that the particle’s motion can be readily manipulated using electric fields and so it was expected that this method would have the best result. The particles are released through the centre of a cylinder. 4 \( \mu \text{s} \) after the particles leave the surface a bias of 750 V is applied to the cylinder, pushing the particles away from the inner surface. After 8 \( \mu \text{s} \) this bias was turned off and most of the particles are now collimated. In the simulation, particles at travelling at 1000 m/s with a mass of \( 10^{-20} \) kg could be focused, giving promise that this method could be used for the particles released from both the ultrasonic tip and ablation.
Chapter 7

Conclusion

7.1 Summary

7.1.1 Force sensing

This thesis has demonstrated sensitivity down to $1.3 \times 10^{-21} \frac{N}{\sqrt{Hz}}$ and, as shown in Sec.(3.1), with modifications the system should have a sensitivity of $\approx 10^{-24} \frac{N}{\sqrt{Hz}}$. With this sensitivity it was possible to detect the changes in the particle’s motion from both AC and DC electric fields. DC forces turned out to be difficult to measure as there was a lot of slow time scale drift in the detection system. Even so forces as low as $10^{-16}$ N were detected with integration times of just 10 seconds. Non-restorative forces like an electrostatic field cause the particle’s average position to shift based on the polarity of the field and the charge on the nanoparticle. If the electric field is high enough, $2 \times 10^3$ V/m, the frequency was seen to shift from its zero field value with a small skew deformation. The origin of this shift and skew is unclear. In this work the origin was taken to be due to the summing of the electric field of the laser and the applied field. This resulted in Eq.(3.37) for the PSD, which has the correct dependence on voltage for the frequency shift and is a fairly simple mathematical model. However, it failed to give reasonable values for the particle’s charge, some times as high at $10^6 e$, and could not account for the skewness seen. The skewness could be added in mathematically but this adds very little physics and the data was too noisy to determine the relationship empirically. There are currently two other ideas being explored. The first is that the change in the particle’s average position moves the particle far enough up one side of the trapping potential for the trap to now be non-symmetric. This is the simplest but the relationship between the movement and the trapping field is unclear. The second is that the particle is moving between two states and it is the scattering between these that causes the deformation seen. This kind of system is often referred to as Fano-like.
Conclusion and future research

resonance as it is similar to the effect discovered by Ugo Fano[115]. This effect has been observed in other opto-mechanical systems but not in levitated optomechanics[116][117]. Further experiments may help to solve which of these is the true origin.

Applying an AC electric field resulted in the particle’s motion being driven at the AC frequency. As the driving frequency approached the natural frequency of the oscillator the signal from the driven frequency increased, resulting in a signal-to-noise of 200:1, where noise refers to the undriven PSD. With this enhancement it would be possible to beat the sensitivity limit due to thermal noise and reach $\approx 10^{-22} \frac{N}{\sqrt{Hz}}$. By reducing the pressure to UHV, $< 10^{-9}$ mbar, high quality factors of $10^{9}$ can be reached. With improvements, then the sensitivity may one day be able to reach the ZTHR limit of $\approx 10^{-24} \frac{N}{\sqrt{Hz}}$. There are other factors that might prevent reaching this though. From a technical stand point the thermal noise from the detector and the tracking on the PLL are likely to either be current limits or limiting factors in the near future. The PLL is likely the reason the pressure couldn’t go as low in the work presented here as it has been in other published work from this group. Work is now underway with a new cryogenically cooled vacuum chamber and an FPGA which should help reduce the Q and improve particle control. Water cooling the detector might be sufficient as the photodiode its self has a minimum NEP of 0.7 pW/Hz giving a positional sensitivity of $1.8 \times 10^{-24}$ m/Hz, significantly less than the displacement at SQL of 8.9 pm.

As the system is improved there are two other limits that may become an issue. The first is photon recoil, were the momentum given to the particle by scattered particles is enough to change its occupation number. This is most likely to only become an issue once the phonon occupation numbers reach $n \approx 20$. As the resulting heating rate scales with $r^3$, where $r$ is the radius of the particle, it should be possible to reduce this by using a smaller particle, e.g. $r = 25$ nm should avoid this problem all together. The next challenge could be shot noise, depending on the power being used to trap the particle. Currently the detection system has a collection efficiently of 1% meaning that 99% of the signal is lost before it can be converted into an output signal. At the SQL the output signal will have an amplitude of just $87 \pm 2 \times 10^{-9}$ V with the error given by shot noise. The error is low enough here that is shouldn’t be a limiting factor, however, it is close enough to be a concern if other noise sources are also near at this level.

If these challenges can be overcome and the system can reach the SQL, then there are some very interesting experiments that could be carried out, which have been detailed in this thesis. The natural progression from electrical forces is magnetic forces and in Chap.(3.4) and experiment to detect the magnetic moment of the particle was discussed. This could be done by either having a static magnetic field with a gradient of 20 T/m applied across the particle’s motion and switching the spins coherently with an RF pulse,
or by having the magnetic field itself switch. The second method would be simpler and could be achieved with the high magnetic fields generated by hard drive read heads. The first method is the more traditional style and so there is a lot more literature from which to draw information.

Another force that is of constant interest is gravity. The most practical method to detect the gravitational force between the particle and a test mass is to use a 1 kg test mass that is 1 cm away from a \( \varnothing 174 \) nm particle. The test mass should be oscillated so that the motion of the nanoparticle is modulated at that frequency. Ideally this modulation would be at the trap frequency but that may not be possible given the challenges of moving such a large mass at high frequencies however some oscillation should be possible using a piezo actuator. A movement of just 500 \( \mu m \) would modulate the force by 10% which should be detectable. This would result in a force of \( 10^{-25} \) N which would require an integration time of 3000 years with the current sensitivity. For the improved set up the force should be detectable with the normal 3 hours of integration. To measure the force between the nanoparticle and the earth the current setup would require an altitude change of 5.4 m with 3 hours of integration. With the improved set up the altitude change would only need to be 6.5 mm and at the ZTHR limit it could be as small at 24 \( \mu m \). The main challenge then will be moving the experiment in such a way that the vibrations of the chamber or small changes in alignment don’t couple to the motion of the particle. For the alignment a fibre feed-through could be used and the vibrations require the mirror mount to be isolated.

7.1.2 Vacuum source

To reach \( 10^{-9} \) mbar reliably the chamber has to be devoid of out gassing materials such as water. This could be a problem as the current loading method involves the use of a particle-water solution dispersed into the chamber at atmosphere. There is a build up of both particle and water residue around the whole chamber that has to be removed at times just to reach \( 10^{-5} \) mbar. To prevent this other source ideas were developed. Chap.(4) discussed work done with an ablating source that generated trappable particles directly in the chamber. Due to limits of the Nd:YAG laser used a large number of the particles produced were too large to trap, however, as the size distribution is thermal there are still smaller particles available. An example of a particle trapped at atmosphere is shown in Fig(4.12) with a radius of 35 \( \pm \) 3 nm. While promising there were still significant challenges with this method. First, the particles produced are likely travelling very fast, compared to trapping frequency. This could be solved with the FPGA and fast position tracking but there is a larger issue. The energies involved to generate the particles are very large and are easily able to damage the measurement equipment.
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Given the speed of the particles it is difficult to protect the detector and still have it be in a functional state for the cooling.

Another idea developed was to use an ultrasonic piezo to release dry particles from a prepared surface. This had the advantage that the particle’s size range could be known before hand and also the source could be very close to the trap site. To test this idea an ultrasonic horn was developed that could be attached to a 40 kHz transducer. This focused the energy from the transducer down to a surface of just 3 mm in diameter. The surface was diamond turned to improve surface finish and the particles were loaded using a rapid heating method to minimise clusters. This method showed significant particle release but nothing could be trapped. On the assumption that the particles were too large steps towards a MHz source were taken which resulted in the first detection of a particle from an ultrasonic source at the trap site. The signal didn’t last long and it is possible that it is the peizo driving the air that caused it to drop. There was insufficient data to produce a PSD but this still holds promise as a source once a transducer and even a horn have been designed.

7.2 Future work

Sensitivity: It has been mentioned repeatedly the need to move to the cryogenically cooled chamber and reduce the pressure down to $10^{-9}$ mbar. There is a strong indication that this will allow the system to approach the ground state and improve the force sensitivity. To that end the current PLL needs improving and ideally switching to an FPGA system.

Forces: The next action should be to measure the gravitational constant as this can be done without tampering with the rest of the set up. The biggest challenge there is making sure the vibrations of the driving piezo actuator does not interfere with the detection arm. There are some other forces that the system might be able to measure if it can reach ground state. It is unlikely that it will ever have the sensitivity to measure gravitational waves but other exotic gravitational effects might be measurable[118][119].

Vacuum source: For the source, a MHz horn needs to be designed. This could be coupled with a second trap with a larger waist, increasing trapping area. Electrical focusing could also be employed if the charge does not affect sensitivity. So long as the chamber and all components are earth during force measurements this should be possible.
Appendix A

Derivation of trapping force

The trapping force is given by,

\[ F(r, z) = \frac{8P\alpha^3}{c}n^2 - 1 \nabla \left( \frac{1}{w(z)^2}e^{-\frac{2r^2}{w(z)^2}} \right), \tag{A.1} \]

In cylindrical coordinates, \( \nabla = \hat{r} \frac{\partial}{\partial r} + \hat{z} \frac{\partial}{\partial z} \) simplicity let \( \beta \) equal the leading constant. The force component in the \( \hat{r} \) direction is,

\[ r = \beta \frac{\partial}{\partial r} e^{-\frac{2r^2}{w(z)^2}} \]
\[ = \beta \frac{-4r}{w(z)^2}e^{-\frac{2r^2}{w(z)^2}} \tag{A.2} \]

The longitudinal direction is,

\[ z = \beta \frac{\partial}{\partial r} \left( \frac{1}{w(z)^2}e^{-\frac{2r^2}{w(z)^2}} \right) \]
\[ = \beta \frac{\partial}{\partial r} \left( \frac{1}{w(z)^2} \right) e^{-\frac{2r^2}{w(z)^2}} + \frac{\partial}{\partial r} \left( e^{-\frac{2r^2}{w(z)^2}} \right) \frac{\beta}{w(z)^2}. \tag{A.3} \]

The differential in the first term becomes,
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\[
\frac{\partial}{\partial r} \left( \frac{1}{w(z)^2} \right) = \frac{\partial}{\partial r} \left( \frac{1}{w_0^2} \frac{1}{1 + (z/z_R)^2} \right) \\
= \frac{1}{w_0^2} \frac{\partial}{\partial u} \left( \frac{1}{u} \right) \frac{\partial u}{\partial z} \\
= \frac{1}{w_0^2} \left( \frac{1}{u^2} \right) \frac{2z}{z_R^2} \\
= -\frac{2zw_0^2}{z_R^2 w(z)^4},
\]

where \( u = (1 + (z/z_R)^2) \) so \( \frac{\partial u}{\partial z} = \frac{2z}{z_R} \) and Eq.\( (2.9) \) has been used to get the relation between beam waist and \( z \). The second differential in Eq.\( (A.3) \) is,

\[
\frac{\partial}{\partial r} \left( e^{-2r^2} \frac{1}{w(z)^2} \right) \frac{e^{-2r^2}}{e} \\
= -4r^2 \frac{2z^2}{z_R^2 w(z)^2}
\]

Bring this all together gives the total force as,

\[
F(r, z) = 2 \beta e^{-2r^2} \left( \hat{r} \frac{2r}{w(z)^4} + \hat{z} \left( \frac{w_0^2}{w(z)^4} - \frac{2r^2w_0^2}{w(z)^6} \right) \right)
\]

(A.6)
Appendix B

Technical drawings

B.1 Parabolic mirror

Figure B.1: The Autocad drawing sent to the manufacturer to produce the parabolic mirrors.
B.2 Needle

Stainless Steel 304 High voltage electrode
David Hempston, Rm3038, 8th Oct 2016

Figure B.2: Design drawing used to manufacture the needle using in the electric fields experiments.
Appendix C

Driven Harmonic Oscillator

Take a mass on a spring that is free to move horizontally. For a displacement $x$ there will be a restoring force $-kx$, where $k$ is the spring constant, and a damping force $\Gamma \dot{x}$, where $\Gamma$ is the damping rate. If the other end of the spring is also attached to a piston that can also move then equation of motion is,

$$\ddot{x} + \Gamma \dot{x} + \omega_0^2 x = \omega_0^2 X, \quad (C.1)$$

where $\omega_0$ is the natural frequency and $X$ is the piston displacement. Let the pistons motion be sinusoidal so that $X(t) = X_0 \cos(\omega t)$

$$\ddot{x} + \Gamma \dot{x} + \omega_0^2 x = \omega_0^2 X_0 \cos(\omega t), \quad (C.2)$$

In the steady state solution the mass will have the same oscillation frequency as the piston, in which the frictional energy loss per cycle is exactly matched by the work done by the piston per cycle. This suggests a solution to $x(t)$ of the form,

$$x(t) = x_0 \cos(\omega t - \varphi), \quad (C.3)$$

where $x_0$ is the amplitude of the driven oscillation, and $\varphi$ is the phase lag of this oscillation (with respect to the phase of the piston oscillation). Using this as the form, the velocity and acceleration are given by,
\dot{x}(t) = -\omega x_0 \sin(\omega t - \varphi) \quad \text{(C.4)}

\ddot{x}(t) = -\omega^2 x_0 \cos(\omega t - \varphi) \quad \text{(C.5)}

Eq.(C.1) becomes,

\( (\omega_0^2 - \omega^2) x_0 \cos(\omega t - \varphi) - \Gamma \omega x_0 \sin(\omega t - \varphi) = \omega_0^2 X_0 \cos(\omega t) \). \quad \text{(C.6)}

This can be expanded using the relations,

\[ \cos(\omega t - \varphi) \equiv \cos(\omega t) \cos(\varphi) + \sin(\omega t) \sin(\varphi) \] \quad \text{(C.7)}

\[ \sin(\omega t - \varphi) \equiv \sin(\omega t) \cos(\varphi) - \cos(\omega t) \sin(\varphi) \] \quad \text{(C.8)}

to obtain,

\[ [x_0 (\omega_0^2 - \omega^2) \cos(\varphi) + x_0 \Gamma \omega \sin(\varphi) - \omega_0^2 X_0] \cos(\omega t) \]
\[ + x_0 [(\omega_0^2 - \omega^2) \sin(\varphi) - \Gamma \omega \cos(\varphi)] \sin(\omega t) = 0 \]

The only way in which the preceding equation can be satisfied at all times is if the coefficients of \( \cos(\omega t) \) and \( \sin(\omega t) \) separately equate to zero. In other words, if

\[ x_0 (\omega_0^2 - \omega^2) \cos(\varphi) + x_0 \Gamma \omega \sin(\varphi) - \omega_0^2 X_0 = 0 \]
\[ (\omega_0^2 - \omega^2) \sin(\varphi) - \Gamma \omega \cos(\varphi) = 0 \]

These two expressions can be combined to give Eq.(C.13) for the position of the mass and Eq.(C.14) for the phase.

\[ x_0 = \frac{\omega_0^2 X_0}{\left[(\omega_0^2 - \omega^2)^2 + \Gamma^2 \omega^2\right]^{1/2}} \] \quad \text{(C.13)}

\[ \tan(\varphi) = \frac{\Gamma \omega}{\omega_0^2 - \omega^2} \] \quad \text{(C.14)}
Appendix D

Quantum harmonic oscillator

For a quantum harmonic oscillator (QHO) the Hamiltonian is,

$$\hat{H} = \frac{m\omega_0^2 \hat{x}^2}{2} + \frac{\hat{p}^2}{2m} \quad (D.1)$$

where $\hat{x}$ is the position operator and $\hat{p}$ is the momentum operator. To simplify some of the later maths let,

$$\hat{X} = \hat{x} \sqrt{\frac{m\omega_0}{\hbar}} \quad (D.2)$$

$$\hat{P} = \frac{\hat{p}}{\sqrt{m\hbar\omega_0}} \quad (D.3)$$

and then the following pair of operators can be defined,

$$\hat{a} = \frac{1}{\sqrt{2}}(\hat{X} + i\hat{P}) \quad (D.4)$$

$$\hat{a}^\dagger = \frac{1}{\sqrt{2}}(\hat{X} - i\hat{P}) \quad (D.5)$$

so that the Hamiltonian then becomes,

$$\hat{H} = \hbar\omega_0(\hat{a}^\dagger\hat{a} + 1/2). \quad (D.6)$$

The commutator for $\hat{a}$ and $\hat{a}^\dagger$ gives,
\[ [\hat{a}, \hat{a}^\dagger] = \hat{a}\hat{a}^\dagger - \hat{a}^\dagger\hat{a} \]
\[ = \frac{1}{2} \left( (\hat{X} + i\hat{P})(\hat{X} - i\hat{P}) - (\hat{X} - i\hat{P})(\hat{X} + i\hat{P}) \right) \]
\[ = \frac{1}{2} \left( \hat{X}^2 - i\hat{X}\hat{P} + i\hat{P}\hat{X} + \hat{P}^2 - \hat{X}^2 - i\hat{X}\hat{P} + i\hat{P}\hat{X} - \hat{P}^2 \right) \]
\[ = -i(\hat{X}\hat{P} - \hat{P}\hat{X}) \]
\[ = \frac{-i}{\hbar} [\hat{x}, \hat{p}] \]
\[ = 1 . \quad (D.7) \]

When the Hamiltonian operates on some wave function, \(|\phi\rangle\), it gives an eigenvalue, \(E\), which is the energy of that state and the original wave function, i.e. \(\hat{H}|\phi\rangle = E|\phi\rangle\). To see how \(\hat{a}^\dagger\) changes the state let’s apply it to a general wave function and then apply the Hamiltonian.

\[ \hat{H}\hat{a}^\dagger |\phi\rangle = \hbar\omega_0 (\hat{a}^\dagger \hat{a} + 1/2)\hat{a}^\dagger |\phi\rangle \]
\[ = \hbar\omega_0 (\hat{a}^\dagger \hat{a}\hat{a}^\dagger + \hat{a}^\dagger/2) |\phi\rangle \]
\[ = \hat{a}^\dagger \hbar\omega_0 (\hat{a}\hat{a}^\dagger + 1/2) |\phi\rangle \]
\[ = \hat{a}^\dagger \hbar\omega_0 (\hat{a}^\dagger \hat{a} + 1 + 1/2) |\phi\rangle \]
\[ = \hat{a}^\dagger \hbar\omega_0 (\hat{a}^\dagger \hat{a} + 1/2) |\phi\rangle + \hbar\omega_0 \hat{a}^\dagger |\phi\rangle \]
\[ = \hat{a}^\dagger \hat{H} |\phi\rangle + \hbar\omega_0 \hat{a}^\dagger |\phi\rangle \]
\[ = (E + \hbar\omega_0)\hat{a}^\dagger |\phi\rangle , \quad (D.8) \]

where \(\hat{a}^\dagger |\phi\rangle\) is a new wave function with an energy of \(E + \hbar\omega_0\). This is why \(\hat{a}^\dagger\) is known as the raising operator, it raises the energy state by one unit of \(\hbar\omega_0\). Similarly, \(\hat{a}\) is the lowering operator that reduces the energy by one level, until the ground state where \(\hat{a} |\phi\rangle = 0\).
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