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Abstract 

Through performing hydrogen desorption experiments at different heating rates, , the 

(effective) activation energy, E, of the desorption process can be determined from the shift 

of a characteristic temperature, Tf, of the hydrogen evolution effect with heating rate. In the 

literature various methods have been employed, and in the present work the accuracy of 

these methods is investigated. The Kissinger-Akahira-Sunose, Flynn-Wall-Ozawa, Starink, 

Kissinger and Choo-Lee methods all employ approximations which cause deviations in the 

activation energy determination, which increase drastically as E/RT (R is the gas constant) 

becomes smaller. It is shown that for various hydrogen desorption reactions reported in the 

literature, deviations in reported E between ~1 to ~20% can occur due to inappropriate use 

of methods. It is shown that the Ozawa and Flynn-Wall-Ozawa methods are highly 

inaccurate and particularly for hydrogen evolution, where E/RT is often smaller than 15, 

they are in most cases inappropriate. The Kissinger peak method is accurate for first order 

reactions, but as hydrogen evolution reactions generally are not first order reactions, 

application of this method will result in inaccuracies which increase for decreasing E/RT. 

In general the magnitude of the deviations of such a peak method are not predictable, as 

this depends on the reaction mechanism. In many cases the Kissinger peak method is 

inappropriate for high accuracy determination of activation energy for hydrogen evolution 

reactions. Amongst the methods that provide an activation energy directly from a slope 

(i.e. without iterative procedures) the Starink method provides the best accuracy of 

activation energy analysis methods studied in the literature. It provides an accuracy that is 

better than 2% for E/RT >6, which covers all known hydrogen desorption reactions, whilst 

correction for residual errors are possible. 
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1. Introduction 

 

Analysis of the mechanisms of absorption and 

desorption of hydrogen in materials is important as 

it improves our understanding of two key areas of 

technology: solid-state hydrogen storage for 

cleaner energy applications and hydrogen assisted 

embrittlement (HAE) in structural materials. In the 

energy application, hydrogen storage systems are a 

crucial part to allow a hydrogen economy to work, 

and material with a high storage capacity are 

required [1,2]. In structural materials, hydrogen 

absorption can lead to HAE and premature, 

unexpected failure of structural components. In 

both cases, the activation energies of absorption 

and desorption are particularly important 

parameters. For hydrogen storage materials a low 

activation energy is indicative of good 

applicability of the material for hydrogen storage 

systems [1]. In studies of hydrogen assisted 

embrittlement (HAE) in structural materials, 

determination of the activation energy, E, provides 

information on the trap states of the H atoms [3].  

 

A regularly employed method for analyses of 

hydrogen desorption kinetics is linear heating 

hydrogen desorption measurements. Through 

performing experiments at several heating rates, , 

the (effective) activation energy of the process can 

be determined from the shift of a characteristic 

temperature, Tf, of the hydrogen evolution effect 

with changing heating rate [4,5]. (Often Tf is taken 

as the temperature of a (local) maximum in H 

evolution rate, i.e. a peak temperature Tp.) In a 

range of works (e.g. [5,6,7,8,9,10]) such an 

activation energy determination has been 

performed with the aid of an analysis method that 

is generally known as the Kissinger method, i.e. 

plots of ln(Tp
2/) versus 1/Tp  are made, and the 

slope of the straight line is taken to equal E/R (R is 

the gas constant). Also the Ozawa method has 

been regularly employed, see e.g. [11], as well as 

the Starink method [12]. The thus obtained 

(apparent) activation energies have been discussed 

in terms of operating mechanisms and compared 

with theoretically derived trap energies and 

chemical bonding states [13]. Materials for 

hydrogen storage include materials based on 

chemical storage processes (e.g. in metal hydrides) 

and by physisorption processes (e.g. in carbon 

materials: fullerenes, nanotubes, grapheme; 

zeolites) [2,14,15]. Promising new developments 

to improve hydrogen sorption include application 

of reactive hydride composites (RHC) [16,17] and 

the use of nanoconfinement in porous material, 

e.g. in a (meso)porous medium [18,19]. Published 

desorption data relevant for the present analysis of 

kinetics includes materials based on Mg-Li (e.g. 

Mg(NH2)2/LiH [20,21]) and Mg-Ti ([22,23]) 

systems. For structural materials published data on 

H desorption includes work on Al alloys and steels 

[24,25,26]. 

 

Whilst this approach has often appeared to be 

fruitful, it appears to be generally ignored that all 

the above mentioned activation energy 

determination methods have a limited accuracy 

[27,28,29,30]. In this contribution, the accuracy of 

the activation energy analysis methods for linear 

heating experiments relevant for H desorption will 

be assessed. It will be shown that accuracy of 

reported activation energies varies, and in several 

cases reported measured apparent activation 

energies will be in error by 4 to 6%, and 

corrections for these deviations are presented. 

Also, improved methods with higher accuracy are 

identified. 

 

In addition to the special importance of these 

activation energy determination methods in the 

analysis of H desorption, the methods have been 

widely applied to a wide range of other reactions. 

Just as for H desorption studies the methods are 

generally applied with little or no reference to their 

accuracies. In chemistry, the Ozawa (and related 

Flynn-Wall-Ozawa) method still finds substantial 

application, even though it has been shown the 

method is the most inaccurate of its group [27]. A 

further aim of the present work is thus to further 
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clarify the accuracies of the activation energy 

determination methods.  

 

2. Derivations of the methods 

 

2.1 Model-free methods 

 

In general it is beneficial to calculate the activation 

energy using a method that does not depend on the 

reaction model/mechanism, i.e. a model-free 

method. The general derivation of model-free 

activation energy analysis methods has been 

presented in detail elsewhere [27]. The main 

elements relevant for hydrogen absorption and 

desorption studies is summarised in this chapter. 

 

In deriving model-free activation energy analysis 

methods the transformation rate (e.g. the rate of 

hydrogen desorption) is considered to be the 

product of two functions, one depending solely on 

the temperature, T, and the other depending solely 

on the fraction transformed,  [27,31]: 
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where f() is the transformation function. The 

temperature dependent function is assumed to 

follow an Arrhenius type dependency: 
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Inserting Eq. (2) into Eq. (1) and taking the 

logarithm provides 
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To address reactions occurring during heating at a 

constant heating rate, , Eq. (2) is inserted in Eq. 

(1) and this is integrated by separation of 

variables: 
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where y = E/RT, yf = E/RTf , Tf  is the temperature 

at an equivalent (fixed) state of transformation. 

The integral on the right hand side is generally 

termed the (Arrhenius) temperature integral, p(y): 
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A range of approximations of the temperature 

integral p(y) have been suggested in the literature. 

The asymptotic expansion after a single 

integration in parts provides: 
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The first term in the expansion in Eq. 6 is the 

approximation used by Murray and White [32]: 
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Doyle [33,34] suggested a linear approximation of 

the logarithm of p(y): 

 

315.24567.0)(log  yyp               (8) 

 

which is equivalent with: 
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The latter two approximations are part of a wider 

group of approximations described by: 
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This class of approximations is important because 

it leads to a group of methods that is most used 

(the direct methods) which includes the Kissinger-

Akahira-Sunose (KAS) method [35] (also known 

as the generalised Kissinger method) and Flynn-

Wall-Ozawa (FWO) [36,37] analysis method. For 

each value of exponent , A and B can be 

optimised by minimising the deviation between 

the approximation function and the exact integral.  

 

A highly accurate approximation, which 

outperforms the approximations in Eqs. 7 and 8 

over most of the relevant range of y [27], is given 

by: 
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The above approximations for p(y) can be used to 

derive isoconversion methods for activation 

energy determination. In general all 

approximations that are of the form of Eq. 10 lead 

to an isoconversion method with general form 

[27,38]: 
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In Doyle’s approximation (Eq. 8) =0 and this 

provides that E is determined from the slope of 

plots of ln() versus 1/Tf. This method is known as 

the Flynn-Wall-Ozawa (FWO) method and 

requires multiplying the slope by R/1.0518 [36]. In 

the approximation in Eq. 7, =2 and this provides 

that E is determined from the slope of plots of 

ln(Tf
 2) versus 1/Tf [30, 35]. This method is 

known as the Kissinger-Akahira-Sunose (KAS) 

method and requires multiplying the slope by R. In 

the approximation in Eq. 11, =1.92 and this 

provides that E is determined from the slope of 

plots of ln(Tf
 1.92) versus 1/Tf and requires 

multiplying the slope by R/1.0008. This method is 

often referred to as the Starink method (or Starink 

1.92 method) [27]. The main characteristics of 

these methods are summarised in Table 1. 

 

The deviations introduced in the determination of 

E in these methods can be determined exactly, and 

is independent of reaction type [27].  These 

accuracies are provided in Fig. 1 in terms of the 

relative deviation E/E for 3 relevant methods 

(FWO, KAS, Starink). This figure shows that the 

methods introduce substantial deviations 

especially when y (= E/RT) is smaller than 15, and 

even the more accurate methods loose accuracy 

when y drops below 10. Many hydrogen 

desorption reactions with y < 10 have been 

analysed with a range of methods (e.g. Kissinger 

and Ozawa methods) and hence a range of 

apparent activation energies reported in the 

literature will suffer from this inaccuracy. 

As the methods described in this section have 

relative deviation E/E that are independent of 

reaction model, they can be considered as 

genuinely ‘model-free’ methods, and if required 

determined activation energies can be corrected 

for by using Fig. 1, or correction tables such as 

those presented by Flynn [39]. 

The above methods all consider temperatures at a 

constant amount transformed. If it is assumed that 

the maximum reaction rate (i.e. the peak in a H 

evolution or TGA measurement) occurs at a 

constant amount transformed then we can apply 

the method at the peak temperatures, Tp. For 

instance, if the approximation of Eq. 7 is applied, 

E is determined from the slope of plots of ln(Tp
2) 

versus 1/Tp. This method is generally termed the 

Kissinger method, and the approximations and 

assumption used here are identical to those used in 

the original work by Kissinger [40,41]. Similarly, 

one might use approximation Eq. 8, which leads to 

the method known as the Ozawa (peak) method, or 

Eq. 10, which leads to the method known as the 

Starink peak method [27]. However, as we shall 

see below, these peak methods introduce new 

uncertainties and are not strictly model-free 

methods. 
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methods plot deviation E/E  

 True isoconversion methods  at E/RT=6 at E/RT=15 

Flynn-Wall-Ozawa ln() versus 1/Tf 0.25 0.075 

Kissinger-Akahira-Sunose ln(Tf
 2) versus 1/Tf -0.04 -0.007 

Starink 1.92 ln(Tf
 1.92) versus 1/Tf -0.02 -0.003 

 Peak methods    

Kissinger (= Choo and Lee) ln(Tp
2) versus 1/Tp -0.04 to +0.2 -0.01 to 0.011 

Starink 1.92 peak ln(Tp
1.92) versus 1/Tp -0.02 to +0.2 -0.005 to 0.016 

 

Table 1: Summary of main activation energy analysis methods including the type of plot made and the 

resulting deviation (E/E) due to the approximations made. 

 

 

 
Fig. 1 Relative accuracy of activation energy determination from various methods as a function of y 

(= E/RT) (from [27,42]).  

FWO = Flynn-Wall-Ozawa isoconversion method, KAS =Kissinger-Akahira-Sunose isoconversion method, 

Starink = Starink B=1.92 isoconversion method [27]. These 3 methods have deviation that is independent of 

reaction type. Kissinger D2, D3, D4, R2, R3, A3 are the Kissinger peak method applied to the D2, D3, D4, 

R2, R3, A3 reaction types. 

 

 

2.2 Peak methods: the original Kissinger 

method, the ‘Choo and Lee method’, and other 

methods. 

 

The above methods (KAS, FWO, Starink 1.92) 

make no assumption on the transformation model 

f(α), i.e. they are ‘model-free’ methods and have 

been widely employed in analysis of thermally 

activated reactions in a wide range of fields. 

However, in the literature on H desorption the 

derivation of the peak shift method presented by 

Choo and Lee [5] has been extensively invoked, 
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but that work is little known outside this specific 

field. In their derivation Choo and Lee assume that 

the transformation model f(α) conforms to a 

specific function, e.g. f(α) is proportional to (1- α), 

and that approach is identical to the approach in 

Kissinger’s 1956 paper [40]. Choo and Lee then 

proceed to show (as Kissinger did [40]), that the 

slope of plots of ln(Tp
2) versus 1/Tp provides 

E/R. (Such a plot is in various works referred to as 

a ‘Kissinger plot’.) The analysis provided by Choo 

and Lee [5]* thus does not show the method is a 

model-free method: the derivation is only valid for 

one specific type of reaction. In Kissinger’s 1957 

paper [41] approximations of the temperature 

integral are employed and this enabled him to 

show the method is a good approximation to derive 

the activation energy, providing y is large. The 

accuracy of the Kissinger method for a wide range 

of theoretical expressions for reaction models has 

been analysed by Criado and Ortega [42] and their 

results for selected models are shown in Fig. 1, for 

the D2, D3, D4, R2, R3 and A3 models. (For a 

description of these models, see e.g. 

[30,42,43,44].) This figure reveals that the 

accuracy of the Kissinger peak method depends 

strongly on the reaction model, and the deviations 

increase with decreasing y. Unlike the true model-

free isoconversion methods described in Section 

2.2 (e.g. the Starink and KAS methods), the 

Kissinger peak method (and the identical Choo and 

Lee peak method) is thus not a fully model-free 

method, and deviation at low y cannot be corrected 

for. In general, the Kissinger method overestimates 

the activation energy for deceleratory reaction 

models based on diffusion (e.g. the D2 and D3 

models which are the 2 and 3 dimensional 

diffusion models), whilst it causes an 

underestimate for sigmoid rate equations (e.g. 2 

and 3 dimensional Johnson-Mehl-Avrami-

                                                 
* It is noted that the method described by Cho and Lee 

[5] is thus entirely identical to the method described by 

Kissinger in his 1965 paper [40]. Rather than referring 

to this as the ‘Cho and Lee method’, as occurs in many 

papers, it should be referred to as the Kissinger (1956) 

method. 

Kolmogorov type models, here abbreviated as A2 

and A3) and rate equations based on geometric 

models (e.g. the contraction volume model, R3). 

 

For most reaction models the deviations in the 

Kissinger peak method are similar in magnitude to 

that of the KAS method, and the Starink method is 

(for most models) substantially more accurate than 

the Kissinger peak method and is always more 

accurate than the KAS method (see Fig. 1). The 

Kissinger peak method provides a better accuracy 

than the Starink method a limited number of 

reaction models, including the first order reaction 

and the phase boundary controlled (R3) reaction. It 

should be noted that investigations of 

dehydrogenation kinetics in a range of materials 

indicate the reaction is generally not a first order 

reaction or a phase boundary controlled reaction 

[12,45,47]. Instead a three-dimensional diffusion-

controlled kinetic mechanism (in Li-Mg-N-H, see 

[45]) and a Johnson-Mehl-Avrami-Kolmogorov 

(JMAK) [46] type model (in Mg(AlH4)2, see [12]) 

were identified, whilst in the Li4(NH2)3BH4 doped 

Mg(NH2)2–2LiH system two controlling 

mechanisms, one involving 3D diffusion, were 

found [47]. (However, the progress of 

dehydrogenation of pure MgH2 has been shown to 

closely match a first order reaction [48]. Rather 

than indicating a true first order process, this 

finding has been interpreted as due to the 

occurrence of a JMAK [46] nucleation and growth 

kinetic model with an Avrami coefficient equal to 

1, which leads to a kinetic equation identical to a 

first order reaction equation.) Thus it can be 

concluded that in general the Kissinger peak 

method will cause deviations at low y. Whilst it 

may be a convenient method that is often applied†, 

it is not the most accurate method. 

                                                 
† In their recent review of analysis methods for 
hydrogen storage materials (HSM) Pang and Li [4] state 
that ‘almost all the kinetic investigations on the 
hydrogen storage properties use Kissinger method to 
calculate the apparent activation energy’. Whilst in a 
broad sense this is correct, actually both the Kissinger 
peak method and the Kissinger-Akahira-Sunose 
method, as well as other methods have been used. 
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2.3  Iterative model-free methods with infinite 

accuracy 

 

In a full iterative method no graph/slope 

assessment characteristic of the methods described 

above is applied, and instead a full computer-based 

routine is used. Vyazovkin and Dollimore [49] first 

showed how an accurate and efficient method is 

derived. To elucidate the main elements of the 

method, as well as show how it relates to 

derivations shown above, we will here show the 

derivation in a slightly modified fashion as 

follows. Applying Eq. 4 for two heating rates, 1 

and 2, provides: 
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where Ts is the start temperature of the heating 

scan‡. The latter equation provides: 
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Which is equivalent to: 
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Using a series expansion algorithm the four p(y) 

terms can be calculated to any required accuracy, 

and hence in an iteration algorithm E can be 

devised. One way of enhancing the computational 

                                                 
‡ For details of the influence of the choice of Ts, see 
Ref. [38], and the Discussion section (4th paragraph). 

efficiency is by using an efficient approximation 

for p(y) and the Senum and Yang [50] equations 

clearly provide such a convenient, highly accurate 

and efficient approximation. Their fourth order 

approximation is given by§: 

 

12024012020

968618
)(

234

234






yyyy

yyyy
yh  

                                                             (17) 

 

As the iteration using Eq. 15 provides E for two 

heating rates, 1 and 2, we will term this E1-2. If 

there are more than two experiments more Ei-j can 

be calculated, i.e. if there were 3 heating rates we 

could obtain E1-2, E1-3 E2-3. A procedure for 

averaging these is then needed. (This averaging 

procedure is the equivalent of the fitting of a 

straight line through the plot in methods A and B, 

which can be achieved through a least squares 

method.) This averaging is conveniently done by 

minimising the term: 

 

min)()(
,,



























 jf

i

if

j

i

ji

j

RT

E
p

RT

E
p   

                                                             (18) 

This method was further analysed and popularised 

in [29,51] and is often referred to as the Vyazovkin 

method**. 

 

2.4  Appropriate method for deriving an accurate 

activation energy 

 

The above summary of methods shows that if Eq. 1 

is valid, a set of data from linear heating 

experiments with pairs of heating rate and 

temperature for a fixed state of the reaction can 

always be analysed to provide an activation energy 

                                                 
§ Note that some authors have erroneously quoted the 
coefficient of y2 as 88 and not the correct value of 86. 

** Note that ‘Vyazovkin method’ has been used by 
various authors to mean different methods. Also 
‘Kissinger model/method’ and ‘Starink model/method’ 
have been used by various authors to mean different 
activation energy analysis methods. 
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that is accurate and independent of any 

approximation on the temperature integral or 

assumption on the transformation function 

transformation model f(α). An effective method 

consists of plotting ln(Tf
1.92) versus 1/Tf and 

multiplying the slope by R/1.0008, with the graph 

providing a visual assessment of the consistency of 

the experimental data (i.e. the data should be on a 

straight line). If particularly high accuracy is 

required for y<15 the obtained E should be 

corrected using the data in Fig 1.  

 

Alternatively, the Vyazovkin iterative method [51] 

(see Section 2.3) can be applied but when used to 

analyse experimental data this method has the 

drawback that it does not provide a graph which 

can test the consistency of the experimental data. 

 

3. Analysis of hydrogen desorption data 

 

In this section several datasets on hydrogen 

desorption / dehydrogenation on linear heating 

from existing literature are reanalysed with a view 

to either validate or improve the analysis of the 

activation energies. 

 

3.1  Hydrogen desorption in metals and alloys for 

load bearing applications 

 

We first consider the data on the low temperature 

H evolution effect in high purity Fe (with 40 ppm 

S and 35 ppm N) from the influential work by 

Choo and Lee [5]. That work presents data on peak 

temperatures (i.e. the maximum H evolution rate) 

for 5 heating rates, which are here reanalysed using 

the most often used activation energy analysis 

methods, e.g. the Kissinger peak method, and the 

FWO and Starink peak methods. The graph of 

ln(Tp
1.92) versus 1/Tp, provided in Fig. 2 (blue 

dots), shows a near perfect straight line, and the 

slope provides an apparent activation energy of 

17.3 kJ/mol. The results in Table 2 reveal the 

different methods provide a range of activation 

energies 17.0 – 23.8 kJ/mol. We also need to 

consider that as the reaction mechanism is 

unknown and E/RT=5.3 (i.e. very low), the peak 

methods have a substantial margin of uncertainty 

(see Fig. 1). For E/RT=5.3 the uncertainty amounts 

to ~10%. Thus the present analysis indicates that 

even though the value of 17.2 kJ/mol reported in 

[5] is broadly reasonable, it is more accurate and 

realistic to state that 18±2 kJ/mol is a better 

reflection of the value with associated uncertainty. 

(Note that in [5] no analysis of error/uncertainty is 

provided.) We can also see that use of the Ozawa 

method would lead to a ~30% overestimate of the 

actual activation energy, and this method is thus 

inappropriate.  

 

Sun et al. [26] provided thermal desorption 

spectroscopy (TDS) data on the low temperature H 

evolution in a Fe-0.03wt%C-16.5wt%Cr-

4.5wt%Ni-0.9wt%Mo-0.7wt%Mn-0.24wt%Si high 

strength steel. The data on a 12.9 grade variant of 

that steel (processed through quenching, cryogenic 

treatment and tempering, producing a yield 

strength of 974MPa) is provided in Fig. 2 (crosses) 

and apparent activation energies obtained from the 

different methods are presented in Table 2. These 

findings are similar to the findings based on the 

data for high purity Fe studied by Choo and Lee 

[5]: again the activation energy can be determined, 

but at the low value of E/RT (here it is 4.6) this 

determination is associated with a relatively large 

error margin of ~15%. Sun et al. [26] also provides 

data on a 10.9 grade variant of the same steel and 

indicated that the activations energy was lower by 

1.2kJ/mol. However, the present analysis clearly 

shows that due to the limited accuracy of the 

method in this range of low E/RT values (±3 

kJ/mol) a difference cannot be evidenced. 
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Fig. 2 ln(Tf

1.92) versus 1/Tf graphs (Starink method) for data from a range of H desorption experiments 

and one hydrogenation experiment presented in the literature [5,12,26,52,53]. See table 2 for further details 

of reaction and data sources. 

 

Material Ref T  (K)          EA  (kJ/mol) 

   KAS St Oz Ki 

peak 

St (corr) 

/ Iterative 

Reported Present 

analysis most 

reliable 

E/RT 

           

Fe (pure) [5] 378-

435 

17.0* 17.3* 23.8* 17.0* - 17.2  [5] 18±2 5.3 

0Cr16Ni5Mo steel 

12.9 grade 

[26] 445-

547 

18.9* 19.2* 25.7* 18.9 - 18.9 [26] 19±3 4.6 

MgH2–Ti5–Fe5–Ni5 [52] 632-

648 

171 172 173 - - 45.3 [52] cnbd ~30 

mechanically milled 

MgH2 

[52] 666-

703 

77.8 78.2 84.8 - - 81.3 [52] cnbd ~10 

dehydrogenation of 

nFe- Mg-MgH2 

[53] 468-

524 

75.0* 75.3* 79.1* 75.0 - 74 [53] 75±1 18 

hydrogenation of nFe-

Mg2 

[53] 369-

424 

36.7* 36.9* 41.1* 36.7 - 41±2 [53] 40±5 11 

pristine Mg(AlH4)2 [12] 407-

433 

116.3 116.5 117.3 - 116.5 117.5 (EN) 

118.9 (EG) 

[12] 

116.5 

±1.0 

32 

 

Table 2:   Analysis of activation energy for H evolution from data from a range of literature sources. 

Reported are activation energies calculated for the present work using the KAS, Starink (St), Ozawa (Oz), 

Kissinger (Ki) and iterative methods applied to literature data. The column ‘reported’ refers to activation 

energies determined in past works in which the H evolution data was originally reported. The column 

‘Present analysis most accurate’ presents the conclusions from the present analysis with realistic margins of 

error.  

cnbd: can not be determined, *data from maximum reaction rate (peak temperature). 
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3.2  Hydrogen desorption in materials for hydrogen 

storage 

 

The data on desorption of from hydrogen storage 

materials available in the literature mostly 

focusses on metal hydrides, and thus the present 

analysis focusses on those materials. Shahi et al. 

[52] presented data on dehydrogenation of 

mechanically milled nano-structured MgH2 with 

additions of metallic elements. Dehydrogenation 

was measured using a pressure-composition-

temperature (PCT) apparatus. The ln(Tf
 1.92) 

versus 1/Tf    graphs for Tf at 3wt% desorption 

(which is close to 50% of completion of the 

desorption reaction) are presented in Fig. 2. These 

graphs show that ln(Tf
 1.92) versus 1/Tf  plots of 

dehydrogenation data on MgH2 and MgH2–Ti5–

Fe5–Ni5 is not on a straight line, with the slope 

change between the lower and higher heating rate 

range amounting to a factor of about 3 (MgH2) 

and 7 (MgH2–Ti5–Fe5–Ni5) change in slope. 

(Other plots described in Section 2 provide similar 

curved plots.) Clearly we cannot derive an 

activation energy from this data because i) if the 

data is accurate then the requirement of a single 

thermally activated reaction is violated and the 

method is invalid, or ii) if there is (in reasonable 

approximation) a single thermally activated 

reaction underlying the measured data then the 

measured data does not reflect that (e.g. the data 

or measurement method is inaccurate). In any 

case, the suggestion (in [52]) that an (apparent) 

activation energy can be obtained from this data 

appears incorrect. 

 

Kumar et al. [53] presented data on 

dehydrogenation of nanometric iron (nFe) doped 

Mg-MgH2. The dehydrogenation kinetics during 

linear heating was analysed using a 

thermoanalyser unit (TG-DTA) with a mass 

spectrometer attached to it. The peak temperatures 

for the desorption (i.e. at the maximum desorption 

rate) were obtained from the data in [53] and the 

ln(Tp
1.92) versus 1/Tp  graph is plotted in Fig. 2 

(black diamonds). This graph shows a good linear 

correlation and hence the reaction and data 

accuracy should be suitable for derivation of an 

activation energy. In line with the analysis in [30], 

the data in Table 2 shows that for this reaction 

with E/RT≈32 the Kissinger and Starink methods 

provide consistent results. We can thus conclude 

that the activation energy can be derived with 

good accuracy as 75±1kJ/mol. 

 

Pan and Li [12] provided data on the first-step 

dehydrogenation of Mg(AlH4). Here their data for 

constant heating is reanalysed and data for a 2wt% 

and 5wt% dehydrogenation at 4 heating rates is 

presented in Fig. 2 as ln(Tf
1.92) versus 1/Tf plots 

(triangles). These data show very good linear 

correlations with slopes indicating activation 

energies of 116.5 kJ/mole. As E/RT≈32 the 

analysis in Fig. 1 indicates that the Kissinger and 

Starink methods should provide consistent results, 

and that is confirmed by the present analysis 

(Table 2). (It is interesting to note that in their 

analysis Pan and Li [12] suggest that the 

dehydration is diffusion controlled and that curves 

can be fitted well by the John-Mehl-Avrami-

Kolmogorov model, whilst recent analysis [54] 

has shown that the JMAK model is not valid for 

diffusion-controlled reactions - it is at best a 

reasonable approximation for low fraction 

transformed [55,56,57]. Thus this issue requires 

further research.) 

 

In addition the literature contains reports on 

analyses of linear heating data for which the 

original data has not been published and hence 

cannot be reanalysed. Some of this work concerns 

application of methods where substantial 

deviations are expected. For instance analysis of 

the first step of dehydrogenation of ball-milled 

NaAlH4 + 3 mol% NiFe2O4 by Huang et al. [7] 

using the Kissinger peak method shows 

E=54.3kJ/mol with E/RT =15. From Fig. 1 we can 

see that deviations of about 1% can be expected. 

Choi et al. [22] applied an FWO type analysis to 

desorption analysis in as-milled 4MgH2/TiH2 for 

which E≈68kJ/mol with E/RT ≈16. Fig. 1 shows 
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that this assessment of E should have a deviation 

of about 6% i.e. the actual value should be closer 

to E≈64kJ/mol. 

 

A further issue causing inaccuracies in some 

works on hydrogen desorption is the application 

of the FWO (or Ozawa) method, i.e. deriving 

activation energies from plots of ln() versus 1/Tf. 

As shown in Fig. 1 and [27], application of this 

method can produce deviations between +20% 

and -2% over the range of E/RT encountered for H 

desorption reactions. For the present analysis a 

few of the works that apply the FWO method have 

been reanalysed. In [13] hydrogen uptake and 

release in mixtures of magnesium hydride (MgH2, 

98%) and titanium hydride (TiH2, 99%) that were 

processed using high-energy-high-pressure 

(HEHP) mechanical ball-milling, were analysed. 

From reanalysing thermogravimetric analysis data 

in [13] it is found that the activation energies of 

dehydrogenation of as-milled 7MgH2/TiH2, as-

milled 4MgH2/TiH2, as-milled MgH2, and as-

received (not milled) MgH2 are 66, 63, 92 and 150 

kJ/mol, respectively. These corrected values are 

up to 8% lower than the values given in [13]. This 

clearly shows that the FWO method is inaccurate 

and should be avoided, or, if used, should be 

subject to a correction as described in [27,39]. 

There are several other reports in the literature 

where the FWO method is applied to hydrogen 

desorption data. 

 

In addition to above data, also some data on 

hydrogen desorption in reactive hydride 

composites (RHCs) has been published. The data 

generally involves a limited set of heating rates. It 

is relevant to note that DSC analysis of CaF2 

doped CaH2/MgB2 RHC shows peak temperatures 

that provide straight lines on Kissinger (or 

Starink) plots for 3 consecutive dehydrogenation 

stages [58]. The slopes provide activation energies 

162±15 kJ/mol, 132±5 kJ/mol and 116±5 kJ/mol. 

The E/RT values are the range 24 to 30, and thus, 

as Fig. 1 shows, any uncertainty introduced due to 

approximations in the Kissinger and Starink 

analysis methods will be virtually negligible. The 

uncertainty/error is thus solely due to 

experimental uncertainties which in this case are 

substantial. Some activation energy analysis on 

hydrogen desorption of nanoconfined hydrogen 

storage material has been published. For instance, 

analysis of the peak temperature in DSC data 

revealed that nanoconfinement of LiBH4 and 

MgH2 in a carbon aerogel scaffold caused a 

significant reduction of the activation energy of 

hydrogen desorption to 125 kJ/mol [59]. With 

E/RT ~24, Fig. 1 shows any uncertainty 

introduced due to approximations in the Kissinger 

and Starink analysis methods will be less than 1%. 

 

4. Discussion 

 

From the above analysis of literature data, which 

is summarised in Table 2 and Fig. 2, we can see 

that the accuracy of the analyses varies over a 

wide range, from data that can be analysed to 

provide an activation energy with high accuracy, 

to data that is clearly unsuitable for analysis. The 

present reanalysis (summarized in Table 2) 

provides both examples of more accurate EA 

values being derived, as well as changed 

uncertainty margins due to a more realistic 

assessment of uncertainties in analysis methods 

and inconsistency of data with assumptions in the 

analysis methods. If data is accurate and the 

correct analysis method is chosen accuracies of 

better than 1 % can be achieved, whilst poor data 

in combination with inappropriate application of 

an analysis method has produced analyses in the 

literature that are very inaccurate. Thus caution is 

needed in interpreting activation energy data 

obtained from linear heating experiments, and 

accuracy can be assessed based on 2 criteria. 

Firstly, the accuracy of the method should be 

considered by comparing accuracy for the E/RT 

value of the reaction using Fig. 1. Secondly, the 

linearity of the ln(Tf
 1.92) versus 1/Tf graph 

should be carefully considered, as a curved line 

can be indicative of a reaction that does not follow 
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a single activation energy kinetics, or be 

indicative of inaccurate data. 

 

In relation to the accuracy and uncertainties, it is 

particularly noted that the data for pristine 

Mg(AlH4)2 in Fig. 2 fits almost perfectly the 

straight line: correlation coefficients are 0.9996 

and 0.9994 for 2 and 5 % mass gain, respectively. 

In combination with the availability of a highly 

accurate analysis method, this results in a very 

low uncertainty to the determined activation 

energy being assigned. This is quite remarkable; 

apparently the H evolution kinetics in these 

pristine Mg(AlH4)2 samples is highly reproducible 

and the measurements (reported in [12]) were 

accurate. The remaining uncertainty (estimated at 

1 kJ/mol) is due to small deviations from linear 

correlation. 

 

The activation energy method has also been 

applied to data from a modelled reaction [7], and 

this provides a further means of assessing the 

present analysis. In an analysis of hydrogen 

diffusion and trapping interactions in pure Fe 

Hurley et al. [7] write ‘the assigned detrapping 

activation energy for Type A charging was 

determined to be 53.4 kJ mol−1, which is very 

close to the imposed Ep value of 53.69 kJ mol−1.’ 

With the present analysis of errors induced by the 

method (Fig. 1) we can now correct the measured 

value to be 53.7 kJ mol−1, which is identical to the 

imposed Ep value of 53.69 kJ mol−1. In fact, it can 

now be seen that the analysis of activation energy 

for this Type A simply confirms the present 

analysis of deviations in the methods. 

 

A further limitation of the accuracy can occur in 

the (rare) case that the low temperature end of the 

temperature integral cannot be neglected. This has 

been analysed in [38], and it shows that deviations 

occur typically when the product of EA and the 

difference between start temperature of the linear 

heating scan (To) and Tf is small (typically when 

(To - Tf)  EA < 100100 K·kJ/mol). Applying the 

analysis in [38] to the hydrogen evolution 

assessed in the present work shows that generally 

this is not an issue for hydrogen evolution data. A 

specific example is hydrogen evolution in steels 

studied with To at ambient temperature as in [60]. 

With EA typically 20 to 30 kJ/mol and (To- Tf) 

typically 100⁰C, deviations due to low 

temperature end of the temperature integral can 

amount to several percent. Analysis of 

hydrogenation reactions can also be prone this 

type of potential deviation. For instance, the 

hydrogenation of nFe-Mg2 was studied in [53] 

with scans starting at 40⁰C, with (To - Tf)  EA 

typically ~8040 K·kJ/mol. In view of this the 

accuracy of the activation energy determination is 

limited, as indicated in Table 2. 

 

Finally it is relevant to note that apart from using 

correct and accurate methods to analyse linear 

heating experiments, improved reliability of 

analysis of kinetics can be achieved by performing 

isothermal experiments at multiple relevant 

temperatures. (Such experiments will be more 

time consuming than linear heating experiments 

[30].) 

 

5. Conclusions 

 

The accuracy of available methods for 

determination of activation energy from linear 

heating experiments has been analysed and the 

findings are compared and contrasted to data and 

analyses of hydrogen evolution in potential 

hydrogen storage materials and structural 

materials that are prone to hydrogen 

embrittlement. It is found that the accuracy of 

analyses of activation energies reported in the 

literature for hydrogen evolution varies wildly, 

with some methods being applied in conditions 

where the method is inaccurate. Particular 

findings include: 

Due to hydrogen evolution often occurring for low 

E/RT values, activation energy analysis methods 

applied to linear heating experiments can produce 

large errors. Several cases of errors larger than 5% 

have appeared in the published literature. 
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The Ozawa and Flynn-Wall-Ozawa methods are 

highly inaccurate and particularly for hydrogen 

evolution where E/RT is often smaller than 15 

they are inappropriate, unless an iterative 

correction procedure is applied. 

The Kissinger peak method is accurate for first 

order reactions, but as hydrogen evolution 

reactions generally are not first order reactions, 

application of this method will result in 

inaccuracies which increase for decreasing E/RT. 

In general the magnitude of the deviations of the 

Kissinger peak method are not predictable, as this 

depends on the reaction model. In many cases the 

Kissinger peak method is inappropriate for high 

accuracy determination of activation energy for 

hydrogen evolution reactions. 

Amongst all the methods that provide an 

activation energy directly from a slope (i.e. 

without iterative procedures) the Starink method 

provides the best accuracy of activation energy 

analysis methods. Particularly for hydrogen 

evolution reactions in which E/RT is often smaller 

than 15, and sometimes smaller than 10, this 

method provides accuracies that are significantly 

more accurate than other methods applied in the 

literature. In ~90% of the hydrogen evolution 

reactions studied in the literature the Starink 

method provides an accuracy that is better than 

2%. Correction for residual errors are possible. 
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