
University of Southampton Research Repository

ePrints Soton

Copyright © and Moral Rights for this thesis are retained by the author and/or other 
copyright owners. A copy can be downloaded for personal non-commercial 
research or study, without prior permission or charge. This thesis cannot be 
reproduced or quoted extensively from without first obtaining permission in writing 
from the copyright holder/s. The content must not be changed in any way or sold 
commercially in any format or medium without the formal permission of the 
copyright holders.
  

 When referring to this work, full bibliographic details including the author, title, 
awarding institution and date of the thesis must be given e.g.

AUTHOR (year of submission) "Full thesis title", University of Southampton, name 
of the University School or Department, PhD Thesis, pagination

http://eprints.soton.ac.uk

http://eprints.soton.ac.uk/


Extending the astronomical
calibration of the geological

time scale

by

Heiko Pälike
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Abstract

This thesis arises from the fact that changes in the geometry of the Earth-Sun sys-

tem, due to the gravitational interaction among the planets, cause quasi-cyclic climatic

variations that are imprinted in the geological record.

A speech-recognition method is adapted to provide an automated procedure to cal-

ibrate cyclic geological data to astronomical calculations. Synthetic data are used to

test the performance of the new method. The new algorithm is then applied to litho-

logical data. Results show that the method is well suited to objectively match geological

data to astronomical calculations of the Earth’s orbit.

The calibration of the geological time scale is extended into the late Paleogene. This

is achieved by generating a lithological proxy record employing an X-ray fluorescence

Core Scanner that non-destructively determines elemental concentrations of calcium

and iron on split sediment cores. These data exhibit cyclic variations that are shown to

be of astronomical origin, and are then used to calibrate the relative duration of magne-

tochrons C16 through C18. Advanced time series analysis methods are used to extract

the astronomical signal. It is shown that the most recent published astronomical solu-

tion is not compatible with geological data from the late Paleogene.

This new late Eocene time scale is independently confirmed by measurements of

stable isotope ratios of oxygen and carbon, obtained from the same material, providing

a high-resolution record of climatic variations over intervals of the late Middle and Late

Eocene for the first time.

Astronomically calibrated geological data are analysed to extract parameters that

are required for the calculation of detailed astronomical models. Very small changes

in the precession constant of the Earth are extracted by developing a new interference

method. This leads to the extraction of the long-term evolution of the tidal dissipation

and dynamical ellipticity parameters of the Earth.

Geological data spanning the last ∼37 million years are used to extract long term

amplitude modulation patterns of the climatic signal. A comparison of the long term

amplitude modulation derived from published astronomical calculations on the one

hand, and those derived from a new calculation on the other hand (J. Laskar, 2001,

unpublished) shows that the geological record supports the validity of the new solution.

This study forms the basis for a further extension of the astronomical calibration of the

geological time scale into earlier parts of the Paleogene.
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Berger.

Jerry Mitrovica and Jon Mound, at the University of Toronto, have been very

interested in the implications of this research on mantle convection, and provided

excellent feedback and critical comments. Jerry’s invitation to Toronto was one of

the highlights during my research. Andy Gale and Ewan Laurie at the University of

Greenwich introduced me to the delights of Eocene successions on the Isle of Wight,

and in addition increased my knowledge of great wines, indigenous sea-food, and

were always a good source of humour. Jim Zachos and Lisa Sloan gave immense

encouragement, friendship, and support. Bridget Wade allowed me to work with her

samples, and was great in every other way.

Didier Paillard (Gif-sur-Yvette), Andreas Prokoph (Ottowa), Athanassios Kassidas

(McMaster University) and Benjamin Cramer (Rutgers) provided many software tools

that proved invaluable during the course of this research.

iv



I also thank Graham Weedon, Lucas Lourens, Ulla Röhl, Paul Wilson, Tjeerd van
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Chapter 1

Introduction, historical overview

and astronomical theory

1.1 Introduction

Changes in the geometry of the Earth-Sun system, due to the gravitational interaction

between the bodies of the solar system, give rise to quasi-cyclic climatic variations that

are recorded in the geological record. The work presented in this dissertation makes

use of this phenomenon to extend the astronomical calibration of the geological time

scale into the Eocene. As astronomical calculations are inherently limited in the du-

ration over which they can be calculated with confidence, it is necessary to validate

astronomical models by extracting orbital parameters from the geological record. The

aim of this dissertation is to provide a consistent framework for a further extension

of an astronomically calibrated time scale through the generation and analysis of new

data, as well as by improving the theoretical understanding of how geological data can

be used to validate astronomical models.
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1.2 Outline of Dissertation

1.2.1 Chapter one outline

The remainder of chapter one provides a historical overview of the developments that

led to the modern understanding of geological time. Chapter one then outlines the

historical developments that were specifically concerned with the use of astronomical

variations that are recorded in the geological record. A brief summary is given of recent

developments in the use of “cyclostratigraphy”. An important part of this chapter is

a summary of astronomical theory as far as it relates to orbital patterns that can be

observed in the geological record. A short summary is given of how long, continuous

high-resolution geological records are generated from deep-marine sediments.

1.2.2 Chapter two outline

Chapter two provides a theoretical framework describing how it is possible to quanti-

tatively correlate geological data with templates given by astronomical calculations. A

speech-recognition algorithm is adapted to compute age-depth relationships accord-

ing to certain criteria and constraints. This method is first tested with synthetic data,

and then applied to real geological data. The advantages and limitations of an auto-

mated approach to stratigraphic and time scale correlation are demonstrated.

1.2.3 Chapter three outline

Chapter three presents new data from the late Middle and Late Eocene that were gener-

ated from material recovered during Ocean Drilling Program (ODP) Leg 171B. An X-ray

fluorescence core scanner was used to measure elemental concentrations in marine

sediments. First it is demonstrated that these data are consistent with an orbital forc-

ing. The quasi-cyclic variations inherent in these data are then used to estimate the rel-

ative duration of magnetochrons C16 through C18. These data are also used to extract

long term amplitude modulation signals, which are shown to be incompatible with the

most recently published astronomical calculation. The new age model is transferred to

ODP Site 1090, which allows a validation of the duration of magnetochrons.
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1.2.4 Chapter four outline

Chapter four presents additional stable oxygen and carbon isotope data that were gen-

erated from the same material as that discussed in chapter three. These data support

the conclusions reached in chapter three, and provide an independent check of the

plausibility of the age model developed therein. These data provide a high-resolution

record of climatic variations over intervals of the late Middle and Late Eocene for the

first time.

1.2.5 Chapter five outline

Chapter five deals with the extraction of astronomical parameters from geological data

over the last∼37 million years. It thus presents a complementary approach to work pre-

sented in chapters three and four, where astronomical calculations were used to gen-

erate a geological time scale. Astronomically calibrated geological data are analysed to

extract parameters that are required for the calculation of detailed astronomical mod-

els. Very small changes in the Earth’s precession constant are extracted by developing a

new interference method. This technique leads to the extraction of the long-term evo-

lution of the tidal dissipation and dynamical ellipticity parameters of the Earth for the

last 25 million years.

Geological data spanning the last ∼37 million years are used to extract long term

amplitude modulation patterns of the climatic signal. A comparison of the long term

amplitude modulation derived from published astronomical calculations, and those

derived from a new calculation (J. Laskar, 2001, unpublished), shows that the geological

record supports the validity of the new solution. This study forms the basis for a further

extension of the astronomical calibration of the geological time scale into earlier parts

of the Paleogene.

1.2.6 Chapter six outline

Chapter six provides conclusions and suggestions for further work that arise from the

work presented in this dissertation. The data of Eocene age from chapters three and

four, together with the theoretical approaches presented in chapters two and five, pro-

vide a framework that will allow a further extension of the astronomically calibrated

geological time scale into earlier parts of the Cenozoic.
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1.3 The age of the Earth - A historical overview

Since this dissertation is concerned with the determination of the duration and age of

sedimentary layers, it is appropriate to give a short historical overview of the develop-

ments that led to the modern understanding of geological age and stratigraphy. Due to

its significance for observations of natural processes, and its direct impact on religious

and philosophical thinking, the age of the Earth and its sedimentary layers has been

the subject of many historical accounts and hypotheses.

The earliest known records that report geological observations, relating to the time

and duration of landscape forming processes, date back as far as the sixth century B.C.

The Greek philosopher Xenophanes of Colophon observed shells embedded into the

cliffs on the island of Malta, and proposed that the land was periodically covered by

the sea [1]. He recognised the significance of fossils as a record of former life, and in-

terpreted the layers of sedimentary rocks as the result of sediment accumulating on

the bottom of the sea over a long interval of time. Around 450 B.C. the Greek histo-

rian Herodotus travelled through the Nile river valley and described and named the

Nile delta [2]. His observation of sedimentary layers, and embedded fossils, led him

to conclude that the Nile delta must have originated from a large number of floods,

representing at least several thousands of years.

During the Renaissance, Leonardo da Vinci (1452-1519) described sea shells from

the Apennine Mountains, and postulated that these were the remains of organisms

that had been buried by river muds from the Alps, before they were petrified and later

uplifted [3]. Following the rise of the power of the western Church, the knowledge ac-

cumulated from previous observations was suppressed and ignored during medieval

times, when several theologists used a literal interpretation of the book of Genesis to

“calculate” the age of the Earth. The most cited example is probably that of Archbishop

of Armagh James Ussher, who claimed in 1650 that the year of creation was 4004 B.C.

[4]1.

It was not until the pioneering works of the famous Scottish geologist James Hut-

ton (1726-1797) [5; 6] that it was recognised again that the sedimentary deposits on

the surface of the Earth resulted from continuing geological processes, rather than be-

ing caused by single “catastrophic” events. Hutton observed how weathering, erosion

1As a historical curiosity, it was Ussher’s contemporary Dr. John Lightfoot (1602-1675), Vice Chancellor
of the University of Cambridge, who proposed an exact day and time for the creation of Man, predating
the publication of Ussher.
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and sedimentation slowly form soft sediments, which are subsequently slowly buried,

heated, compressed, and uplifted to complete the sedimentary cycle. He appreciated

that the Earth must be immensely old, and famously stated that

“The result, therefore, of our present enquiry is that we find no vestige of a

beginning, no prospect of an end.”

Together with the subsequent support of Hutton’s theories by Charles Lyell (1797-

1875) through his influential publication of “Principles of Geology” [7], it was the work

of the engineer and surveyor William Smith (1769-1839), through his analysis and map

of faunal successions in England and Wales [8], that laid the foundation for modern

stratigraphic approaches in the geological sciences. His work, in turn, forms the basis

for approaches to the subdivision of geological strata according to relative time. By then

it was firmly established within the geological community that sedimentary rocks rep-

resent an unfathomably long amount of time. The first calculations of the total age of

the Earth were made, accounting for the thickness of sediment observed at the Earth’s

surface, and assuming that the present rate of erosion and deposition was representa-

tive of the past. This uniformitarian approach led to estimates of the age of the Earth of

the order of millions to hundreds of millions of years.

In 1862, William Thomson (1824-1907), later Lord Kelvin, made public a calcula-

tion of the age of the Earth based on a thermodynamic cooling model [9]. His original

age limit was 20 to 400 million years. Considering the physical principles known at

the time, and calculating the dissipation of energy from the Sun, he later arrived at an

age estimate of the Earth of between 24 and 40 million years. This age was considered

much too young by contemporary geologists, including Charles Darwin, but had an

enormous impact due to Lord Kelvin’s authority in many fields of science.

Lord Kelvin’s “strangle-hold” on the age of the Earth was only challenged in 1896

by the discoveries connected with radioactivity by Becquerel [10], Röntgen, and the

Curies. Not only did radioactive decay invalidate Lord Kelvin’s calculation through the

supply of extra heat to the Earth’s interior, but also allowed the development of radio-

metric dating techniques. Boltwood made use of these techniques in 1907 [11] by com-

bining information on the half-life of uranium with the proportion of lead found within

uranium deposits, and estimated the age of the Earth as 2.2 billion years. The oldest

rocks found on Earth so far, according to radiometric dating methods, have an age ex-

ceeding four billion years [12].



1.4 A history of cyclostratigraphy and “Milankovitch” theory 6

The basis for a modern biostratigraphic approach was formalised by William Smith,

but it was the discovery of sea-floor spreading (see, e.g., Hess, 1962 [13]), and the mag-

netic reversal record (Vine and Matthews, 1963 [14]), that provided an important pre-

requisite for the modern stratigraphic approach in the Earth sciences, where radiomet-

ric decay methods allow the dating of bio- and magnetostratigraphic events that can

potentially be correlated globally (Cox et al. (1963) [15]). The next section outlines the

history of the development of a cyclostratigraphic approach, where the relative dura-

tion of cyclical patterns in geological records is estimated and correlated by using as-

tronomical theory.

1.4 A history of cyclostratigraphy and “Milankovitch” theory

It is appropriate to give a separate historical overview of the scientific thoughts and

discoveries that led to the development of the astronomical theory of palaeoclimates

and cyclostratigraphy, i.e. the use of astronomical cycles, recorded in geological suc-

cessions, as a measure of time. The recognition of changes in climate, reflected in sed-

imentary rocks, has been the subject of scientific interest for at least the last 170 years,

and predates the “modern” approaches of Lord Kelvin, the discovery of radioactivity,

and the invention of radiometric dating. Astronomical theory was first invoked by sci-

entists who wanted to explain the occurrence of glaciations in the past, rather than to

examine the question of geological time. A thorough historical overview of the quest to

solve the mystery of the ice ages was given by Imbrie and Imbrie (1979) [16]. Their book

covers the discoveries up to the late 1970s, and here only a brief summary is given for

the early history.

Describing the scratches on and the location of boulders found around the Jura

mountains, the idea of past glaciations was proposed by Louis Agassiz (1837) [17; 18],

who followed the ideas of Jean de Charpentier in the early 1830s. Although at first fac-

ing strong opposition from fellow geologists, the ideas of Agassiz were later accepted

by most of the geological community, particularly by the influential Charles Lyell in

1841. In 1842, the French mathematician Adhémar was the first to suggest that varia-

tions in the orbit of the Earth around the Sun were responsible for glacial periods [19].

The mechanism that Adhémar invoked was the direct gravitational pull of the Sun and

Moon on ice-caps. Although this idea was rejected by most contemporaries as absurd,

his book, together with the studies of Agassiz, inspired James Croll to begin work on the
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causes of ice ages in the 1860s.

Croll was arguably one of the most important figures in the historical development

of the relationship between astronomical theory and climate. Building on astronom-

ical calculations by Le Verrier (1856) [20], he published the influential “Climate and

time in their geological relations” in 1875 [21]. The contribution of Croll was of great

significance because, for the first time, he considered the combined effects of the axial

tilt and the precession of the equinoxes of the Earth’s orbit, in addition to the orbital

eccentricity, on the seasonal variations in insolation during perihelion and aphelion

(those points on the orbit of the Earth closest to, and furthest from, the Sun, respec-

tively). Croll developed detailed models of how the volume of ice varies in time, and

proposed that the initiation of glacial stages is controlled by cold northern hemisphere

winters, and short, hot summers. He was the first to consider the effects of albedo as

a positive feedback mechanism. His book contains many ideas about ocean circula-

tion and climatology that are still valid. It would be fair to say that Croll was one of the

founders of quantitative palaeoceanography.

Subsequently, however, some of Croll’s predictions and ideas dissatisfied geologists

and meteorologists alike, and led to the temporary abandonment of his ideas. One of

Croll’s theories was that the last glacial interval ended 80 thousand years ago, in conflict

with new evidence at the time that this time estimate should be much younger. Meteo-

rologists noted that Croll’s proposed changes in the heating from the Sun, according to

astronomical variations, would cause a change in climate of much smaller amplitude

than required, and opposed the implication from Croll’s theory that ice ages occurred

at alternating times in the southern and northern hemisphere. Interestingly, though,

his ideas still led to a revival of the idea that rhythmic sedimentary alternations could

be interpreted as a measure of time. This interpretation was proposed by Gilbert in

1895 [22], who attributed cyclic Cretaceous strata to a precessional forcing.

Although several studies challenged Croll’s theory that long, cold winters, and short,

hot summers favour glaciations, and in fact arrived at the opposite conclusion [23; 24],

it was not until the work of Milankovitch during the 1920s through the 1940s that a

detailed mathematical approach to the change of insolation became available.

The Serbian mathematician and geophysicist Milutin Milankovitch2 (1879-1958)

advanced the theory of the ice ages by computing the solar irradiance at different lat-

2Milanković in the Serbian writing
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itudes and different seasons of the year [25; 26]. As a result, he proposed what is now

known as the “Milankovitch” theory of glaciations, where the variation in solar radi-

ation at high northern latitudes is responsible for the waxing and waning of ice. In

particular, Milankovitch proposed that conditions favouring glaciations are short cold

summers, thus preventing the melting of ice accumulated over the winter, aided by en-

hanced evaporation and precipitation during mild winters. According to Milankovitch,

to achieve short and cold summers, the necessary conditions include a northern hemi-

sphere summer during aphelion, a minimum in obliquity leading to a weaker seasonal

contrast, and a maximum in eccentricity, leading to an increased distance between the

Earth and the Sun at the aphelion during summer.

Milankovitch’s theory was not well received at the time, partly for the same reasons

that Croll’s ideas were criticised. Without consideration of the uneven distribution of

land masses between the northern and southern hemispheres, and without consid-

ering the complex interplay of ocean circulation patterns and climate, Milankovitch’s

theory would predict alternating southern and northern hemisphere glaciations. Later

research showed that the Quaternary ice age cycles occurred approximately every

100 thousand years (ky)3, which was at odds with Milankovitch’s predictions for the

strongest frequency components, which are in fact the obliquity and precession fre-

quency components, rather than the much weaker∼100 ky eccentricity component.

The essence of Milankovitch’s astronomical theory, i.e. that variations in insolation

drive changes in climate, was finally accepted following the analysis of deep-sea sed-

iment cores in the 1970s, which showed the presence of the obliquity and precession

components in addition to the eccentricity component. Following the pioneering sta-

tistical evaluation of cyclic patterns in the rock record by Schwarzacher [27; 28], Hays et

al. (1976) [29] published a seminal paper that demonstrated statistically the presence of

obliquity and precession cycles in the geological record. Their analysis was made pos-

sible by advances in the analysis of stable isotope ratios by Urey and later by Emiliani

(1955, 1966) [30; 31]. The paper by Hays et al. spawned a large number of studies in-

vestigating the relationship between astronomy, climate and time that have continued

until the present, although there are still contrasting views on the exact nature of astro-

nomical forcing and time lags between the forcing and the recording in the geological

record (see, e.g., Henderson and Slowey (2000) [32] and Herbert et al. (2001) [33]).

3Throughout this thesis, durations are denoted by ky for thousands of years, My for millions of years
etc., while ages (positive for before present) are denoted by ka, Ma and Ga
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Following the work done in the early 1970s, the history of the “ice ages” was more

thoroughly investigated and resulted in many ground-breaking publications, includ-

ing the CLIMAP and SPECMAP projects [34–37]. The discovery of split peaks in the

precession frequency band in geological data also tied in neatly with more accurate

calculations of the Earth’s orbit by Berger (1978) [38], which further enhanced scientific

interest in the subject.

1.5 The development of detailed astronomically calibrated

time scales

After the presence of orbitally related variations in the climatic record of the Quaternary

was confirmed, the search for astronomical frequencies was extended to older parts of

the geological record. It can be argued that advances in the use of astronomical cy-

cles as a measure of time were slowed by the initial close linkage between astronomical

variations, and records and causes of the ice ages. As shown by Pisias and Moore (1981)

[39], and investigated later by Ruddiman et al. (1986) [40], the Quaternary shows an un-

usually strong ∼100 ky long “sea-saw” pattern in marine climate proxies. This regime

was preceded (before ∼1.3 Ma) by a more dominant obliquity and climatic precession

component with periodicities of∼41 ky, and 23 ky and 19 ky, which can be more easily

reconciled with the relative amplitude of these cycles in the insolation forcing.

This discovery was important, because to some extent it allowed the separation of

the detailed investigation of the causes of the ice ages and climatic variations on the

one hand, and the use of orbitally controlled cyclicity in the geological record as a tool

to estimate time on the other hand. This process was initiated by the landmark paper

of Shackleton et al. (1990) [41], which proposed for the first time an absolute dating

of the Brunhes-Matuyama magnetic reversal that was based on an astronomical cali-

bration, and which implied an age of 780 ka, approximately 5-7% older than previous

radiometric estimates. This older age was later confirmed by high-precision 40Ar/39Ar

dating of lavas close to the Brunhes-Matuyama boundary [42] and demonstrates the

use of astronomically calibrated time scales.

Shortly afterwards, several marine successions in the Mediterranean were found

to show exceptionally clear astronomically controlled variations in calcium carbon-

ate content at all astronomical frequencies, and allowed a confirmation and extension
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of the astronomically calibrated Neogene geological time scale (Hilgen, 1991 [43; 44]).

These studies were significant because, for the first time, they allowed the integration

of astronomically calibrated ages with the geomagnetic polarity time scale (GPTS) by

Cande and Kent (1992,1995) [45; 46] (also reviewed by Kent, 1999 [47]). This is only one

example of how the detailed high-resolution study of cyclic variations in the sedimen-

tary record can have an impact on other fields in the Earth sciences.

During the course of the last fifteen years, a very large number of studies have found

evidence of orbitally controlled cyclicity in the geological record at intervals through-

out the Phanerozoic. Some representative (but non-exhaustive) examples can be given

from the Cenozoic era [41; 43; 44; 48–55], the Mesozoic era [56–63], as well as the Pale-

ozoic [64]. There have now also been a large number of attempts to contribute to the

understanding of the response of the climate system to orbital forcing through mod-

elling studies (see, e.g., Short et al. (1991) [65]). Detailed insights into the behaviour of

the climate system in the past have also been obtained from ice cores (see, e.g., Barnola

et al. (1987) [66] and Petit et al. (1999) [67]). Records of past atmospheric composi-

tion, obtained from air bubbles trapped inside the ice, provide a very important direct

archive of climate change over the last few hundred thousand years, and have recently

been used to gain an important understanding of the complex interplay between or-

bital forcing, ice dynamics, and the climate system (Shackleton, 2000 [68]). It is beyond

the scope of this overview to give a detailed account of all publications, but due to the

recognition of the significance and prevalence of orbitally controlled cycles in the ge-

ological record, there now exist several collections of papers that can be consulted to

obtain references to a significant part of the relevant literature [69–74].

1.6 Astronomical theory

The basis for the work presented in this dissertation is the detailed calculation of vari-

ations in the Earth’s orbit around the Sun. This section aims to provide the neces-

sary framework by summarising celestial mechanics as a far as they are related to

Earth’s climatic variations. Astronomical theory, and the question of whether or not

the solar system is stable over long periods of time, forms an interesting subject in its

own right, and detailed discussions of the historical developments in the astronom-

ical theory were given by Laskar (1992, 1994, 1996) [75–77], Loutre (1993) [78] and

Berger (1995) [79]. Most of the detailed mathematical theory can be found in Berger et
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al. (1978,1991,1992,1993) [38; 80–82], Loutre (1993) [78], Laskar (1986,1988,1990,1993)

[83–86], and deSurgy and Laskar (1997) [87].

1.6.1 Celestial mechanics

The time-varying motion of the planets and other satellites around the Sun is controlled

by their mutual gravitational interaction. It can be described by Newton’s laws, cor-

rected by Einstein’s principles of general relativity. The behaviour of the solar system is

complex, because it is posed as an n-body problem (which can only be solved numer-

ically), and is further complicated by physical parameters such as the tidal dissipation

of energy as well as the detailed distribution of mass within each body. As a result of

this complexity, the planets do not follow stationary orbits around the Sun, but undergo

quasi-periodic as well as chaotic motions that, from a climatic point of view, affect the

amount, distribution, and timing of solar radiation received at the top of the Earth’s

atmosphere.

At any given time, the orbit of a body can be described by six parameters, which

are traditionally the six “Keplerian orbital elements”. These parameters define the po-

sition, shape, and orientation of the orbit, and the location of a body on this orbit, with

respect to a frame of reference. The trajectory of the orbiting body follows an ellipse

which, in the case of the solar system, has the Sun located at one focal point. Due to

the gravitational interaction of the different planets, the orientation and dimension of

this ellipse change over time.

Figure 1.1 illustrates the definition of the six Keplerian elements, as applied to the

Earth on its orbit. The reference plane, which is fixed with respect to the stars, is typ-

ically chosen as the orbital plane of the Earth at a particular time (e.g. 1850, 1950 or

2000 A.D.), and is called the “ecliptic of epoch”. Alternatively, for certain calculations,

it can be chosen to coincide with the invariable plane of the solar system, which is the

“average” plane defined by the total angular momentum of the solar system. This “in-

variant” plane almost coincides with the orbital plane of Jupiter due to its large mass.

The reference plane is defined by two axes. One of these is typically the position of

the mean vernal (spring) equinox on the reference plane at a given time, denoted by γ,

while the second axis is perpendicular to this axis as well as to the reference plane (“Z”),

both originating from the position of the Sun (“S”) on the reference plane.

The six Keplerian elements are (a, e, i, λ, ω̃, Ω). The parameter a is the semi-major
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Figure 1.1: Orbital elements of the Earth’s movement around the sun.

axis of the orbital ellipse, which corresponds to the average radius. The eccentricity e

of the ellipse is defined as e =
√

a2−b2
a , where b is the semi-minor axis of the ellipse.

The inclination of the orbit with respect to the reference plane is given by the angle i.

The position of the ascending node N is specified by the angle Ω (“longitude of the

node”), measured from the fixed direction in the reference plane (γ). The parameter

ω̃ specifies the position of the moving perihelion P (the closest approach to the Sun)

and is defined as ω̃ = Ω + ω (“longitude of the perihelion”). Finally, the sixth Keplerian

element λ specifies the position of the orbiting body (“J”) on its elliptical orbit, and is

defined as λ = ω̃ + M , where M (“mean anomaly”) is an angle which is proportional to

the area SPJ (Kepler’s third law).

1.7 The origin of orbital frequencies

If Earth were the only planet orbiting the Sun, and in the absence of dissipative effects

and other physical processes, the position and orientation of its orbit would remain
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fixed for all times. In this situation, the only Keplerian element that would change over

time would be λ, which describes the position of the body on its orbit. In this case, the

position and velocity of the orbiting body would vary according to the Keplerian laws

of motion around a fixed ellipse.

However, gravitational interactions between all bodies of the solar system cause

changes in the shape and orientation of the elliptical orbit on various time scales, which

are typically of the order of 104 − 106 years. From a climatic point of view, the relevant

variations are those obtained after averaging the planetary orbits over their long-term

orbital periods. These are called secular variations, and can be described by a set of

fundamental frequencies.

The variation in the orbital elements that characterises the secular variations can be

separated into two types, which are related to different types of precession movements.

The first group is the variation within the orbital plane, and is described by the varia-

tion of the eccentricity e, and the rotation of the location of the perihelion, described

by ω. The second group is the variation of the orientation of the orbital plane, and is de-

scribed by the inclination angle i, and the location of the ascending node N , described

by Ω. These oscillations are coupled such that one can investigate the behaviour of

these parameters as pairs (e,ω) and (i,Ω).

1.7.1 Fundamental frequencies of the solar system

By computing the orbital elements for the main eight planets (Pluto is excluded), one

obtains eight characteristic modal frequencies for each of the paired elements (e,ω)

and (i,Ω). Table 1.1 lists these fundamental frequencies, as estimated by Laskar (1990)

[85] over the last 20 My. Individual frequencies gi are related to variations in the pair

(e,ω), while frequencies si are related to variations in the pair (i,Ω). The individual gi

and si frequencies arise as eigenvalues if Poisson equations are used to expand the or-

bital elements for the eight planets. As eigenvalues of a matrix, they are not strictly asso-

ciated with a particular planet. However, since the matrix from which they are obtained

has a diagonal structure, suppressing a planet removes one set of frequencies while not

changing the other frequencies significantly (Laskar, personal communication). Thus,

the indices in gi, si can be used to indicate which planet provides the strongest con-

tribution to a particular frequency (g1, s1 correspond to Mercury, g3, s3 to Earth, and

so on). Note that all of the gi terms are positive, indicating that the perihelia advance
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Fundamental orbital frequencies
related to (e,ω) related to (i,Ω)

term frequency Period term frequency Period associated
(′′/a) (ky) (′′/a) (ky) Planet

g1 5.596 231.0 s1 -5.618 230.0 Mercury
g2 7.456 174.0 s2 -7.080 183.0 Venus
g3 17.365 74.6 s3 -18.851 68.7 Earth
g4 17.916 72.3 s4 -17.748 73.0 Mars
g5 4.249 305.0 s5 0.000 Jupiter
g6 28.221 45.9 s6 -26.330 49.2 Saturn
g7 3.089 419.0 s7 -3.005 431.0 Uranus
g8 0.667 1940.0 s8 -0.692 1870.0 Neptune

Table 1.1: Fundamental orbital frequencies of the precession motions in the solar sys-
tem, computed as mean values over 20 million years by Laskar (1990) [85].
The gi and si are eigenvalues that characterise the evolution of the orbital
elements (e,ω) and (i, Ω), respectively, and are loosely associated with the
eight planets considered, i.e. g1, s1 correspond to Mercury, and g8, s8 corre-
spond to Neptune. Periods in years can be calculated from arcseconds per
year as period(a) = 360×60×60

frequency(′′/a) .

counter-clockwise if viewed from the “north” of the orbital axis (shown in figure 1.1).

In contrast, seven out of the eight si terms are negative, indicating that the position of

the nodes, which mark the intersection of the orbital plane with the reference plane,

regress (rotate clockwise). The frequency s5 is zero because the invariant plane is close

to the orbital plane of Jupiter due to Jupiter’s large mass.

1.7.2 General precession of the Earth

In addition to the fundamental orbital frequencies, which apply to the solar system as

a whole, there are two additional fundamental frequencies which are necessary to de-

scribe the orbital motion of the Earth. The formation of an equatorial bulge is caused

by the rotation of the Earth, and other processes redistribute mass on Earth (the for-

mation of ice caps at high latitudes, and mantle convection). These processes result in

a torque that is applied to the Earth by the Sun, the Moon, and the other planets. The

combined effect from the Sun and the Moon equals approximately two thirds of the

total applied torque [88]. Similar to a spinning top, this applied torque results in the

nutation and precession of the Earth’s spin axis. The nutational component leads to a

“nodding” motion of the Earth’s spin axis, while the precessional component makes the

Earth’s spin axis trace out a cone, as illustrated in figure 1.1. From a climatic perspective



1.7 The origin of orbital frequencies 15

only the precession component has a significant effect.

With respect to the fixed stars, the frequency of this precessional cycle is denoted

as p, and has a period of approximately 25.8 ky. The precession of the Earth’s spin axis

has several effects on the Earth’s climate system, one of which is that the position of the

seasons with respect to the Earth’s orbit, defined by the solstices and equinoxes with

respect to the perihelion and aphelion of the orbit, changes over time. For this reason

the precession of the Earth’s spin axis is also called the “precession of the equinoxes”.

This precession will be discussed in more detail in one of the following sections.

As shown in figure 1.1, the precession of the Earth’s spin axis traces out a cone that

forms an angle with the Earth’s orbital plane. This angle is the obliquity (tilt) of the

Earth, and is denoted by ε. This angle changes due to the combined effect of the pre-

cession of the Earth’s spin axis and the changing orientation of the Earth’s orbital plane,

which will be discussed in more detail in a following section.

As a first order approximation, the fundamental frequencies gi and si can be used

together with the precession constant p to explain the origin of almost all periodicities

that affect the climate system. They arise from “beats” between the fundamental fre-

quencies. In detail, though, additional resonance terms are present in the solar system,

which lead to the presence of chaos (Laskar, 1990 [85]). The presence of chaos in the

solar system has important consequences, which will be discussed separately in sec-

tion 1.7.9. The following sections discuss how the three orbital parameters eccentricity,

obliquity, and climatic precession, which are involved in the calculation of the solar

radiation, are related to the fundamental frequencies of the solar system

1.7.3 Eccentricity

The Earth’s orbital eccentricity e quantifies the deviation of the Earth’s orbital path from

the shape of a circle. It is the only orbital parameter that controls the total amount of

solar radiation received by the Earth when averaged over the course of one year. The

present eccentricity of the Earth is e ≈ 0.01671, as given by the most recent astronom-

ical calculation of Laskar et al. (1993) [86]. In the past it has varied between ∼0–0.06.

The eccentricity value can be used to compute the difference in the distance of the

Earth to the Sun between their closest and furthest approach (perihelion and aphe-

lion), and presently amounts to 2e ≈ 3.3%. Although the exact values of orbital param-

eters should be computed by numerical integration [85], it is possible to approximate
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Five leading terms for Earth’s eccentricity
term frequency Period Amplitude

(′′/a) (ky)
g2 − g5 3.1996 406.182 0.0109
g4 − g5 13.6665 94.830 0.0092
g4 − g2 10.4615 123.882 0.0071
g3 − g5 13.1430 98.607 0.0059
g3 − g2 9.9677 130.019 0.0053

Table 1.2: Principal eccentricity frequency components in the astronomical solution
La93(1,0), analysed over the last 4 My and reproduced from [89]. The fre-
quency terms gi refer to those given in table 1.1.
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Figure 1.2: Earth’s orbital eccentricity from 0-1.2 Ma [85] and Thomson multi-taper fre-
quency analysis [90] from 0-10 Ma.

the calculation as a series of quasi-periodic terms, some of which are listed in table 1.2.

It is important to point out that the eccentricity frequencies are completely inde-

pendent of the precession constant p. The Earth’s eccentricity frequency component

with the largest amplitude has a period of approximately 400 ky, and arises mainly from

the interactions of the planets Venus and Jupiter, due to their close approach and large

mass, respectively. This component is called the “long” eccentricity cycle, and of all of

Earth’s orbital frequencies it is considered to be the most stable [89]. Additional terms

can be found with periods clustered around ∼96 and ∼127 ky. These are called “short”

eccentricity cycles.

An important feature of all orbital components is the presence of “beats”. These

arise from the interaction of different frequency components, and produce a modula-

tion in amplitude. This results, for example, in an amplitude modulation of the short

eccentricity cycle, since the difference between the second and third strongest eccen-
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Six leading terms for Earth’s obliquity
term frequency Period Amplitude

(′′/a) (ky)
p + s3 31.613 40.996 0.0112
p + s4 32.680 39.657 0.0044
p + s3 + g4 − g3 32.183 40.270 0.0030
p + s6 24.128 53.714 0.0029
p + s3 − g4 + g3 31.098 41.674 0.0026
p + s1 44.861 28.889 0.0015

Table 1.3: Principal obliquity frequency components in the astronomical solution
La93(1,0), analysed over the last 4 My and reproduced from [89]. The fre-
quency terms gi and si refer to those given in table 1.1.

tricity components is (g4− g5)− (g4− g2) = (g2− g5), which corresponds to the∼400 ky

eccentricity cycle. The same modulation is observed for the fourth and fifth strongest

terms. This type of amplitude modulation can be found in all orbital components of

the Earth, and will be discussed in detail in a subsequent section.

The nature of eccentricity variations is illustrated in figure 1.2. The superposition

of the long and short eccentricity cycles, and their variation in amplitude, are clearly

visible. The right hand side of the plot shows the results of a frequency analysis, which

was run over a 10 My long interval to better resolve the position of individual peaks.

The peaks correspond to the frequencies given in table 1.2.

1.7.4 Obliquity

The obliquity (tilt) ε of the Earth’s axis with respect to the orbital plane is illustrated in

figure 1.1. It is defined by the angle between the Earth’s spin vector !s and that of the

orbital plane !n, and can be computed as cos ε = !n · !s, using unit vectors. As the incli-

nation and orientation of the orbital plane vary, the obliquity is not constant, but oscil-

lates due to the interference of the precession constant p and the orbital elements si. If

the variation in obliquity is approximated by quasi-periodic terms, table 1.3 shows that

this results in a strong oscillation with a period of approximately 41 ky, with additional

periods around ∼54 ky and ∼29 ky. The ∼41 ky period arises from the simultaneous

variation in the Earth’s orbital inclination, given by s3, and the precession of the Earth’s

spin direction, given by p. Table 1.3 also shows that the obliquity signal contains con-

tributions from the gi as well as the si fundamental frequencies due to their combined

effect on the change of the orbital plane normal.

The present day obliquity is approximately 23.45 degrees, and has varied between
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Figure 1.3: Earth’s obliquity from 0–1.2 Ma [85] and Thomson multi-taper frequency
analysis [90] from 0–10 Ma.

∼22.25 and ∼24.5 degrees over the last one million years. The main climatic effect of

variations in the Earth’s obliquity is its control of the seasonal contrast. The total annual

energy received on Earth is not affected, but the obliquity controls the distribution of

heat as a function of latitude, and is strongest at high latitudes.

For chapter five of this thesis it will be important to note that the obliquity fre-

quency components all contain the precession constant p. Due to tidal dissipation,

the frequency of the precession constant p has been higher in the past. This process

also affected the frequencies given in table 1.3, and will be discussed separately. Fig-

ure 1.3 illustrates the variation in obliquity from 0–1.2 Ma, according to the calcula-

tions of Laskar (1990) [85]. The oscillation is dominated by a ∼41 ky period cycle, and

a variation in amplitude is also observed. This variation is due to beats arising from

the presence of additional ∼29 ky and ∼54 ky periods, which are just visible in the fre-

quency analysis shown on the right hand side of figure 1.3.

1.7.5 Climatic Precession

The precession of the Earth’s spin axis has a profound effect on the Earth’s climate, be-

cause it controls the timing of the approach of perihelion (the closest approach to the

Sun) with respect to the Earth’s seasons. At present, perihelion occurs on the 4th Jan-

uary, close to the winter solstice. With respect to the stars the precessional movement

of the Earth’s spin axis traces out a cone with a period of ∼25.8 ky. However, due to the

precession of the perihelion within the orbital plane, the period of precession, mea-
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Five leading terms for Earth’s climatic precession
term frequency Period Amplitude

(′′/a) (ky)
p + g5 54.7064 23.680 0.0188
p + g2 57.8949 22.385 0.0170
p + g4 68.3691 18.956 0.0148
p + g3 67.8626 19.097 0.0101
p + g1 56.0707 23.114 0.0042

Table 1.4: Principal climatic precession frequency components in the astronomical so-
lution La93(1,0), analysed over the last 4 My and reproduced from [89]. The
frequency terms gi refer to those given in table 1.1.
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Figure 1.4: Climatic precession index and eccentricity envelope from 0-1.2 Ma [85] and
Thomson multi-taper frequency analysis [90] from 0-10 Ma.

sured with respect to the Sun and the seasons, is shorter. The motion of the perihelion

is not steady but caused by a superposition of the different gi frequencies. For this rea-

son the precession of the equinoxes with respect to the orbital plane lurches with a

superposition of three periods around∼19 ky, 22 ky and 24 ky.

The effect of the precession of the equinoxes on the amount of solar radiation re-

ceived by the Earth also depends on the eccentricity. If the eccentricity is zero, i.e. the

orbit of the Earth follows a circle, the effect of the precession of the equinoxes is also

zero. From a climatic point of view, the eccentricity and longitude of the perihelion are

combined to what is called the climatic precession, defined as e sin(ω̃)4. This means

that the climatic precession index is modulated in amplitude by variations in the Earth’s

eccentricity.

4The exact definition of eω depends on whether a heliocentric or geocentric reference frame is used. See
Berger et al. (1993) [82] for details.
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A quasi-periodic approximation of the climatic precession time series reveals the

contribution from different frequency components, as shown in table 1.4. Note that

the components of climatic precession can be constructed from the precession con-

stant p and the fundamental frequencies gi. Figure 1.4 illustrates the variation in the

climatic precession index, and its modulation in amplitude by eccentricity, from 0-1.2

Ma. The frequency analysis, shown on the right hand side of the plot, reveals three

peaks corresponding to frequencies given in table 1.4.

1.7.6 Insolation

Conceptually the actual forcing of the Earth’s climate by orbital variations is applied

through the radiative flux received at the top of the atmosphere at a particular lati-

tude and time, which is then transferred through oceanic, atmospheric and biological

processes into the geological record. The integral of the radiative flux over a specified

interval of time is called insolation, and can be computed from the eccentricity e, the

obliquity ε, and the climatic precession e sin(ω̃). The amount of solar radiation received

at a particular location depends on the orientation towards the Sun of that location.

Its calculation becomes complex if it is to be calculated over a particular time interval,

and details have been given by Berger et al. (1993) [82], Laskar et al. (1993) [86] and

Rubincam (1994) [91].

Averaged over one year and the whole Earth, the only factor that controls the total

amount of insolation received, apart from the Solar constant, is the changing distance

of the Earth from the Sun, which is determined by the Earth’s semi-major axis a and

its eccentricity e. However, since the eccentricity only varies by ∼6%, and insolation

decreases as a function of the squared distance from the Sun, the variation in insolation

due to a change of eccentricity is only of the order of a few parts per thousand. This

fact is difficult to reconcile with the strong dominance of ∼100 ky periodicities in the

geological record during the last ∼800 ky. Hence, there must be non-linear processes

that either amplify or rectify particular frequencies in the forcing [82].

If insolation variations are computed for a particular latitude, and over a particular

length of time, the main contribution arises from the climatic precession signal, with

additional contributions from the variation in obliquity. The exact nature of the insola-

tion signal is complicated, as demonstrated by Berger et al. (1993) [82].

Certain general statements can be made, though. First, the signal arising from the
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climatic precession is always present in insolation time series. Second, if the obliquity

signal is present, it typically shows a larger amplitude towards high latitudes. Third,

the climatic precession signal in the insolation calculation depends on the latitude at

which it is calculated, such that the signal in the southern hemisphere shows opposite

polarity to that in the northern hemisphere. If the mean monthly insolation is com-

puted for a particular latitude, each month corresponds to a difference in phase (i.e. a

difference in time of a particular insolation maximum or minimum) of approximately

2 ky, since twelve months approximately correspond to the (on average) ∼24 ky long

climatic precession cycle.

It is unlikely that geological processes which encode the insolation signal are driven

by variations at the same latitudes and times of the year throughout geological time.

Depending on the latitude and the time interval over which insolation quantities are

computed, the calculation can be very complex, and the question of time lags and forc-

ing can only be resolved through the application of climate models [82]. A very reveal-

ing study to this effect was reported by Short et al. (1991) [65]. At the present level of un-

derstanding it is probably appropriate to avoid a strict interpretation of Milankovitch’s

theory, which would imply that the ice ages are best explained by the summer insola-

tion curve computed at 65◦N. Instead, a better understanding of the complex mecha-

nisms of the climate system will have to be achieved through the use of geological data

providing boundary conditions for climate models.

1.7.7 Amplitude modulation patterns: the “fingerprint” of orbital cycles

A very important feature of the Earth’s eccentricity, obliquity and climatic precession

variations is that they display modulations in amplitude and frequency. These modu-

lations provide a “fingerprint” of a particular astronomical calculation at a given time.

The modulation terms arise through the interference of individual cycles to produce

“beats”, with periods ranging from hundreds of thousands to millions of years. The

most prominent amplitude modulation cycles are listed in table 1.5. The significance

of certain amplitude modulation cycles was first described by Laskar [85; 86; 89], and

an extensive review of amplitude and frequency modulation cycles was also given by

Hinnov (2000) [92]. An excellent visual representation of amplitude modulation cycles

in astronomical calculations can be obtained by computing evolutionary or wavelet

spectra, which show the variation in amplitude at different frequencies over time. This
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is shown in figure 1.5 for the last ten million years.

The significance of amplitude modulation cycles is twofold. First, if these cycles can

be detected in the geological record they allow the placement of geological data into a

consistent framework within these amplitude modulation envelopes, even in the ab-

sence of individual cycles and the presence of gaps. It was demonstrated by Shackleton

et al. (1999) [55] how this can be achieved. The extraction of long amplitude modu-

lation cycles typically requires high-fidelity records that are millions of years long. Of

particular value for the generation of geological time scales beyond the Neogene is the

∼400 ky long eccentricity cycle, because it is considered to be very stable. Laskar (1999)

[89] proposed the use of this cycle as a reference frame for geological time scale gen-

eration. In addition, if the eccentricity signal could be found in the geological data di-

rectly, as well as through its modulation of the climatic precession amplitude, it might

be possible to evaluate phase lags between the astronomical forcing and the geological

record.

The second significant use of amplitude modulation cycles is that they are related

to specific dynamical properties of a given astronomical model, as shown by Laskar

[85; 89]. These properties are related to the chaotic nature of the solar system, which

will be discussed separately, and potentially allow the use of geological data to provide

constraints on the dynamical evolution of the solar system and astronomical models.

This approach will be explored in detail in chapter five.

1.7.8 Tidal dissipation and dynamical ellipticity

The mean fundamental orbital frequencies gi and si, as well as the precession constant

p, are likely to have changed throughout geological time. While the changes of gi, si

are likely to have been small (Laskar, 1990 [85]), the precession constant p is likely to

have changed significantly in the past. This change is caused by the effects of tidal

dissipation, dynamical ellipticity, and a changing length of day.

In particular, the Earth’s tidal response to the gravitational pull from the Sun and the

Moon is not instantaneous. This means that a tidal bulge develops on the Earth (and

the Moon), which is not aligned with the direction of the Moon’s gravitational pull. This

pull exerts a torque on the Earth which leads to a gradual decrease in its rotational

velocity (see Lambeck (1980) [88] for details). In addition, conservation of angular mo-

mentum leads to an increase of the Earth-Moon distance over time, while a change



1.7 The origin of orbital frequencies 23

Short eccentricity amplitude modulation terms
Interfering terms ”Beat” term Period

(g4 − g5)− (g4 − g2)
(g3 − g5)− (g3 − g2)

}
= (g2 − g5) ≈ 400 ky

· · · · · · · · ·

Short and long eccentricity amplitude modulation terms
Interfering terms ”Beat” term Period

(g4 − g5)− (g3 − g5)
(g4 − g2)− (g3 − g2)

}
= (g4 − g3) ≈ 2.4 My

· · · · · · · · ·

Climatic precession amplitude modulation terms
Interfering terms ”Beat” term Period

Identical to eccentricity frequencies and amplitude modulation terms

Obliquity amplitude modulation terms
Interfering terms ”Beat” term Period
(p + s3)− (p + s4) = (s3 − s4) ≈ 1.2 My

(p + s3 + g4 − g3)− (p + s3 − g4 + g3) = (2g4 − 2g3) ≈ 1.2 My
(p + s3)− (p + s3 + g4− g3)
(p + s3)− (p + s3 − g4 + g3)

}
= (g4 − g3) ≈ 2.4 My

(p + s3)− (p + s6) = (s3 − s6) ≈ 173 ky
· · · · · · · · ·

Table 1.5: Origin of amplitude modulation terms that affect the Earth’s eccentricity,
obliquity and climatic precession. Individual gi and si terms refer to those
given in table 1.1. The∼100 ky (short) eccentricity cycles are modulated with
a period of ∼ 400 ky by the long eccentricity cycle. Both short and long ec-
centricity cycles are modulated with a period of ∼ 2.4 My, but with a phase
difference of 180◦, i.e. an amplitude maximum of the ∼100 ky eccentricity
coincides with an amplitude minimum of the ∼400 ky eccentricity. Since
eccentricity directly modulates the climatic precession, all eccentricity am-
plitude modulation terms are also present in the climatic precession signal.
The obliquity signal is weakly amplitude modulated with a period of ∼170
ky, and more strongly with a period of 1.2 My. This amplitude modulation
cycle is dynamically linked with the 2.4 My cycle present in the eccentricity
modulation. All cycles listed here are demonstrated visually in figure 1.5.
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Figure 1.5: Joint time-frequency analysis of astronomical calculation from Laskar
(1993) [86] from 0–10 Ma. This plot was generated by using wavelet anal-
ysis software developed by Prokoph et al. [93; 94]. This software was applied
to an arbitrary mixture of the eccentricity, obliquity and climatic precession
signal to allow a better visual representation of the main climatically impor-
tant orbital variations. The amplitude at a particular frequency and time is
colour coded, red corresponding to a high relative amplitude. A selection of
amplitude modulation terms is highlighted and represents the “fingerprint”
of an astronomical model.
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Figure 1.6: Estimated changes in the obliquity and climatic precession periods related
to a changing Earth-Moon distance over the last 440 My, according to Berger
et al. (1989) [95], and Berger and Loutre (1994) [96]. Note that the periods of
obliquity and climatic precession change due to a change of the precession
constant p, while the eccentricity periods remain unaffected. Note that this
figure is for illustrative purposes only, as the exact variation of orbital fre-
quencies over tens of millions of years is not yet known in detail.

in the Earth’s rotational velocity leads to a redistribution of mass on Earth (“dynami-

cal ellipticity”), The dynamical ellipticity of the Earth can also be affected my mantle

convection and ice loading.

These processes modify the Earth’s precession constant p, the frequency of which

has decreased over geological time. Since p is contained in the expressions for obliquity

and climatic precession (see tables 1.3 and 1.4), the periods of obliquity and climatic

precession also change. Berger et al. (1989) [95], and Berger and Loutre (1994) [96]

estimated possible values for changes of astronomical periods, based on astronomical

and geological observations. Their results are illustrated in figure 1.6.

The effect of tidal dissipation was first included in astronomical models by Quinn

et al. (1991) [97], and later by Laskar et al. (1993) [86]. The effects of changing tidal

dissipation and dynamical ellipticity values have a large impact on astronomical cal-

culations [89], and have to be obtained from observation. This problem is the focus

of work reported in chapter five. Strictly speaking, astronomical calculations cannot

be performed independently of the chosen Earth model, and particularly the separate
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treatment of the Earth-Moon system. This is the reason why numerical computations,

such as those given by Quinn et al., are invaluable.

1.7.9 Chaos in the solar system

Probably the most significant development of astronomical theory in recent times has

been the discovery of the chaotic behaviour of the solar system by Laskar (1990) [85].

Laskar established that the dynamics of the orbital elements in the solar system are not

fixed for all times, but rather unpredictable over tens of millions of years. This is due

to the gravitational interaction of the different bodies in the solar system and makes it

theoretically impossible to calculate the exact movements of celestial bodies from their

present day masses, velocities and positions over long periods of time. This feature

poses limits on the use of astronomical theory for the purposes of creating astronom-

ically calibrated geological time scales, as reviewed in detail by Laskar (1999) [89]. He

found that the calculations of orbits diverge exponentially with time for a given set of

initial conditions. This implies, for example, that if the position of a planet is known

with a relative error of ∼ 10−10 at present, this error increases to ∼ 10−9 after 10 My,

and reaches the order of 1 after 100 My. Despite these limitations, the determination of

astronomical parameters such as the planetary masses, velocities, and positions, is im-

proving due to additional satellite measurements. Together with improved and more

detailed astronomical models, the limits of accuracy of astronomical calculations are

also likely to extend further back in time.

An important implication of this is that the development of astronomical theory

and geological observation have to evolve hand in hand, i.e. geological observation has

to be used to constrain astronomical theory, which in turn is then used to extend the

astronomical calculation of the geological time scale. Extreme care has to be taken

to avoid circularity in this process. Laskar (1999) [89] estimated that the astronomical

model of Laskar et al. (1994) [86] might be accurate back in time to approximately 20-30

Ma. This prediction will be tested and explored further in chapters three and five.

A clear representation of chaos in the solar system is provided by amplitude mod-

ulation terms, as discussed in section 1.7.7. As discovered by Laskar (1990) [85], and

reviewed by Laskar (1999) [89], the ∼2.4 My and 1.2 My long amplitude modulation

terms that occur in the calculations of eccentricity and obliquity, respectively, are in

resonance, and the expression (s4 − s3) − 2(g4 − g3) = 0 can evolve into a new state,
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where (s4 − s3) − (g4 − g3) = 0. This implies a change from a 1 : 2 resonance to a 1 : 1

resonance. Laskar found this behaviour to be the main source and representation of

chaos in the solar system. As shown in table 1.5, these terms are present in several as-

tronomical frequencies, and should be possible to detect in the geological record. The

astronomical calculation of Laskar from 1993 [86] predicts such a switch in resonance

between∼23 and 28 Ma. This switch will be explored in detail in chapter five.

1.8 Construction of continuous geological records

At this stage it is appropriate to discuss how long continuous geological records can be

obtained and constructed to provide the data necessary for an astronomical calibration

of the the geological time scale. This discussion is instructive, since the construction of

a completely continuous geological record is laborious, and it is important to appreci-

ate the range of uncertainty that can be introduced into the data by various processing

steps.

So far, the most successful studies that provided an orbital time calibration over

millions of years have used material recovered from deep-marine and lake environ-

ments. Examples include material of Cenozoic age recovered from Ocean Drilling Pro-

gram (ODP) Legs 138 [51] and 154 [53; 55], from Lake Baikal [98], marine sediments

now exposed around the Mediterranean [43; 44; 54], as well as Triassic records from the

Newark rift basin [56].

The reason why ODP material in particular has provided a very good basis for or-

bital calibration is related to the requirements that are necessary for such work to be

accomplished. These can be listed as follows. First, it is crucial to obtain records that

are continuous in time, and one has to be able to demonstrate that this is so. Deep-

marine sediments can provide a record that is typically less disturbed by sequence

boundaries, erosional events, rapid deposition of clastic deposits, or tectonic events

than near-shore, clastic deposits. Deep-marine sediments are intimately linked to var-

ious (mostly biological) processes, which are likely to reflect variations in ocean circu-

lation and climate.

Second, sedimentation rates, in an ideal situation, are steady over long periods of

time, such that one can demonstrate the presence of cyclic signals a priori. Accumula-

tion rates of deep-marine sediments have been found to remain relatively steady over

long periods of time and distance, with typical rates of the order of several cm/ky. Deep-
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marine sediments thus provide the best available material for the long-term record-

ing of climatic variations. They also contain abundant fossiliferous material, as well

as recording a palaeomagnetic signature, both of which allow the close correlation of

records from different locations.

It is crucial that one is able to demonstrate the continuity of a given record in

time. Thus, one has to be able to recognise the presence of hiatuses in the sedimen-

tary record, and it is necessary to compensate for the limitations that result from the

technology used to recover deep-marine sediment cores. ODP sediment cores are typ-

ically recovered in ∼9.5 m long sections. Depending on the consistency and hard-

ness of the sediment encountered during drilling, different recovery methods are used

(e.g. “advanced piston coring” (APC), “extended core barrel” (XCB) coring, or “rotary

core barrel” (RCB) coring). There are always recovery gaps present between successive

cores. These are at least of the order of tens of centimetres. Depending on the recovery

method used, cores can also be affected by core fragmentation, slumping, core stretch-

ing and squeezing, and other core deformations.

For this reason, typically more than one hole is drilled at a particular site, which al-

lows an evaluation of the length of core gaps, as well as the construction of a “patched”

record. Initially, each ∼9.5 m long core is assigned a depth according to the drill string

length. This depth is denoted as “metres below sea-floor” (mbsf). Subsequently, an at-

tempt is made to correlate cores from different holes by using common features such as

more or less diagnostic excursions in measurements of physical properties (bulk den-

sity, magnetic susceptibility etc.), or biostratigraphic events. Routinely, the depths of

cores from different holes are adjusted to a common depth scale by adding a constant

offset over the length of each core. This new depth scale is denoted as “metres compos-

ite depth” (mcd).

Unfortunately, it has been observed frequently that cores are distorted in length

within each∼9.5 m segment. This distortion is due to the coring methods used, or due

to variations in accumulation rates between holes. This problem has been discussed in

detail by, for example, Hagelberg et al. (1995) [99]. The distortion in depth implies that

occasionally geological events that are obviously synchronous in time, such as volcanic

ash layers, are not correctly aligned on the mcd depth scale.

This situation is not satisfactory, as far as a detailed correlation and stratigraphic

calibration is concerned. Two strategies can be used to alleviate this problem. The eas-
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ier one of the two is to construct a “spliced” record from available data by using the

mcd depth scale, and by switching between records from different holes. The splicing

procedure requires a decision to be made with respect to what constitutes the “best”

(or most representative) track, and will depend on the purpose of the particular inves-

tigation. For example, one might want to choose, where available, the longest possible

track down the core record, assuming that this record results in the highest possible res-

olution in time. Alternatively, one might want to select a “splice” that corresponds to

the average increase in depth, if , for example, the aim is the reconstruction of sediment

flux variations. These arguments have been put forward, for example, by the report of

the Shipboard Scientific Party during ODP Leg 171B [100].

An alternative to the construction of a “spliced” record is the construction of a

stacked record. In this case it is necessary to align individual features between differ-

ent holes at a high-resolution, allowing differential stretching and squeezing of depths

within individual holes. This strategy has been described in detail by Hagelberg et al.

(1995), and leads to the development of a “revised metres composite depth” (rmcd)

scale. As this implies that cores from individual holes are aligned not only at specific

depths, but ideally along the entire record, it is possible to “stack” data from different

cores covering the same stratigraphic interval. This method can facilitate the genera-

tion of an enhanced “signal-to-noise” ratio, i.e. “noise” in the data that is independent

on the location of the holes can be reduced by averaging several measurements from

the same stratigraphic level. This strategy will be employed in this thesis in chapter

three.

It is important to stress that the correlation of geological data is very laborious,

and it is likely that errors are introduced into the record if ambiguities exist. It was

the strength of the studies of Shackleton et al. (1995, 1997, 1999) [51; 53; 55] that the

stratigraphic correlation of data from different holes and their calibration to an astro-

nomical model was not only achieved with data from one particular location, but with

data from different sites. This approach allowed the elimination of several hiatuses that

otherwise would have remained unnoticed. Their work involved many iterations of ad-

justment and verification of inter-site correlations, as well as calibration to time using

orbital cycles present in the data. It is important to realise the complexity of the pro-

cess that stretches from the initial recovery of individual cores to the final calibration of

geological data in order to generate a new time scale based on orbital variations.



Chapter 2

Advanced methods for automated

astronomical tuning

2.1 Introduction

This chapter is concerned with orbital “tuning”, and its evaluation via spectral estima-

tion methods. In this context, the term “astronomical tuning” refers to the adjustment

of stratigraphic events or variations (in the depth domain) to a conceptual “forcing” (in

the time domain) that is assumed to be imposed on climatic and geological processes.

Such variations, which have been demonstrated to be present in the geological record,

can be used in the fashion of a pace-maker or metronome to obtain a record in time

from stratigraphic depth or thickness. The output of this is an age model that relates

depth to time.

In the most general sense, stratigraphic correlation and the creation of astronomi-

cally tuned time scales involves the matching of characteristic features in one record to

certain features in a different “reference” record, or to features in theoretically derived

curves, such as solar insolation. In either case it is necessary to create a “mapping func-

tion” that relates these two records in terms of depth to depth, or depth to time. This

step is crucial in the process of creating an astronomically calibrated geological time

scale, and relies on different assumptions about how a “forcing” is transferred into the

geological record, as well as an appropriate choice of scale in terms of how many cor-

relations or “tie points” are used to create this depth to age mapping.

Several variants of this tuning procedure exist, depending on the choice of the target

curve and the type of response. These have been reviewed and statistically evaluated
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by Martinson et al. (1987) [37]. Due to the nature of geological data, this step often

involves a considerable amount of geological judgement, for example in terms of as-

sessing reasonable sedimentation rates and possible sedimentary breaks.

The aim of this chapter is to develop a procedure for adjusting geological data that

contain an orbital signal to a reference curve, or template. This new method is then

applied to create a refined age model for data from ODP Leg 138 from Shackleton et al.

(1995) [51]. Preliminary results from this study were presented earlier [101].

2.2 The need for automated and objective tuning methods

Correlating stratigraphic data, which comprises a large part in the process of creating

astronomically calibrated time scales, involves geological judgement and interpreta-

tion on the part of the investigator. This is due to the fact that geological records are

often short, and the data result from the interaction of many geological processes on

different spatial and temporal scales that are difficult to separate. Indeed, one could ar-

gue that it is the skill of the investigator that can make the difference between a “good”

and “bad” correlation, or age model. This is a serious problem, and this subjective

element has been used as an argument against the fidelity of astronomical tuning pro-

cedures.

Several statistical tests are available that evaluate how well the tuning process has

succeeded in matching the geological data and the target curve (e.g., coherency, cross-

spectral analysis, evolutive spectral analysis, and correlation coefficients). However,

these tests generally compute an average fit for the entire record, and thus give a holistic

representation rather than examining each individual feature in the record; nor do they

evaluate variations in sedimentation rate that have been imposed in order to generate

a given age model.

In later parts of this chapter it will be analysed in detail how it might be possible to

quantify the consistency of an age model with astronomical models, and how to use

this quantification to create an age model. First, though, it is instructive to compare

studies that attempted to create orbital age models with different geological material

and with different investigators.
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2.2.1 The problem of subjective interpretation of geological data

Kent (1999) compared the ages that were independently obtained by astronomical tun-

ing in the studies of Shackleton et al. (1995) [51] and Hilgen et al. (1995) [52], in relation

to the geomagnetic polarity time scale of Cande and Kent (1995) [46]. This comparison

is not entirely justified, as Shackleton et al. (1995) did not claim that their age model for

the Miocene was astronomically “tuned”. The nature of the geological data older than

approximately six million years instead required the assumption that the initial geo-

magnetic polarity time scale of Cande and Kent (1992) [45] was approximately correct.

The difference between the two studies of Shackleton et al. and Hilgen et al. is illus-

trated in figure 2.1, and amounts to as much as ∼180 ky, with an average difference of

∼100 ky. Although slightly different astronomical calculations were used in both stud-

ies [51; 52], this difference of approximately one eccentricity cycle can be considered a

practical measure of uncertainty that arises from using different data, and more impor-

tantly, from different interpretations of the cyclicity present in the data sets. A subset of

the data of Shackleton et al. (1995) [51] will be used later in this chapter as a case study

for a numerical tuning approach.

As investigated by Laskar (1999) [89], and outlined in chapter one, there are practi-

cal limits on how far back in time detailed astronomical calculations can be extended

with confidence. Beyond approximately 30 My, astronomical tuning in its most sim-

ple form relies on the extraction of astronomical parameters from geological material,

essentially by counting of individual lithological cycles and an interpretation of their

astronomical nature by using astronomical calculations performed for younger ages as

an analogue.

This was the approach chosen in the study of Röhl et al. (2001) [103], where two

authors attempted to give two independent time duration estimates, using identical

data. Although the estimated duration of the late Danian magnetochron C27 is similar

to within ∼ 2% in both interpretations (for a total duration of ∼1.45 My), the authors

admit that “such direct counting procedures are highly subjective”. One of the authors

counted 47 precession and 11 obliquity cycles, while the other counted either 70 pre-

cession cycles or 35 obliquity cycles. This example highlights an urgent need for more

numerical and less subjective methods to create an astronomical time scale.
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Figure 2.1: Two independent Neogene astronomical polarity time scales (APTS) of
Shackleton et al. (1995) [51], and Hilgen et al. (1995) [52] are compared with
the geomagnetic polarity time scale (GPTS) of Cande and Kent (1995) [46].
The geomagnetic polarity time scale already includes the APTS from Shack-
leton et al. (1990) [41] and Hilgen (1991 a,b) [43; 44] from 0–5.23 Ma, which
marks the base of magnetochron C3n. Note that the two astronomical cali-
brations begin to diverge back in time from approximately chron C3r, which
coincides with the Messinian interval. This interval is marked by extensive
evaporite formations and slumping and has thus proved to be a difficult in-
terval for a detailed astronomical tuning. This situation has recently been
resolved by the study of Sierro et al. (2001) [102]. This figure is adapted from
Kent (1999) [47].
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2.2.2 The problem of different orbital calculations and rapid re-calibration

It was explained in chapter one that astronomical solutions can be separated into a

planetary and an Earth-Moon system component. The chosen model for the Earth

system affects the rate of tidal dissipation and the dynamical ellipticity. This will be

explored in detail in chapter five. It has the direct effect that, depending on the cho-

sen model, the astronomical calculations that form the basis for the target or refer-

ence curve show small differences that might influence the interpretation of individual

cycles. Figure 2.2 demonstrates that the interference between amplitude modulated

precession cycles and obliquity cycles can change the relative amplitude of individual

cycles in the target curve.

In the light of constantly evolving astronomical models (Le Verrier, 1856; Bretagnon,

1974; Berger, 1978; Laskar, 1990; Berger and Loutre, 1991; Laskar et al. 1993) [20; 38; 80;

85; 86; 104], and the need to explore the possible parameter space for the chosen Earth

model, it becomes even more important to have a rapid way of re-adjusting an existing

astronomical tuning to a different target curve. This is an additional reason for using a

more automated approach that can be used to make small modifications to an already

existing age model.

Figure 2.2 also shows the type of cycle scale differences that occur between different

astronomical solutions. The arrows in figure 2.2 illustrate those points in time where a

small phase difference between different astronomical components for different cal-

culations leads to ambiguity in terms of the amplitude of individual insolation cycles.

This demonstrates that any tuning strategy based simply on cycle counting is likely to

introduce errors in the result. As discussed in chapter one, it is thus necessary to use

the precise “fingerprint” contained within astronomical calculations through different

amplitude modulation terms that define the overall “envelope” of the calculation. The

exact nature of these nodes, which depends critically on the exact phase relationship of

orbital components that result from the chosen Earth model, are therefore a good test

as to which astronomical solution is better supported by geological data.
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Figure 2.2: This plot shows three different astronomical calculations of mid-monthly
June insolation at 65◦ North. The calculation La93(1,0) is that of Laskar
(1990) [85]. The model BER90[80] uses the same eccentricity calculation
but is based on a different calculation for obliquity and climatic precession.
La93(1,1)[86] is similar to La93(1,0), but includes a tidal dissipation term for
the Earth-Moon system. Arrows indicate the position of “nodes” that re-
sult from interference between the obliquity and climatic precession com-
ponents. This leads to a relative change in amplitude for the two closest
peaks, and can affect the interpretation of individual cycles in the geologi-
cal record. This problem can be addressed by considering the longer term
amplitude modulation patterns.
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2.3 Towards an automated correlation and tuning method

2.3.1 The choice of an appropriate target curve

The choice of an appropriate target curve is of great importance, because the choice of

the target curve directly controls the exact timing of correlated events. The target curve

is controlled by several factors:

• the chosen astronomical calculation

• the chosen Earth model, depending on the parameters chosen for tidal dissipa-

tion and dynamical ellipticity, and

• the choice of how the final target curve is constructed from individual astronom-

ical elements (eccentricity, obliquity and climatic precession), given certain as-

sumptions about how the astronomical forcing is interacting with the Earth’s cli-

mate system to operate as a forcing for geological processes.

The effect of the first two factors was illustrated in figure 2.2 and discussed in chap-

ter one. The parameters that control these effects can be extracted from geological data

and will be explored in detail in chapter five. The third factor was reviewed in detail by

Martinson et al. (1987) [37]. Questions that need to be addressed and quantified in-

clude

• do time lags exist between the astronomical forcing and the climate system?

• are the time lags different for individual astronomical components (obliquity, cli-

matic precession, eccentricity) of the forcing?

• can the climate system response be described by the combined effect of the as-

tronomical parameters at the “top of the atmosphere”, possibly at a given latitude

and a given time of the year, as postulated in the original Milankovitch theory of

glaciations?

• is the response of the climate system to the forcing linear or non-linear?

These different factors control the relative amplitude of astronomical components that

are recorded by the geological system at a given location, as well as their detailed phase

relationship as compared to the direct, astronomical forcing. A selection of several pos-

sible target curve types and models is illustrated in figure 2.3.
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Figure 2.3: Examples of different types of astronomical target curves.
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This figure shows four examples of target curves that were constructed from the

calculated orbital elements eccentricity, obliquity, and climatic precession, using the

solution La93(1,1)[86] for the last 800 ky (panel A).

Panel (B) shows two insolation curves, computed as the monthly average for June-

July and April-May at 65◦N. Note that in addition to a lower average for the April-May

curve, there is also a difference in phase, where the June-July curve lags the April-May

curve by approximately 4 ky.

Panel (C) shows the calculation of a hypothetical ice volume curve by Imbrie and

Imbrie (1980) [35], that is based on a non-linear response to the 65◦N June-July inso-

lation curve. In this model, time constants are specified that govern the ablation and

build-up of ice. This leads to a a time lag of approximately 6 ky.

Panel (D) shows a target curve that is constructed by adding the normalised (sub-

tracted mean, and divided by standard deviation) orbital components with an ampli-

tude ratio of 1:1:-1 (the sign of climatic precession is reversed when insolation is com-

puted for the northern hemisphere [82]). The construction of an “ETP” curve can help

to accentuate the sensitivity towards the longer term variations in eccentricity, and as-

sumes an instant reaction of the response to the forcing.

Panel (E) is similar to D in that orbital components are added to construct an arti-

ficial target curve. In this case the contributions of climatic precession and obliquity

are added with a pre-determined time lag to the original orbital components. These

time lags were determined from geological data (Shackleton, 2000 [68]), with a time

lag of 3 ky for climatic precession, and 7 ky for obliquity. Ideally, an automated tuning

approach will allow the choice of how the target curve is implemented.

2.3.2 Quantifying the relationship between depth and time

Any correlation, regardless of whether it is obtained in an automated way or not, will

produce a certain age-depth relationship, or age model. This age-depth relationship, or

“mapping function”, is normally subject to certain constraints, such as bio- or magneto-

stratigraphic datums with associated uncertainty intervals, as well as geologically “rea-

sonable” rates of sediment accumulation. Generally, but not always, it is also appro-

priate to assume continuity, i.e. geological data are in their true stratigraphic position.

This last constraint can be violated by faulting, or by technical core recovery problems,

which might lead to a repetition of material from the same stratigraphic position in
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Figure 2.4: Conceptual illustration of depth to time conversion with constraints on sed-
imentation rate and continuity.

more than one core interval. A typical age-depth relationship that can illustrate the

tuning procedure is shown in figure 2.4.

Figure 2.4 demonstrates the transformation of geological data from the strati-

graphic depth domain to the target curve time domain. The relationship between

depth and time is determined by the mapping function, which in turn is subject to

global and local constraints. This approach makes use of features that can be related to

orbital variations, as reported by Shackleton (2000) [68].

Panel (a) shows a depth record of δ18O from benthic foraminifera, as used in [68].

On the assumption that light values in δ18O are related to higher values in received solar

insolation, this record was then matched to a ”target curve”, as shown in panel (c), by

inserting control points that relate depth to time and form the ”mapping function”,

as shown in panel (b). The initial depth-to-time conversion is typically achieved by

making use of bio- and/or magnetostratigraphic constraints that are shown by red cross

bars in panel (b).

The apparent sediment accumulation rate is defined by the slope of the map-

ping function, which might be subject to certain minimum and maximum constraints
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across the entire correlation. One possible version of this type of ”global” constraint is

indicated by the shaded parallelogram in panel (b).

At each point in the allowable mapping function area one can also introduce a ”lo-

cal” constraint, which limits the possible path of the mapping function from one point

to the next. This is shown in panel (d). The indices i and j, marked in the top right

corner of figure 2.4, represent the position of individual data points within each data

series.

Depending on the type of target curve that is used, there are several ways to eval-

uate, in a quantitative fashion, how well two records match each other with respect to

certain features. The mathematical description of this evaluation is often termed the

“figure-of-merit function”, or “cost function” in optimisation theory [105]. These meth-

ods, as described next, form the basis for automated approaches to tuning and correla-

tion. Each of these has certain advantages and disadvantages that result from the way

the match between two records is computed, and what assumptions are necessary for

their application.

2.3.3 Using the least squares error as a correlation criterion

The least squares error criterion assumes that the target curve is an exact model for the

geological data. Hence, if the target curve is expected to have the same spectral con-

tent and phase relationship as the signal contained in the geological data, this method

allows a quick and mathematically simple way to match two records. The strategy con-

sists in matching two individual records by minimising the misfit at each point to arrive

at a minimum global misfit. This can be described mathematically by the minimisation

of the normalised misfit for a set that contains N data points:

misfit =
1
N

N∑

i=1

[targeti − datai]2 (2.1)

where targeti are individual points on the target curve, and datai are individual points

in the geological data set. It is possible to extend this calculation to a situation where

there is more than one set of data and target curves. For M sets, of equal length, equa-

tion 2.1 then becomes

misfit =
1

M ×N

M∑

j=1

N∑

i=1

[targetji − dataji]2 (2.2)
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Data points in the target curve and the geological data need to be evaluated at the same

position, so that it might be necessary to interpolate one of the curves before evalua-

tion. This method can easily be extended to the case of several, different, geological

data sets, where each one is fitted to either the same or individual target curves, as ap-

propriate.

Disadvantages of this concept are the strong assumptions that are made about the

nature of the signal in the data, as only rarely is it possible to predict a priori how the

orbital components that form the forcing function are constructed in terms of relative

amplitude and phase. In addition, this method is very sensitive to extreme values, as

the misfit is computed over the entire data set.

2.3.4 Using the correlation coefficient as an optimisation criterion

A similar approach to the least squares criterion is the computation of the correlation

coefficient between two data sets. Instead of assuming that the target curve is an exact

representation of all features contained in the data, the correlation coefficient evaluates

whether two different records co-vary in a similar fashion, i.e. whether excursions in

the data correspond to similar excursions in the target. To some extent, this minimises

the problems that are posed by extreme values present in the data. Mathematically the

linear correlation coefficient r can be defined as

r =
∑N

i=1(targeti − target)(datai − data)√∑N
i=1(targeti − target)2

√∑N
i=1(datai − data)2

(2.3)

where target and data denote the mean of the target and geological data set, and N

is again the number of data points considered. Since the correlation has to be com-

puted over a defined interval, rather than at a particular point as in the least squares

error method, it is also necessary to define the width, or “window”, over which this

correlation is computed. To some extent this improves the continuity and dimin-

ishes variations in sedimentation rate of established correlations that make use of this

method. The correlation coefficient approach has been implemented in the software

package “AnalySeries”, which allows the creation of age models [106]. Shipboard strati-

graphic correlation work for the Ocean Drilling Program (ODP) makes use of the soft-

ware “Splicer” [107], which uses the correlation coefficient in an interactive way to cre-

ate a stratigraphic composite from bore-holes drilled at different locations.

One disadvantage of the correlation coefficient method is, however, that it might
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Figure 2.5: Comparing pattern matching based on correlation coefficients and fitting
peaks. In all four panels the lower curve is adjusted to the upper curve, us-
ing the highest correlation coefficient (r) in panels b and d, and by matching
peaks (panel a) and transitions (panel c) manually. It could be argued that
the fit in panels a and c is more realistic because it represents the exact tim-
ing of two features, even though this results in a lower overall correlation
coefficient. This figure is reproduced from Paillard et al. (1996) [106].
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in fact be sharp transitions in the data that define good time control points, rather

than the lower frequency components, which are favoured by the correlation coeffi-

cient method. This is the case for the sharp and rapid excursions found in the stable

oxygen isotope record, which define deglaciations. This problem has been described in

the electronic supplement of Paillard et al. (1996) [106], and is illustrated in figure 2.5.

2.3.5 Optimisation over selected frequency bands

A different approach is to evaluate the “cost function” or correlation between two geo-

logical data sets, or an astronomical target curve and geological data, over certain fre-

quency bands of interest only. For example, this is useful if one can identify astronomi-

cally driven variation at a particular frequency in both records, which can then be used

to create an age model based on these variations. This is useful when a stratigraphic

correlation is sought between different types of data from different locations, e.g. when

comparing stable isotope data with lithological parameters such as magnetic suscepti-

bility. In this case, there might be certain features in both records that are co-varying,

while the general appearance of the two curves is very different.

One reason why two geological records might show a different frequency response

is the presence of bioturbation. Depending on the sedimentation rate, this process acts

to remove high-frequency parts of the signal, and thus performs smoothing and “pre-

filtering” (see, e.g., Herbert, 1994 [108]).

The concept of optimisation in a selected frequency band is illustrated in figure 2.6.

Instead of considering the actual data points in the target curve or the data curve, the

best fit is now evaluated for the filtered series only. Again, this approach can be ex-

tended to multiple data sets from the same core, or it can be combined with the two

approaches described before. This method has not previously been used for an auto-

mated tuning, although it was introduced as a “manual” option into the software pack-

age “AnalySeries” [106] after a suggestion by the author. An automated implementation

of this approach will be developed in a later part of this chapter.

2.3.6 Optimisation in the frequency domain

A different approach towards the creation of an orbital age model consists of working

with a representation of the data in the frequency domain. In this case a spectral esti-

mate for the data is compared with a spectral estimate of the chosen target curve, and
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Figure 2.6: This is an example of how one can use filtering of specific frequency com-

ponents, that are common between the target and the data, to arrive at an
age model. (A) shows a target, which is the same as in figure 2.3(E). Instead
of an astronomical target one could also select a different geological proxy
parameter, if the aim was stratigraphic correlation. (C) shows the data in
the depth domain. For illustrative purposes, the data chosen here are the
same as in figure 2.4(a). (B) shows the filtered target and filtered data. If
this approach is used in an automated fashion, the data are dynamically fil-
tered during correlation after each depth-to-age iteration step. The fit or
correlation between these two filters is then used to evaluate the merit of
the current age model. Note that for the particular data set shown here, the
generation of an age model based on bandpass filtering alone would be very
hard, as the precession signal in the data is weak.
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the match is optimised by inserting and moving control points that convert from depth

to age.

Different versions of this method were employed by several authors [109; 110], but

did generally not give results that would allow the use of the obtained time scale for

the high resolution determination of stratigraphic events. This is probably caused by

the fact that the detailed shape of spectral estimates of noisy geological data is very

sensitive to the non-orbitally controlled residual.

In addition, geological data are non-stationary in almost all cases, thus invalidating

the assumptions underlying conventional spectral analysis. One approach that could

reduce these problems would be to work with evolutionary spectral estimation meth-

ods. This, however, would move this approach back into the time domain, for which

the other approaches described here are more suitable, and much less computation-

ally intensive.

2.3.7 Optimisation of orbitally controlled sedimentation rates

Some geological processes transfer the orbital forcing of the climate system into vari-

ations in apparent sediment accumulation rate. Amongst other processes, this can be

the result of varying proportions of sediment source end-members (e.g. terrestrially

derived material versus material derived from biogenic sources), or by variations in the

rate of sediment production, export, or dissolution.

Shackleton and Crowhurst (1997) [53] demonstrated convincingly that apparent

sediment fluxes can be driven at least partially by orbital forcing, and show how it is

possible to separate the relative contribution of these processes in deep-marine sedi-

ments that contain an input of terrestrial material. Assuming that different geological

facies result in different rates of apparent sediment accumulation, Kominz and Bond

(1990,1992) [111; 112] tried to exploit this relationship. However, a later study showed

that their particular method might not generate a realistic age model [113].

Slightly different versions of this theme were introduced by Herbert (1992, 1994)

[58; 108], and employed by Hinnov and Park (1998, 2000) [92; 114], who performed an

analysis based on frequency modulation patterns in geological data assuming that they

are modulated by longer period orbital cycles.

The “AnalySeries” package contains an implementation of the Martinson et al.

(1987) [37] algorithm, which tries to model the mapping function, and thus the sedi-
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mentation rate, as a combination of sine and cosine terms. This has the distinct advan-

tage that changes in sedimentation rate are usually smooth if the number of harmonic

coefficients is low. This method is computationally intensive, though, and is inappro-

priate for data that contain gaps and thus require sharp changes in sedimentation rates

at certain points.

2.4 Developing “Dynamic Time Warping” for automated corre-

lation

2.4.1 Introduction: Similarities between speech recognition and astronom-

ical tuning

A literature research revealed that the fields of speech recognition and cyclostrati-

graphic correlation share a common set of problems. In both fields one aim is to match

a data curve (a speech utterance, or a geological data set) to a known reference curve (a

characteristic representation of known utterances, or an astronomical time series).

Both fields face the problem that data series can be distorted in a non-linear fash-

ion, caused, for example, by varying sedimentation rates in the case of geological data,

and by variations in length, pitch and inflection of utterances in the field of speech

recognition. These distortions require the alignment of time-correlative features of

data and “target” series, subject to a number of constraints. In both fields compu-

tational speed is an important consideration, in order to complete pattern matching

decisions rapidly, or when dealing with a large number of data points.

The following sections present the adaptation of a method that has been success-

fully used for speech recognition (“Dynamic Time Warping”, DTW) to develop an auto-

mated means of matching orbitally driven geological depth series to an astronomical

target time series, considering given age constraints, uncertainties in depth and dat-

ing, and constraints on allowed changes in sedimentation rate. Dynamic time warping

is based on an algorithmic method called “dynamic programming”, which is used to

adjust the depths of a data series to the times of target series, such that a minimum

misfit, according to a given cost criterion, is obtained [115]. A good general description

of this method was given by Sakoe and Chiba (1978) [116]. The inspiration for the work

presented here was obtained from Kassidas (1997,1998) [117; 118].
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2.4.2 General description of the method used for automated correlation

Before formulating the mathematical details of the method employed in this study, it is

useful to explain the general principles that are involved. The overall aim is is to align

a geological depth series, denoted as a vector D with N data points, to a target time se-

ries, denoted as a vector T with M data points, by stretching, squeezing, and possibly

shifting of the depth series D. Individual points of the data and target curves will be

indicated as Di and Tj , respectively, where i and j are indices that increase monotoni-

cally with depth and time. The general idea of this matching was illustrated in figure 2.4.

One can set up an orthogonal co-ordinate system, using depth and time as axes, where

the aim is to find an optimal path that maps depth to time (the “mapping function”,

denoted by an array F , containing depth and associated time index values). Starting

from the plane that is defined by the depth and time axes, imposing constraints on

possible sedimentation rate changes as well as introducing tie-points with associated

uncertainties in depth and time will reduce the area on which the mapping function

path can lie, and allows the incorporation of those constraints and conditions outlined

in section 2.3.2. The resulting area is called the search region for the pattern matching

algorithm.

In principle, one could consider to find the “optimal” mapping function by employ-

ing a brute force search of all possible paths, computing a “global” misfit value for each

path. However, the number of computations necessary is a factorial function of the

number of data points, which renders the brute force approach prohibitive for data se-

ries with hundreds or more points. Instead, two simplifications are used here to make

the method computationally more tractable. The first simplification consists of repre-

senting the target curve data as a set of discrete points along the time axis. The location

of these points is not changed by the algorithm. In addition, the time values of the map-

ping function must coincide with times from the target curve. Also, from each point of

the mapping curve to the next, an integer ratio must be maintained between the num-

ber of data points allocated to the number of discrete target curve time steps. Although

this approach allows a limited number of data curve depths to be allocated between

discrete target curve times, in general the pattern matching problem is moved from

a continuous representation to a discrete one. A second simplification is achieved by

computing the misfit between the data and target curves only for individual points on

the mapping path, and finding the complete path in a second stage by assembling the
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mapping path that results in the lowest overall misfit. The selection of the optimal path

is subject to fulfilling constraints on allowed local sedimentation rate variations that

are represented by the slope of the mapping function [119]. The method used for this

approach is called “dynamic programming”, and explained in the following section.

2.4.3 A “dynamic programming” approach for optimisation

The method of dynamic programming was first introduced by Bellman (1957), and Bell-

man and Dreyfus (1962) [120; 121]. They formulated the principle of optimality (also

known as “Bellman’s principle”). This can be described as [122]:

An optimal policy has the property that whatever the state the system is in

at a particular stage, and whatever the decision taken in that state, then the

resulting decisions are optimal for the subsequent state.

or

An optimal policy is made up of optimal sub-policies.

or

An optimal policy from any state is independent of how that state was

achieved and comprises optimal sub-policies from then on.

To find an optimal path, this can be translated into two rules [118]:

1. Let F ∗ be the optimal global path on the depth-time grid (of dimension N×M ). If

F ∗ goes through a point (Di, Tj), then the optimal path to the (Di, Tj) point from

the point (D1, T1) is part of F ∗.

2. The optimal path to the point (Di, Tj) depends only on previous grid points.

These rules then define a recursive relationship, where the problem of finding an

optimal path is broken down into the sub-problem of finding an optimal local point

given a history of decisions about previous path points. This allows the rapid calcula-

tion of the optimal global mapping function, since the number of misfit calculations

does not increase as a factorial function of the number of data, but approximately as a

quadratic function.
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The algorithm operates in two steps. The first part starts at point (D1, T1) and pro-

ceeds to the point (DN , TM ), covering all points that lie on the search grid (see fig-

ure 2.4). At each point, the algorithm computes and stores a local misfit measure (in

this study the least squares distance between individual target curve and data points,

or the least squares distance between band-pass filtered data and target curve points).

The result is then weighted according to sedimentation rate constraints (described in

detail in a later section), and added to the lowest stored misfit value of the predecessor

points. This new accumulated misfit value for the path up to this point is stored. Also

stored is the predecessor point on the mapping grid with the lowest misfit value. When

the algorithm arrives at point (DN , TM ), the second part of the algorithm starts. This

simply goes back to the point (D1, T1), retrieving the best predecessor point starting

from (DN , TM ). This procedure is described in more detail by Kassidas (1997) [117]. As

misfit values are stored for all points of the mapping path that lie within the search re-

gion, it is possible in principle to plot maps of the misfit values on the search grid and

to evaluate the robustness of the obtained mapping path. This was not attempted in

this study, but would be useful to assess the influence of local minima. The following

two sections provide the formal definitions for sedimentation rate constraints.

2.4.4 Specification of global and local constraints

A number of conditions need to be enforced for the optimisation problem to be well

posed and mathematically well defined. These conditions involve constraints on the

end points of correlation, global constraints on the allowable search region (see fig-

ure 2.4), local constraints that define the path of the mapping function from one point

to the next, as well as conditions that ensure continuity and monotonicity in time and/

or depth:

• End points can initially be specified by the mapping:

D1 −→ T1 DN −→ TM (2.4)

This constraint will be relaxed later to allow the introduction of uncertainty inter-

vals for bio- and magnetostratigraphic datum points, which will form start and

end points.
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• Monotonicity is imposed by the following condition for points of the mapping

function on the search grid:

if Di −→ Tj , then Di+1 −→ Tj′ where j′ ≥ j

This assumes there is no stratigraphic repetition in the geological data. This as-

sumption can be violated by, e.g., coring problems. For mathematical simplicity

this condition will be retained here, assuming that any such intervals could be

identified on visual and geological grounds prior to the analysis.

• Continuity, i.e. a limitation on the possible change of implied sedimentation rate,

is imposed by constraints on how the next point along the mapping path can be

reached from previous points. Several possible examples are illustrated in fig-

ure 2.7. These conditions implicitly impose monotonicity. The condition used in

this study is that shown in figure 2.7(A).

The local constraints can implicitly specify the global search path. For example,

the local constraint shown in figure 2.7(A) leads to a global search area as shown in

figure 2.4, where the possible path of the mapping function on the search grid has the

shape of a parallelogram. The sides of this region are bounded by lines that have the

minimum and maximum slopes of the local constraint, which in this case are 1/2 and

2 with respect to the data and target curve indices.

There are at least two possible ways to adjust the possible range of sedimentation

rate changes. Sakoe and Chiba (1978) [116] introduced a general approach, where one

can specify two parameters a, b, such that the increment of the mapping function along

the data index i cannot be greater than a steps until b steps have been taken in the

direction of the target axis j index, and vice versa. This would result in an allowed slope

range of [a/b, b/a] with respect to the data and target curve indices. Alternatively, in this

study the same result was achieved by adjusting the sample rate between consecutive

points.

2.4.5 Normalisation of the cost function and the optimisation problem

When comparing data and target patterns with different lengths it is necessary to ap-

ply a weighting and normalisation in order to make the total misfit of different possible

mapping functions comparable. The weighting of each local misfit measure depends
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Figure 2.7: Typical slope constraints on the warping function used in dynamic time
warping. Arrows indicate from which previous mapping points the next
point can be chosen, as indicated by the data curve index i, and the tar-
get curve index j. (A) shows a constraint described in [119] (”Itakura” lo-
cal constraint), which results in a minimum slope of 0.5 and a maximum
slope of 2 (with respect to the data and target curve indices). The cross in-
dicates that only one consecutive horizontal transition is allowed. This was
the local constraint that was employed in this study. (B) to (D) show various
constraints as described in [116] (”Sakoe-Chiba” local constraints). Figure
modified from Kassidas (1997) [117].
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on the chosen local sedimentation rate constraint, while the normalisation depends on

the number of data points, the length of the mapping function between end points, as

well as the sedimentation rate constraint. Kassidas et al. (1998) [118] specified different

weighting functions for each of the local constraints shown in figure 2.7. Here, only the

local constraint shown in figure 2.7(A) is used, for which the normalisation is the num-

ber of depth index values N which are mapped to the time indices, and the weighting

function is unity for all allowed transitions. For each allowed mapping from Di to Tj a

local least squares misfit measure is calculated as

z(i,j) = (Di − Tj)2

to which the lowest accumulated misfit value out of all three allowed predecessor

points is added. The predecessor with the lowest misfit is stored as the optimal pre-

decessor for the index pair (i, j).

For the local constraint that was used here, shown in figure 2.7(A), the transition

from one mapping function point to the next that involves a larger than one increment

of the data (depth) index per increase of the target (time) index is omitted from the

list of allowed predecessor points, thus preventing sedimentation rates smaller than

1/2 and greater than 2, with respect to the depth and time indices, and resulting in N

total mapping pairs. All three remaining transitions are weighted equally, and the total

accumulated misfit at the last mapping point only contains contributions from points

on the mapping path that follow allowed transitions. The normalised total misfit of the

final mapping path for the local constraint of figure 2.7(A) is then given by

Z =
∑N

i=1 zi

N

where each data point with index i has one associated local misfit zi with respect to the

target curve point it was mapped to, with N total mapping pairs.

The next section describes how this procedure is modified to allow the incorpora-

tion of uncertainties of the exact position of the starting and end points of the mapping

function, corresponding to uncertainties in the dating and/or stratigraphic depth of

magneto- and biostratigraphic tie-points.

2.4.6 Extending the dynamic time warping approach

As described so far, the implementation of the dynamic time warping method has not

allowed the specification of uncertainty intervals, nor has it allowed the use of a band-
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pass filter approach for the cost function calculation. This section describes the full

implementation of the dynamic time warping method that was used in this study to

perform an automated astronomical tuning. This implementation was written as an

ANSI C language programme and is available on the enclosed CD-ROM, and can be

downloaded [123]. The software makes use of the signal processing library from McGill

University [124].

To work properly, the dynamic programming approach requires a normalisation to

the number of points that are present in the mapping function, although it is possible

to relax the conditions imposed on the first and last point, as well as on the search

region. Figure 2.8 shows the generalised search area specification as used in the newly

developed computer software. This study used the “Itakura” local constraints shown in

figure 2.7(A). Extensions to the DTW method are as follows:

• Multiple bio- or magnetostratigraphic constraints are allowed. These are sepa-

rately processed as individual segments by using the DTW method. If uncertainty

intervals are allowed, as described next, the newly determined last path point on

the mapping function for each segment then forms the first one for the next.

• One can allow the first and last point to move in the area that is specified by the

parameter γ in figure 2.8. The movement in the direction of the target axis index

j according to γ does not require any change in the algorithm, as the normalisa-

tion only depends on the number of data points in the data curve D, which is not

affected by γ. Strictly, allowing the mapping function end points to move along

the data index i according to δ invalidates the dynamic programming approach,

since now the number of path points is not known during the calculation of in-

dividual local distances. However, Kassidas (1997) [117] showed that a heuristic

normalisation, first mentioned by Rabiner et al. (1978) [125], can be used for those

accumulated distances that move along δ:

Znorm = Zaccum(i,Ms)
Ns

i

with Ns − δs ≤ i ≤ Ns

where Znorm denotes the heuristically normalised accumulated distance Zaccum

up to a given point (specified by indices inside parentheses), and the subscript s

denotes individual segments between tie points.
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• Multiple data and target curves are allowed. The total distance or misfit measure

is then computed as the sum for each data target pair. The relative contribution

of each can be adjusted by using different weights.

• The bandpass local distance measure can be introduced. This requires the con-

volution of a filter series in the time domain up to the path point being consid-

ered. This computation requires a minimum path length, and can thus not be

employed over the entire length of the record. Instead, a local distance measure,

such as the least squares distance, is used up to the first path point where the

length of the path is long enough to allow filtering. Combined with the previous

modification, it is possible to use different (bandpass) filters for the same record,

e.g. a combination of filters for “short” eccentricity, obliquity and precession.

2.4.7 The full DTW algorithm

In algorithmic form, the entire age model generation via DTW can be summarised by

algorithm 1, as given on one of the following pages. This is a modified version of that

given by Kassidas (1997)[117].

2.5 Testing the DTW algorithm with synthetic data

The DTW algorithm has not been applied in the field of geological correlation and

astronomical tuning before, and in this study a completely new programme was used.

For this reason it was necessary and instructive to run a series of tests to evaluate the

performance of the algorithm, and to discover its limitations. This study found, that

the algorithm performs exceptionally well, particularly when computing age models

that rely on a quasi-periodical signal for correlation, which is the fundamental basis

for astronomical “tuning”. The following sections report the results from some of these

experiments. The general methodology consists of designing “synthetic” target and data
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Figure 2.8: Generalised and extended constraints for DTW orbital tuning. The allowed
region for the search path is shaded in grey. Each segment, which is defined
by bio- or magnetostratigraphic constraints at its end points and denoted
by the subscript s, is computed separately by the algorithm. The local con-
straint is that of Itakura (see figure 2.7(A)), resulting in a parallelogram with
slopes 0.5 and 2 for each segment. Uncertainty intervals for the tie points
can be specified by using appropriate values for γs and δs. The last path
point of segment 1 then forms the first path point for segment 2, and so on.
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Algorithm 1 Finding a mapping function using DTW

1: Split data and target curves into s segments, according to tie points.
2: for all segments do
3: For each segment, assign the first point as index 1, and the last one M or N for

the target and data curve, respectively.
4: given values for δ and γ at the start and end of each segment,

compute the allowable search path:
compute lower target index boundary l(i) for each data index i and
compute upper target index boundary u(i) for each data index i

5: Set accumulated misfits Zaccum(1, j) = z(1, j) for 1 ≤ j ≤ γ
6: for i = 2, · · · , N do
7: for j = l(i), · · · , u(i) do
8: if (1 ≤ i ≤ δ + 1) or (N − δ + 1 ≤ i ≤ N) then

9: Zaccum(i, j) = min






Zaccum(i− 1, j) +z(i, j)
Zaccum(i− 1, j − 1) +z(i, j)
Zaccum(i− 1, j − 2) +z(i, j)






10: else if predecessor of point (i− 1, j) is point (i− 2, j) then

11: Zaccum(i, j) = min
{

Zaccum(i− 1, j − 1) +z(i, j)
Zaccum(i− 1, j − 2) +z(i, j)

}

12: else

13: Zaccum(i, j) = min






Zaccum(i− 1, j) +z(i, j)
Zaccum(i− 1, j − 1) +z(i, j)
Zaccum(i− 1, j − 2) +z(i, j)






14: end if
15: Store the optimal predecessor for the (i, j) mapping point
16: end for
17: end for
18: Compute the minimum normalised distance at the last point:

Z = 1
N min

{
Zaccum(i,M)N

i , N − δ + 1 ≤ i ≤ N
Zaccum(N, j) ,M − γ + 1 ≤ j ≤M

}

19: Reconstruct the optimal path F ∗ for this segment, starting from the last path
point. Then travel backward as each stored optimal predecessor indicates, and
locate first path point.

20: Use last path point of this segment as first path point for the next segment.
21: end for
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Figure 2.9: Synthetic input data for testing DTW algorithm. Experiment #1: matching
a sine wave with a sinusoidally distorted sine wave to an undistorted sine
wave.

curves that test a particular feature of the algorithm. The numerical experiments here

generally increase in complexity.

2.5.1 Experiment #1: Testing variable sedimentation rates

The input data for the first experiment are shown in figure 2.9. The target curve con-

sists of a sine function with ten oscillations, sampled by 601 points. This first test was

designed to validate the operation of the software in general, and its ability to detect

and compensate for variations in sedimentation rate. The synthetic data curve was

thus created by applying differential compression and expansion to the initial target

curve, using a relative sedimentation rate as shown in the centre of figure 2.9. The term

“relative” sedimentation rate refers to the sedimentation rate between individual data

points. Thus, if one “depth” unit corresponds to one “time” unit, and both series are

sampled at equal distances, the relative sedimentation rate corresponds to the target

sedimentation rate.

In all numerical experiments reported in this section the local and global “Itakura”

constraints were used, as illustrated in figures 2.7 (A) and 2.8. These constraints specify

that the local relative sedimentation rate as computed by the DTW algorithm can lie
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only between 1/2 and 2. The sedimentation rate for this experiment was designed to

test the algorithm to the limit of this constraint, while at the same time ensuring that the

last point of the data curve remains in its initial position, i.e. the overall compression

over the length of the curve amounts to zero.

For this test, the parameters δ and γ were set to zero, which implies that the first

and last points of the data and target curve are not allowed to move with respect to

each other. This condition will be relaxed in later experiments.

Figure 2.10 shows how the DTW algorithm adjusted the synthetic “depth” curve to

the target curve, using the least squares method as a correlation criterion. The algo-

rithm managed to recover the imposed variation in sedimentation rate, which confirms

the general working of the algorithm in this simple situation. The actual sedimentation

rate, as used by the algorithm on a point to point basis, is shown in the lower part of

the figure. This serves to remind us that, while the input sedimentation rate was a con-

tinuous function, the algorithm uses integer values only. That is to say, that a smoothly

varying sedimentation rate is approximated by a combination of discrete steps on the

grid, and inside the algorithm, these can only take values of 0.5, 1 or 2.

This produces essentially the same result for the input and output age model, but

suggests that one should not use the recovered mapping function directly, but instead

a running mean. Note that on figure 2.10 computed sedimentation rates appear with a

value of∼ 2/3, which is caused by interpolation for one depth value that was allocated

to two consecutive time values. This is an artifact of how the computed sedimentation

rate was represented on this plot.

2.5.2 Experiments #2 and #3: Testing relaxed end point conditions

The next numerical experiments were designed to test the effect of relaxing the end

point conditions as suggested in section 2.4.6 and illustrated in figure 2.8. This sim-

ulates a situation where bio- or magnetostratigraphic constraints have an associated

uncertainty in either their stratigraphic position, or their exact timing.

Figure 2.11 shows the input curves that were used for experiment #2. Here, the data

curve has one extra cycle compared to the target curve. In this experiment one of the

end point constraints was relaxed by setting the parameter δ = 70, while keeping γ = 0.

This implies that the algorithm is allowed to discard up to 70 “depth” units at the begin-

ning and end of the data curve in total, and is equivalent to an uncertainty in the depth
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Figure 2.10: DTW algorithm output for experiment #1. The top panel shows the data
curve as adjusted by the DTW algorithm, superimposed on the target
curve. The bottom panel shows the relative ”sedimentation rate” that was
used as input to create the data curve, and that computed by the algorithm.

domain for a given tie point.

After running the DTW algorithm, the output with these constraints is shown in

figure 2.12. The algorithm discarded 9 points at the beginning, and 45 points at the end

of the depth series, which corresponds exactly to one extra cycle present in this curve

(where the number of points is calculated as 600/11).

In experiment #3 the situation was reversed, such that the target curve contains one

extra cycle. This is not exactly equivalent to the situation given in experiment #2, since

this time the algorithm does not have to make use of a heuristic approximation to allow

the dropping of points on the target curve. This is achieved by setting the value of the

parameter γ > 0, as outlined in section 2.4.6. The input configuration for experiment

#3 is shown in figure 2.13.

The output for experiment #3, shown in figure 2.14, shows that the algorithm again

succeeded in matching the data cycles to the target cycles. In this experiment the pa-

rameters δ and γ were both set to 70 points. The algorithm correctly only used the re-

laxed constraints for γ by dropping points of the target series. 21 points were dropped

at the beginning of the target curve, and 39 at the end. Again, this correctly amounts to

one full cycle in the target curve.
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Figure 2.11: Synthetic input data for testing DTW algorithm. Experiment #2: matching
a data curve with one extra cycle to a target.
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Figure 2.12: DTW algorithm output for experiment #2.
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Figure 2.13: Synthetic input data for testing DTW algorithm. Experiment #3: matching
a data curve to a target with one extra cycle.
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Figure 2.14: DTW algorithm output for experiment #3.
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Figure 2.15: Synthetic input data for testing DTW algorithm. Experiment #4: data and
target curves have a different low frequency baseline, and the data curve
has one more higher frequency cycle.

2.5.3 Experiment #4: Testing bandpass filtering as correlation tool

Experiment #4 was conducted to compare two different ways to compute the “local”

misfit between data and target curve. Most other correlation software packages and

approaches make use of either the correlation coefficient or the least squares method,

and the latter was used in the experiments described in this study so far. In the exper-

iments up to now, the target and data curves were essentially very similar in that both

consisted of oscillations at a single frequency around a zero mean. In experiment #4,

data and target curves are constructed such that they have a different underlying “base-

line” low frequency component. Superimposed on this baseline, both contain a higher

frequency component, where the data curve contains one extra higher frequency cycle.

This set of input data is shown in figure 2.15.
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Figure 2.16: DTW algorithm output for experiment #4 (a).

First, the DTW algorithm was run as before, by using the least squares misfit crite-

rion, and setting the parameter δ to 70, to allow the algorithm to discard points from

the beginning and the end of the data curve. The output for this is shown in figure 2.16.

As expected, the resulting match is almost entirely controlled by the underlying

low frequency base line component. This is matched rather well, while the higher fre-

quency component is only considered as a secondary feature. However, in the process

of astronomical tuning, one might be primarily concerned with matching oscillations

of a particular set of frequencies only, regardless of the general trend of the data. One

example for this would be large excursions of stable isotope data as described near the

Oligocene/Miocene boundary (Zachos et al., 2001) [126], or near the Eocene/Oligocene

boundary (Zachos et al., 1996) [127].

For this reason, the experiment was conducted again using a different criterion for

evaluating the local mismatch between data and target curve at each point. A band-

pass filter was designed to pass the higher frequency components and block the low

frequency base line. This filter was designed with the software “METEOR” (Steiglitz et

al., 1992 [128]), and has a length of 71 points. The output that results from this form of

pattern matching is shown in figure 2.17.

Note how in this figure the individual peaks of the higher frequency cycles are very

well matched between the target curve and the data curve, regardless of the underlying

trend. The individual cycles of the data curve are slightly distorted. This is the result of

the bandpass filter used. A trade-off has to be achieved between the sharpness of this

filter, and its length. Generally, one would like to have a filter as short as possible.

This is because the filter can only be used for correlation after enough points are
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Figure 2.17: DTW algorithm output for experiment #4 (b).

available to compute the filtered values. Before this condition is satisfied, the algorithm

reverts back to the least squares method. This is indicated by the arrow in the lower part

of figure 2.17. Since the filter chosen was quite short, the pass band of the filter is quite

wide, thus leading to a small distortion of the data curve.

The lower panel of figure 2.17 shows the filter output that was actually used by the

algorithm to achieve the correlation, which shows a good match between data and tar-

get, despite the visible distortion. Note that there is a short transition period where

the least squares matching switches to the bandpass filter matching, which is unfortu-

nately not avoidable. This is the first time that an algorithm designed for the correlation

of geological data or astronomical tuning allows the use of bandpass filtering, and this

experiment demonstrated that its application is feasible in principle, but that care must

be taken when designing a particular filter.

2.5.4 Experiment #5: bandpass filtering of multiple frequencies

The last numerical experiment reported from this study is described here, and employs

astronomically computed time series as synthetic input data, rather than combinations

of pure sinusoidal waves. Experiment #5 investigates how the DTW algorithm (with

bandpass filtering) copes in a situation where both data and target curves have a rich

frequency spectrum, and where the data curve is distorted in the depth domain.
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Figure 2.18: Synthetic input data for testing DTW algorithm. Experiment #5: the data
curve consists of an astronomical time series constructed by adding the
normalised obliquity and flipped climatic precession components of the
La1993(1,1) solution (”TP” curve), which was distorted as in experiment #1.
The target curve also contains an eccentricity component (”ETP” curve),
and has not been distorted.

The input data for this experiment are shown in figure 2.18. The target curve was

constructed by first normalising the eccentricity, obliquity, and climatic precession

components of the La1993(1,1) calculation (Laskar, 1993) [86] for the last 1000 ky to zero

mean and a standard deviation of one, adding these components with a ratio of 1:1:-

1, and finally normalising again. This construction of an “ETP” curve is described by

Shackleton (2000) [68]. This target curve is shown in the upper panel of figure 2.18, and

clearly shows a low frequency eccentricity base line with periods of ∼100 ky, and ∼400

ky, on which the obliquity components and climatic precession “bundles” are super-

imposed.

For the generation of the data curve, the same procedure was employed, but with-

out using the eccentricity component, thus constructing a “TP” curve. Additionally,

this curve was distorted by using a sinusoidally varying sedimentation rate similar to

that used in experiment #1, i.e. two cycles over the length of the data series. The result-

ing curve is shown in the lower part of figure 2.18.

In the first part of this experiment, a bandpass filter was used for correlation. This

filter was designed to only pass the obliquity components of the signal, and the result-

ing output is shown in figure 2.19.

In this case, the DTW algorithm did not recover the original age model, as shown by



2.5 Testing the DTW algorithm with synthetic data 65

0 100 200 300 400 500 600 700 800 9001000
time units

-4
-2
0
2
4

DATA matched to TARGET
TARGET

0 100 200 300 400 500 600 700 800 9001000
time units

-1
0
1

DATA obliquity filter
TARGET obliquity filter

Output: DTW using dynamic bandpass filter
                          for obliquity only

Experiment #5: matching distorted TP to ETP

length of filter, 
least squares
   used here

Figure 2.19: DTW algorithm output for experiment #5, using only a dynamic obliquity
band pass filter for correlation.

the mismatch of data and target curves between ∼450 and 850 ky, even though the fil-

ters for the two series do match well. On closer investigation, the algorithm decided to

map two precession cycles into one obliquity cycle, thus creating a “wrong” age model.

When repeating the experiment with a climatic precession bandpass filter only (not

shown here), the correct age model was recovered.

This suggests that bandpass filter correlation approaches should make use of the

highest frequency component present, if possible, to avoid mismatching of cycles, al-

though this might be hampered by a “noisy” data set. In this context, noise can be

defined as any variability in the geological data that is not related to the orbital signal.

This noise can influence the correlation if it occurs at orbital frequencies. In addition,

if the sedimentation rate varies by a factor of two or more, it will always be difficult and

problematic to distinguish between obliquity and climatic precession cycles, as their

frequencies occur with a ratio of approximately two.

Alternatively, the DTW algorithm developed for this study can consider two or more

bandpass filters simultaneously. If one makes use of this facility by using a precession

and obliquity bandpass filter at the same time, one can retrieve an improved age model,

as shown in figure 2.20.

To compare the different parts of this experiment, the input as well as the three out-
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Figure 2.20: DTW algorithm output for experiment #5, using a dynamic bandpass filter
for obliquity and precession for correlation simultaneously.
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Figure 2.21: Input and DTW output age models for experiment #5.

put age models are shown in figure 2.21. In this particular experiment, only the obliq-

uity bandpass filter failed to recover the original age model. Given that real geological

data will most likely contain noise, including at frequencies higher than the highest

astronomical frequency, the combination approach of using multiple bandpass filters

is considered to be the most stable and useful. The relative weight attached to each

component can be adjusted in the light of the predominant astronomical frequency

expressed in the data.

2.6 Using the DTW algorithm with geological data: a case study

This section summarises the results that were obtained from testing the performance

of the DTW algorithm when applied to the matching of geological data to astronomi-

cal target curves. The original impetus for the development of an automated and more

objective astronomical tuning procedure was given by the need to re-tune the astro-

nomical calibration of Neogene data from Ocean Drilling Program (ODP) Leg 138 as

reported by Shackleton et al. (1995) [51].

The original age model needed adjustment for two reasons. First, in the original

study the astronomical calculation used as a target curve was that of Berger and Loutre

(1991) [80], henceforth denoted as BER91. In order to make different astronomical cal-
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ibration studies comparable, the ODP 138 data set needed to be adjusted to the more

recent astronomical calibration of Laskar et al. (1993) [86], henceforth denoted as LA93

for the solution with present day values for tidal dissipation and dynamical ellipticity

(denoted as “La1990(1,1)” in the paper of Laskar et al. ). This more recent calculation

shows very small differences compared to that of Berger and Loutre, as illustrated in

figure 2.2. Second, the study of Hilgen et al. (1995) [52] resulted in slightly different

ages around the Pliocene/Miocene boundary. A re-tuning of the material from ODP

Leg 138 should be able to test whether the Leg 138 data can also be compatible with the

interpretation of Hilgen et al.

The focus of the study presented here is to test the performance of the DTW algo-

rithm by creating “objective” age models based on cyclic variations in the data only,

rather than creating a new age model that is completely consistent with magneto- and

biostratigraphic constraints or existing chronologies from other studies. The age mod-

els that are presented in the remainder of this chapter are thus those that would be

generated in the absence of additional constraints or geological interpretations and

judgement. Thus the presented age models will not necessarily be the “correct” ones,

but, in comparison with published age models that do take into account these con-

straints, serve to illustrate the strengths and limitations of the DTW automated tuning

approach.

Of all the data available from ODP Leg 138, this study only makes use of data from

Site 846. This is because a high-resolution stable isotope record is available from this

Site ([129]) from approximately 2 to 6 Ma, which facilitates a comparison with other as-

tronomically calibrated data sets. To generate their age model, Shackleton et al. (1995)

[51] made use of the GRAPE density records. Initially, they worked with “spliced” com-

posite GRAPE records, which were later substituted by a stacked GRAPE density record

following Hagelberg et al. (1995) [99]. Shackleton et al. gave two different versions of

their age model for the most recent one million years: one that was based on GRAPE

data alone, while the second one took into consideration established oxygen isotope

stratigraphies. In this study, only the stacked GRAPE density record from Site 846 was

used to avoid bias in the generated age models. This study focused on the time interval

from 0 to∼6.2 Ma.
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2.6.1 Methods and parameters used for DTW age model generation

This section describes the tuning experiments that were performed, and the parame-

ters that were chosen for the DTW algorithm, to generate different age models. In the

remaining discussion, as well as in the remaining figures, these experiments will be re-

ferred to by the letters A to H. The initial age model, as given in [51] table 3, is labelled as

A. In all cases, this age model was used as a starting point. For all automatically gener-

ated age models, the aim of the experiments was to use as few constraints as possible.

Thus, only the start and end points, close to 0.1 Ma and ∼6.2 Ma, respectively, were

specified. The time 0.1 Ma was chosen instead of 0 ka to allow the use of bandpass

filtering, which requires a certain length of record to be available before a filter can be

computed.

In addition, the “Itakura” local constraint was used, as shown in figure 2.7 (A). This

constraint allows the relative sedimentation rate to vary between a factor of 0.5 and 2,

compared to the original age model. For all DTW runs, two bandpass filters were used

simultaneously to extract the obliquity and climatic precession components of data

and target curves. The filters used are identical to those used in the synthetic experi-

ment #5 (section 2.5.4). The age model experiments B to H are specified as follows:

• Experiment B

Experiment B was designed to test whether the original age model A would be

recovered by the DTW algorithm, while only considering the GRAPE density data.

The chosen target curve was identical to that one used for the generation of the

initial age model A in [51], i.e. BER91. The start and end points were fixed such

that the times 0.1 Ma and 6.2 Ma are forced to coincide exactly between the initial

age model A and the computed age model. Thus, the DTW parameters δ and γ

were set to zero, implying that the tie points are fixed rather than relaxed on both

axes of the mapping function.

• Experiment C

Experiment C was designed to investigate how the DTW algorithm would modify

the initial tie points if the end point constraints are slightly relaxed. To achieve

this, the parameter δ was set to 300 ky. In addition, an age of 6.1 Ma in the com-

puted age model was set to coincide with an age of 6.3 Ma in the initial age model

A. This modification was introduced such that the computation could not be bi-
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ased towards the original age model A at the oldest tie point. The new age range is

allowed to vary more towards older ages because the study of Hilgen et al. (1995)

[52] suggested ages for this interval that are older by ∼100-150 ky compared to

age model A. As a test for the sensitivity of the chosen approach to changes in the

tie point constraints, the youngest tie point was also allowed to move by 300 ky.

• Experiment D

Experiment D is similar to experiment C, but in addition the parameter γ was

set to 200 ky. This serves as a sensitivity test for how the response of the algo-

rithm changes as the constraints at the tie points are relaxed. With reference to

figure 2.8, the parameter δ determines how many points may be dropped at the

ends of the data curve, while γ determines how many points may be dropped at

the older end of the target curve. To allow the movement of the tie point along the

target curve axis, according to the parameter γ, requires the use of a heuristic nor-

malisation of the total computed distance measure, as outlined in section 2.4.6.

Thus, this configuration has the potential to be numerically less stable compared

to the previous experiment, which only use the parameter δ.

• Experiments E, F, and G

Experiments E, F, and G correspond exactly to experiments B, C and D, but use

the insolation calculation of the model LA93 as the target curve.

• Experiment H

The age model H was not derived by using the DTW algorithm. Instead, the ini-

tial age model A was adjusted manually such that the available benthic δ18O data

from Site 846 [129] match the benthic δ18O data available from ODP Leg 154 that

were generated by Pfuhl (2000) [130]. The age model for the data from Leg 154

Site 925 was obtained by making use of the LA93 astronomical solution and could

thus provide an indirect way to arrive at new ages for the data from Leg 138.

2.6.2 Comparison of initial and generated age models

In this section the newly computed age models are compared with the initial age model.

Figure 2.22 illustrates the age differences of the experiments B to H to the initial age

model A. The absolute time axis is that of the initial age model A. Also shown is the

magnetostratigraphy from Leg 138 as discussed in [51]. Note that the magnetic po-
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larity signal of Site 846 was very weak. The record shown here is that recovered from

other Leg 138 Sites (mostly Site 851), that was transferred to Site 846. Some uncertainty

arises with respect to the exact position of magnetic polarity reversals in Site 846, al-

though biostratigraphic constraints show that these are likely to be small. The upper

panel shows the results obtained from experiments B and E, for which the oldest tie

point was not allowed to move. The lower panel shows the age differences for the other

experiments with relaxed end point conditions. Both panels show the age differences

between the initial age model for Leg 138, and the ages of magnetic reversals obtained

by the study of Hilgen et al. (1995) [52] for comparison. In both panels positive age

differences imply that that particular age model is older with respect to the initial age

model A.

Several interesting observations can be obtained from this age comparison. First, it

is quite surprising how small the differences to the initial age model are, given that only

two points spanning approximately 6 My were constrained. For all new age models, the

maximum absolute difference in age does not exceed ∼240 ky, even though the DTW

algorithm theoretically could have changed the ages at the centre between the two tie

points (at∼3 Ma) by up to∼1.5 My in either direction.

Second, the set of new age models fall into distinct bands, with two general paths

leading from the youngest to the oldest tie point, both of which are separated by either

∼100 ky or∼200 ky. This suggests that the different solutions were slotted into different

∼100 ky short eccentricity cycles.

Third, for those experiments with relaxed end point conditions (shown in the lower

half of the figure) there is a considerable age difference between 0–1 Ma. This is proba-

bly caused by a less clear astronomical signal in the GRAPE data over this time interval,

as noted in the initial age model derivation of Shackleton et al. (1995) [51]. A similar

deviation can be observed between 4–6 Ma. Experiment B, which was designed to use

the same data and assumptions as the initial age model, shows a deviation from the

initial age model at approximately 5 Ma, which coincides with an interval of the GRAPE

data that is characterised by more erratic variations in density [51], and episodes of

deposition of laminated sediments [131].

Interestingly, all experiments for which the older tie point position was allowed to

move show a distinct increase in ages relative to the initial age model, and these ages

are more consistent with the age estimates of Hilgen et al.
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Figure 2.22: Tuning results for ODP 138-846 GRAPE density: age differences with origi-
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To compare the generated age models in more detail it is worthwhile to study the

GRAPE data plotted against the ages of the different age models. Figures 2.23 and 2.24

show the GRAPE data and the two target curves used.

The two vertical shaded bars are intended to illustrate that the DTW algorithm has

moved high amplitude variations in the GRAPE data into separate ∼100 ky eccentric-

ity controlled climatic precession envelopes. Generally, the automatically generated

age models show a clearer expression of individual precession cycles. This can be at-

tributed to the adjustment of every data point by the algorithm, compared to 208 tie

points in the initial age model. The increase in age for the oldest part of the interval

studied can be explained as an expansion of the data to cover five rather than four ec-

centricity cycles in the lower part of magnetochron C3r. This might be the main reason

for the discrepancy between the initial age model of Shackleton et al. and Hilgen et al.

It is interesting to compare the different GRAPE time series after applying bandpass

filters to extract the obliquity and precession components, since this is how the data

were “seen” by the DTW algorithm. Figure 2.25 shows the data after applying a Gaussian

bandpass filter with a central frequency of 0.025 ky−1 and a bandwidth of 0.006 ky−1.

The obliquity filters obtained from the data for the initial age model and those com-

puted are not very different in total amplitude range, although the computed age mod-

els F and G improved the obliquity amplitude modulation fit with the astronomical

calculations between∼3.5–5.5 Ma.

Figure 2.26 shows the data after applying a bandpass filter with a central frequency

of 0.05 ky−1 and a bandwidth of 0.012 ky−1, which extracts variations in the climatic

precession frequency band.

It is clear from this figure that all automatically generated age models show a drasti-

cally increased power in the precession frequency band, while also showing the eccen-

tricity amplitude modulation cycles. The data show less of this characteristic pattern

between ∼4.6–5.4 Ma, which might explain the greater differences between computed

age models at this age.

In order to investigate whether the automated tuning procedure introduced un-

reasonable variations in implied sedimentation rate, the sedimentation rate was com-

puted for all age models against the composite depth values. To enhance visual com-

parison, the sedimentation rate was averaged over 50 ky intervals, as shown in fig-

ure 2.27.
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Figure 2.28: Tuning results for ODP 138-846 GRAPE density: Blackman-Tukey spectral
estimates.

On shorter time scales the variation is of similar amplitude. Apart from the youngest

and oldest parts of the studied time interval, all models give sedimentation rate varia-

tions that are comparable to those of the initial age model, although a slightly higher

rate of fluctuation can be observed. This is again due to the larger number of adjust-

ments made in the computed age models. Despite this, sedimentation rate changes

appear geologically feasible. The larger spikes for most of the computed age models at

around 6 Ma are possibly related to the previously mentioned presence of laminated

sediments, caused by diatom mats.

Figure 2.28 shows a comparison of the spectral characteristics of the GRAPE data

for all age models. This frequency analysis was computed using the Blackman-Tukey



2.6 Using the DTW algorithm with geological data: a case study 80

method as implemented in the AnalySeries computer package [106]. All age models

result in a statistically significant peak at the 41 ky obliquity frequency, but the age

models generated by the DTW algorithm additionally show a strongly enhanced sig-

nal at the three climatic precession peaks with a 19, 22 and 23 ky period. There is no

statistically significant evidence of an eccentricity component in the data, neither in

the original age model, nor in the age models that were computed by using the DTW

algorithm.

To investigate the evolution of the astronomical signal in the data over time, an

evolutive spectral analysis was performed using the multi-taper method of Thompson

[90; 132]. The results of this analysis are shown in figure 2.29.

The evolutive spectra were computed over a 600 ky long window, and with a step

size of 100 ky. Warmer colours indicate high relative power on these plots, with am-

plitude being plotted as colour variations on a log scale. It is clear that the initial age

model A and the manually re-tuned age model H generally only show a weak astronom-

ical signal at the obliquity period, and only very little power at the climatic precession

periods. In contrast, the automatically tuned age models show a clear concentration of

power at the obliquity and precession frequencies. The amplitude modulation patterns

in both obliquity and precession are also visible. Age models B to D show a deviation

from this clear pattern at the obliquity frequency between around 3 to 5 Ma, while the

age models F and G, in particular, show a “cleaner” signal that continues across the

entire record.

Finally, figure 2.30 shows benthic oxygen isotope data from ODP Leg 138, Site 846

[129] using the age model H of this study, compared to the isotope data from ODP Leg

154, Site 925, after Pfuhl (2000) [130]. Generally, the match of excursions is very reason-

able, although the records do not match perfectly. This figure would suggest that age

model H is consistent with the astronomical tuning that was performed for the data

from Leg 154 (see e.g. Shackleton and Crowhurst, 1997 [53]).

The age models for Site 846 presented in this section are not necessarily the correct

ones for several reasons, though. This is so because for each time interval, a different

one among the Leg 138 sites is optimal [51], while the study reported here only made

use of one type of data from one particular site. The work reported here is thus primar-

ily an exercise to investigate the performance of the DTW algorithm, rather than pro-

viding the best possible age model. As material from Leg 154 and the Mediterranean
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is easier to calibrate astronomically, the “correct” tuning of material from ODP Leg 138

must be one that does not conflict with the data from Hilgen et al. [52] or Leg 154 [53].

In order to arrive at the best possible time scale for the interval from 0 to 6 Ma,

a strategy will have to be devised that takes into account all available data in a more

comprehensive fashion. One possibility would be to generate a self-consistent com-

mon depth scale using data from Legs 138 and 154, as well as data from the Mediter-

ranean, in order to create a stacked record. Ideally this would be done using data

that can be correlated with confidence, such as stable isotope data. Experiments by

the author have shown that a method called multi-channel singular spectrum analysis

(MSSA) [133; 134] is able to extract features that are common between different types of

data from different sites. A stacked data set could then be used to generate a new and

self-consistent astronomical calibration.

2.7 An automated tuning approach: Conclusions

This chapter outlined the development of an automated and objective calibration and

tuning approach. The newly developed software can make use of dynamically com-

puted filters that were shown to deal effectively with the extraction of a frequency lim-

ited signal in the presence of a low frequency background trend. The performance of

the algorithm was first tested using synthetic data. This showed that the algorithm

fulfils its design goals by giving the best fitting objective age model subject to con-

straints on local and global sedimentation rates, continuity, and uncertainty ranges
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for start and end points. The method is computationally efficient and allows the fast

re-adjustment of existing age models to different target curves.

Applying the algorithm to geological data demonstrated that using a given data set

with different constraints and assumptions can lead to a range of possible age models.

Using data from ODP Leg 138, the variation in the generated age models in terms of as-

signed ages was of the order of a few hundred thousand years, using tie points that span

an age range of approximately six million years. This could be interpreted as an “objec-

tive” uncertainty estimate for astronomically calibrated age models if other magneto-

and biostratigraphic constraints are not considered. Given that the newly developed

method can rapidly generate new age models, it is suggested that other astronomically

driven geological data should be subjected to this method to perform sensitivity tests.

The DTW method relies on the presence of a target curve. Thus it can only be use-

fully applied for age model generation if an astronomical calculation exists, and if the

calculation can be demonstrated to accurately reflect the actual evolution of the solar

system. Thus, it would be difficult to apply this method to geological material beyond

the limits of current astronomical calculations [89], which is around the late Eocene for

current astronomical models. It also became clear that non-orbitally controlled varia-

tions in geological data can have a severe effect on the age models generated. Hence,

the automated approach cannot replace sound geological judgement and interpreta-

tion.

Evaluating and comparing the newly generated age models for ODP Leg 138 ma-

terial suggests that age model F is probably closest to the true age depth relationship,

because this age model agrees well with constraints on the established ages of bio- and

magnetostratigraphic events in the interval from ∼2–3 Ma, as well as with those ages

established by Hilgen et al. (1995) [52]. In the time interval younger than 1 Ma, the

GRAPE data do not reflect the predicted astronomical forcing. Age model F results in

the “cleanest” evolutive spectrum, and does not show geologically unfeasible sedimen-

tation rates.

Improvements and extensions to the DTW tuning algorithm are possible in many

ways. As part of this study experiments were also made to include a dynamic com-

plex demodulation algorithm for the computation of misfit measures. This approach

can make use of amplitude modulation patterns in the data that are a characteristic

“fingerprint” of astronomically driven variations in geological data. First tests show
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that this method does give reasonable results, but the testing has not progressed suffi-

ciently to allow the inclusion of these extensions in the present study. Further studies

could make use of different types of geological proxy data, that are considered simulta-

neously, when computing new age models. Combined with further sensitivity studies,

this would permit for the first time the development of “objective” estimates for the

robustness of astronomically calibrated ages, rather than relying on spectral estimates

and amplitude modulation features alone.



Chapter 3

Extending the astronomical

calibration into the Eocene

3.1 Introduction

Cyclicity attributed to orbital (Milankovitch) forcing has been suggested for the Meso-

zoic [57; 59; 61–63] and Paleozoic [64], and has been used to calibrate the ages and

durations of large parts of the Cenozoic geological time scale [41; 51; 53–55; 103]. In

particular, the astronomical forcing recorded in marine sediments facilitated the exten-

sion of an astronomically calibrated geological time scale to the base of the Oligocene

by Shackleton et al. (1999) [55]. The study of Shackleton et al. currently provides a non-

floating astronomical calibration that extends furthest back in time, although the lower

most part of the Oligocene was only tuned tentatively.

This chapter is concerned with the extension of an astronomically calibrated geo-

logical time scale into pre-Oligocene time. As astronomical calculations are less reliable

further back in time [89], a good strategy for extending the astronomically calibrated

geological time scale would be to work with material of Oligocene and older ages, ide-

ally linking with the work done by Shackleton et al. to allow the anchoring of calibrated

geological sections in time.

The Eocene/Oligocene transition was marked by a number of key changes in ocean

circulation, climatic, and glacial boundary conditions, which will be outlined as part of

this introduction. Unfortunately, these dramatic changes in ocean chemistry resulted

in the unusually poor preservation of deep-marine carbonate sediments, and many

hiatuses across the Eocene/Oligocene boundary world wide. During the course of this
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research, the only available material suitable for an extension of the astronomically

calibrated time scale back in time appeared to be that recovered during Ocean Drilling

Program (ODP) Leg 171B in the western Atlantic. The youngest material suitable for the

work in this study was found to be of Late Eocene age [100].

This chapter is subdivided into two main parts. The first part reports the results

from an astronomical calibration of the Middle and Late Eocene, making use of X-

ray fluorescence elemental measurements that were obtained from ODP Leg 171B, Site

1052. For the first time, these data allowed a detailed stratigraphic correlation of bore-

holes from this site, which in turn made it possible to generate a “stacked” record from

different bore-holes to bridge core gaps and disturbances. This ultimately facilitated

the calibration of orbital cycles, as recorded by lithological parameters, to an astro-

nomical calculation. Parts of this section have been accepted for publication [135].

The second part of this chapter reports the findings of an attempt to verify the new

age calibration of magnetic reversal events obtained for the Middle and Late Eocene

by analysing data from ODP Leg 177, which became available at a later stage of this

research. The next chapter documents the use of this new bore-hole inter-correlation

and age model to investigate a high-resolution foraminiferal stable isotope record ob-

tained from ODP Site 1052.

The time interval from the Middle Eocene to the Early Oligocene features some of

the most dramatic geological and climatic transitions during the Cenozoic. It marks

the transition from a globally warm and most likely non-glaciated Late Cretaceous to-

wards a cooler and glaciated Neogene. This change extends over approximately ten

million years and witnesses the occurrence of major turnovers in the marine and ter-

restrial biota, as well as significant changes in geological proxies that are thought to

be controlled by parameters of the climate and ocean circulation system. A very thor-

ough review of a wide range of geological data available from this critical interval of

geological time, and different interpretations as to their significance, was published as

a collection of papers edited by Berggren and Prothero (1992) [136].

A refined chronology for the Middle and Late Eocene, as presented in this chapter,

is of special geological and astronomical significance for a number of reasons. The Late

Eocene marks the transition from a minimally glaciated “doubt-house world” [137] to

an “ice-house world” in the earliest Oligocene that is well documented by stable isotope

measurements from different sites [127; 138]. In addition, the Middle to Late Eocene
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has been a time of enhanced cosmic bombardment that might have influenced the

global climate [139–142]. The Middle to Late Eocene also showed increased explosive

volcanic activity in Central America [143].

3.2 A new time scale for the Middle and Late Eocene

3.2.1 Background and introduction to ODP Site 1052

Sites from Ocean Drilling Program (ODP) Leg 171B form a transect along “Blake Nose”,

an elevated feature that protrudes from the Blake Plateau on the Atlantic margin of

northern Florida into the Atlantic Ocean, as shown in figure 3.1. A detailed overview of

the geological background for sites from ODP Leg 171B is given in the Initial Reports

volume of the Ocean Drilling Program [144].

An X-ray fluorescence (XRF) Core Scanner was used to obtain records of elemen-

tal concentrations in sediment cores from ODP Leg 171B, Site 1052 [100]. This record

spans the Middle to Late Eocene, as indicated by bio- and magnetostratigraphy, and

displays cyclicity that can be attributed to the orbital forcing of a combination of cli-

mate, ocean circulation, or biological productivity. XRF counts of iron and calcium

are used as a proxy for the relative contribution from calcium carbonate and terres-

trial material to construct a new composite depth record. This new composite depth

record provides the basis to extend the astronomically calibrated geological time scale

into the Middle Eocene, and results in revised estimates for the age and duration of

magnetochrons C16 through C18.

The sedimentary sequence from Site 1052 contains several volcanic ash layers

which might be correlatable with other sedimentary records from the Caribbean. An

astronomically tuned time scale over this period will thus be useful to constrain the

exact timing of these events, which had a potential impact on global climate. It might

allow also to test predictions of climate models that were computed for this time inter-

val [145; 146], and comparisons with existing stable isotope records (see [138; 147–152]

and references therein).

The commonly used magnetic reversal time scale of Cande and Kent [46] contains

three calibration points during the Eocene: at 55 Ma (chron C24r.34, the base of the

Eocene), at 46.8 Ma (C21n.67, lower Middle Eocene), and at 33.7 Ma (C13r.14, base of

Oligocene). A South Atlantic ridge profile implies an increase in half-spreading rates
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Figure 3.1: A bathymetric map showing the location of the ODP 171B drilling sites.

from ∼15 km/My to ∼25 km/My from the Early to the Late Eocene. Due to the widely

spaced calibration points, and the errors that are involved in creating the geomag-

netic polarity time scale (GPTS), improvements to the GPTS have been proposed [153].

Therefore, an astronomical tuning of individual magnetochrons during the Eocene can

make a direct contribution towards refining the GPTS, which serves as the prime tool

for global stratigraphic correlation.

Laskar et al. (1993) [86] showed that the orbital solutions that are used as a tem-

plate in the process of astronomical tuning are chaotic, and that the computation of

the exact nature of obliquity and climatic precession cycles is probably only valid over

the last ∼10–20 Ma. This implies that a new tuning strategy needs to be employed for

earlier times. Laskar (1999) [89] proposed to make use of the ∼400 ky amplitude mod-

ulation cycle of the climatic precession signal, since this seems to be the most stable

feature of astronomical calculations. The presence of this amplitude modulation cycle

has been demonstrated convincingly in marine sediments recovered during ODP Leg

154 for the Miocene and Oligocene [55; 126]. Therefore, a sensible strategy for astro-

nomical calibration of Eocene sediments would be to use this modulation cycle pat-

tern as the prime tuning target, and to use the resulting chronology to test and refine

current astronomical models. This might allow the determination of Earth’s orbital pa-
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rameters, as studied for younger intervals [154–156]. Laskar (1999) [89] also suggested

a changing resonance between the amplitude modulation of climatic precession, and

the amplitude modulation of obliquity (∼2.4 My and ∼1.2 My periods, respectively).

The determination of the presence or absence of this switch could allow further testing

and refinement of astronomical models.

3.2.2 Magnetostratigraphy

During ODP Leg 171B, the shipboard scientific party [100] put forward an interpreta-

tion for the magnetostratigraphy of Site 1052, based on results obtained from the ship-

board pass-through cryogenic magnetometer. These data show quite variable inclina-

tion values that often fluctuate around a low level. The initial interpretation was refined

and supported by the laboratory analysis of mini-cores obtained from Hole A at Site

1052 [100; 157]. The identified magnetic reversals compare well with data from at and

near the type location for the Eocene-Oligocene boundary [158]. Data from Leg 171B

were re-evaluated in order to estimate the stratigraphic uncertainties for each magne-

tochron, based on the nature of reversals in each hole, as well as their match on the

inter-hole calibration based on XRF data reported in this chapter.

All chrons from C15.r down to C18n.2n are present in the combined record from

all holes, while the top of Hole D might contain the very bottom of C15.n. Figure 3.5

shows estimates for the uncertainties associated with all chrons that were identified

with confidence. Table 3.1 shows the depth estimates for uncertainty intervals, together

with age estimates from Cande and Kent (1995) [46] and Wei (1995) [153]. Also shown

are new age estimates obtained from astronomical tuning as described in the following

sections.

3.3 XRF scanning

This study makes use of a relatively recent analytical method to generate a record

of lithological parameters. X-ray fluorescence (XRF) scanning allows the fast, close-

spaced and non-destructive analysis of elemental concentrations on split sediment

cores. The sediment surface is irradiated by X-rays of known energies. Inner shell

electrons of atoms are discharged, and then filled by electrons cascading in from outer

shells, resulting in the dissipation (“fluorescence”) of the energy difference in the form
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Chron rmcd min. max. CK95 Wei95 this min. max.
study

(top) [m] [m] [m] [Ma] [Ma] [Ma] [Ma] [Ma]
C16.1n 12.00 10.30 13.70 35.343 35.586 35.185 35.137 35.241
C16.1r 23.60 22.60 24.60 35.526 35.760 35.524 35.502 35.557
C16.2n 26.10 25.00 27.20 35.685 35.909 35.605 35.572 35.635
C16.2r 41.50 39.40 43.60 36.341 36.518 36.051 35.994 36.130
C17.1n 50.40 49.20 51.60 36.618 36.771 36.404 36.362 36.446
C17.1r 78.10 76.70 79.50 37.473 37.543 37.300 37.262 37.334
C17.2n 81.70 81.00 82.40 37.604 37.660 37.399 37.378 37.419
C17.2r 88.35 87.50 89.20 37.848 37.877 37.618 37.585 37.648
C17.3n 90.60 90.00 91.20 37.950 37.941 37.692 37.674 37.710
C17.3r 97.30 96.00 98.60 38.113 38.112 37.897 37.862 37.939
C18.1n 107.70 106.40 109.00 38.426 38.389 38.186 38.155 38.225
C18.1r 128.15 127.70 128.60 39.552 39.382 39.441 39.424 39.457
C18.2n 129.60 129.00 130.20 39.631 39.451 39.486 39.467 39.505
C18.2r 139.50 138.00 141.00 40.130 39.892 39.828 39.773 39.886

Table 3.1: Identified magnetic reversals and their depth uncertainty on the rmcd (re-
vised metres composite depth) scale. Columns five and six give the corre-
sponding ages according to Cande and Kent (1995) [46] and Wei (1995) [153],
followed by the ages derived in this study, and their uncertainties that arise
from the uncertainty in depth.

of X-rays, the energy level and distribution of which are indicative for a given element.

The measurement output is counts per second (cps),which can be converted to an ele-

mental concentration by measuring standards of known composition.

3.3.1 Methods and Parameters

This study employed the computer-controlled XRF Core Scanner of Bremen Univer-

sity [159], which allows the measurement of the entire suite of elements from potas-

sium (K, atomic number 19) to strontium (Sr, atomic number 38)[160]. Röhl et al.

(2000) [159; 161] gave details of technical parameters used. A photograph of the in-

strument installed in Bremen is shown in figure 3.2. It is mounted inside a standard

self-contained shipping container, and is mobile and sea-worthy in principle.

Using the standard parameters of the apparatus in Bremen, counts were deter-

mined for the elements K, Ca, Ti, Mn, Fe, Cu and Sr. Based on the bio- and magne-

tostratigraphy [100], the aim was to sample cores at 8 cm intervals (equivalent to ∼3-4

ky). Where necessary, the sampling plan was adjusted to avoid core gaps and distur-

bances. In total, 3904 measurements were taken from Holes 1052 A (cores 2X-12H), B

(cores 2H-13H), C (core 2H) and F (cores 1H-6H, 8H).
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 University of Bremen
XRF Core Scanner

Figure 3.2: A photograph of the XRF Core Scanner of Bremen University that was used
to obtain measurements for this study. On the right hand side a sediment
core is visible. During operation the lid is closed, and the instrument visible
along the centre of the right hand wall takes measurements. The computer
equipment controls the operation of the instrument and is used for analysis.
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3.3.2 Results from XRF scanning

Of all seven element concentrations determined1, calcium is the most abundant with

an average response of 9060 counts per second (cps), followed by iron (441 cps) and

potassium (193 cps). The other elements that were calculated from the spectrum

(strontium, 66 cps; copper, 57 cps; manganese, 34 cps; and titanium, 6 cps) were close

to or below the nominal sensitivity of the instrument. These element measurements

were excluded from further analysis, although certain features, such as volcanic ash

layers, are visible despite the low counts, and some still show variation that co-varies

with iron and calcium counts. No attempt was made to convert cps values to elemental

concentrations because it is the variation in elemental concentrations that is of inter-

est, rather than absolute values. Absolute concentrations can, however, be obtained in

principle by calibration with discrete samples of an international set of standards [160].

Iron shows the clearest signal, with peaks spaced at around 0.6-0.8 m and 1.2-1.4 m

intervals, corresponding to variations in the precession and obliquity frequency bands,

as estimated by bio- and magnetostratigraphy. Principal component analysis reveals

that iron and calcium are strongly anti-correlated. As calcium is a much lighter ele-

ment than iron, an element which is at the lower end of the energy range used, and as

the penetration depth of the XRF analysis depends on the wavelength of the fluores-

cence radiation, the Ca counts are more sensitive to core quality. It can be expected

that at small undetected gaps and disturbances both Ca and Fe counts decrease. It was

thus decided to use the Ca/Fe ratio for subsequent cross-hole correlation work since

this increases the signal-to-noise ratio. This decision was supported by linear regres-

sion analysis that was performed between chemically measured CaCO3 concentrations

(weight %) [100] and XRF measurements (counts per second) for Ca and Fe. The results

of this are shown in figure 3.3, which demonstrates that by computing the XRF Ca/Fe

ratio the correlation with chemical measurements can be improved.

The scatter in the cross-plots is partly due to the fact that chemical measurements

and XRF measurements were not taken at exactly corresponding depth intervals, al-

though measurements are generally from core depths not separated by more than ∼3

cm.
1The complete data set is available in electronic form on the enclosed CD-ROM, as well as in down-

loadable form [123]. The nature of the data is illustrated in Appendix A
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Figure 3.3: Comparison of chemical CaCO3 measurements and XRF measurements of
Ca, Fe (counts per second, cps) and Ca/Fe. Linear regression lines were
computed for all three panels and are given together with resulting corre-
lation coefficients. The computed XRF Ca/Fe ratio shows the highest cor-
relation coefficient. Note that individual measurements were not taken at
exactly the same interval but are within∼3 cm.
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3.4 A new rmcd scale

The initial shipboard construction of a composite depth scale (mcd) [100] for individ-

ual holes showed that it was not entirely possible to align prominent features across

all holes by simply applying a constant depth offset to the top of each core. In addi-

tion, the measurements that were used to construct the mcd scale showed a rather low

signal-to-noise ratio. This is particularly true for the variations in magnetic susceptibil-

ity data, which were often only just above the background level. The presence of large

amplitude spikes in the susceptibility data, that were found to be due to volcanic ash

layers and hard calcareous chalk layers that are not present or not recovered across all

holes, further complicated the exact alignment of holes.

In order to obtain a signal with a larger signal-to-noise ratio, and to verify what parts

of the signal are present across all holes, it is necessary to stack available data from all

holes. This requires the cm-scale alignment of cores by applying differential stretching

and squeezing within each core. A detailed discussion of such a “revised metres com-

posite depth” (rmcd) scale was given by Hagelberg et al. (1995) [99]. The strategy to

arrive at a new rmcd scale is based on comparing the available magnetic susceptibility,

colour reflectance, density (GRAPE) and XRF data, as well as making use of the various

ash layers that were found in the interval studied. In most cases the Ca/Fe ratio from

the XRF measurements proved to allow the least ambiguous cross-hole correlation2. A

combination of the other proxy data was used where XRF data were not available.

3.4.1 Differences in relative stratigraphic thickness between holes

For each part of the new rmcd scale an attempt was made to leave the relative thickness

from at least one hole unchanged, so that it is possible to compare the actual variation

in the apparent sedimentation rate. The two criteria that were used to decide whether

a particular section should be used as a reference was either that it was the only one

that spanned a core gap, or that it seemed to show a clearer signal than data from the

other holes. Conceptually, the holes used to make up the reference rmcd scale can be

compared to those that are used to make a splice [100].

Next a computation was made to evaluate the relative amount of squeezing or

stretching that was required to align data from the other holes on the new rmcd scale

2The resulting mbsf-rmcd mapping pairs are given in Appendix B, and are available in electronic form
on the enclosed CD-ROM, as well as in downloadable form [123]
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Figure 3.4: This shows the relative amount of stretching and squeezing that was per-
formed within each core from a Hole in order to create the rmcd scale. Val-
ues greater than one indicate that a particular interval had to be squeezed
to make it fit to the data from other holes and implies stretching in the re-
covered core. This follows the work of Hagelberg et al. (1995) [99]

[99]. This is expressed as the ratio ∆mbsf/∆rmcd, where a value of one indicates that a

particular part of a core lies exactly on the reference scale, and values greater than one

indicate that the original mbsf depth had to be compressed to make it fit stratigraphi-

cally to the reference scale.

Figure 3.4 shows that over most intervals the stratigraphic thickness of individual

holes varies by a factor of 0.5 − 2 compared to the rmcd reference scale. This is of the

same order as what was observed by Hagelberg et al. (1995) [99]. Greater squeezing

was typically required near the top and bottom of individual cores, which is most likely

caused by the coring process rather than reflecting local variations in accumulation

rate.

Overall, the rmcd scale is approximately 5% longer than the mbsf scale. This com-

pares with a value of 10% typically found in the creation of mcd scales [99]. The pro-

cess of adjusting mbsf depths to construct a new rmcd scale revealed several intervals

where the proxy data from a particular section did not correspond to the other avail-

able holes, and where it was impossible to put these data into the correct stratigraphic

context with confidence. The data that were not used in the construction of the stacked

rmcd scale for this reason, or where XRF data were not available, spanned the following
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intervals: Hole A (20.05-29.95 rmcd), Hole D (0-17.16 rmcd), Hole F (62.05-69.85 rmcd,

85.05-90.70 rmcd, 116.15-132.75 rmcd).

If core extension was only due to the drilling process and the extraction of the core,

one would expect the shortest section from a particular interval to represent the “true”

stratigraphic thickness. This hypothesis was tested by constructing a different refer-

ence curve, or “splice”, by following the shortest path downwards, where possible. This

rmcd scale is approximately 3-4% shorter than the actual depth below sea floor (mbsf),

as measured by the length of the drill string, or 8% shorter than the rmcd scale that

is considered to show the most representative stratigraphic succession. This strongly

indicates that there are other factors affecting sediment accumulation that account for

differences between holes, or that the coring process can also lead to the loss of mate-

rial.

3.4.2 XRF and proxy results for the rmcd composite

Using the new rmcd scale, a composite record was constructed for the elemental counts

determined by XRF, and for colour reflectance and magnetic susceptibility data. It was

found that this stacking process significantly enhances the signal-to-noise ratio. The

stacking procedure involved averaging data across different holes after alignment to

the rmcd scale, excluding those intervals that did not seem to correlate well with other

holes. All data were interpolated at 5 cm intervals using a Gaussian smoothing function

with a 14 cm long window. The process of stacking and averaging involves a trade-

off between enhancing the signal value of the data on the one hand, and reducing the

resolution of the stacked data set on the other hand, the latter of which is determined by

the maximal resolution to which holes can be correlated with confidence. Considering

the scale to which individual holes were aligned on the rmcd scale, it can be estimated

that the effective resolution of the composite record is of the order of decimetres, with

optimum values approaching∼5 cm.

The composite data set, with the XRF Ca, Fe and K data, the colour reflectance data

(L∗, a∗, b∗), and magnetic susceptibility, is shown in figure 3.5. This figure displays sev-

eral features that are of interest. Generally, the lower half of the record (∼60–140 rmcd)

shows decimetre to metre scale variations more clearly for all parameters than the up-

per half. This is particularly clear for the Fe counts as well as for the colour reflectance

parameters L∗ (lightness) and a∗ (variation from green to red). In the lower half of the



3.5 Volcanic Ash Layers 97

interval studied, there is an apparent regular change in amplitude of this metre scale

variability. These maxima are apparent at around 122 rmcd, 105 rmcd, 93 rmcd and

80 rmcd. The upper half of the studied interval shows variation that is less clear, and

reflects disturbances observed in the record, such as frequent layers of harder chalk

nodules embedded in foraminiferal ooze.

Magnetic susceptibility measurements are sensitive to the oxidation state of min-

erals containing iron, as well as to the proportion of diamagnetic calcium carbonate

minerals. This is the reason why the XRF measurements for Fe show a much clearer

signal than the susceptibility values, although both curves show similar features and

show the same polarity, i.e. high iron contents corresponds to high magnetic suscepti-

bility values. The counts for calcium are anti-correlated with the counts for iron.

Below∼60 rmcd the average iron counts decrease, while the same occurs for potas-

sium below∼70 rmcd. At∼30.9 rmcd the shipboard scientific party observed a distinct

change in colour in all holes that reached this depth. This feature is most likely of dia-

genetic origin and is reflected by lower values in the lightness parameter L∗ as well as

a shift from red towards green (more negative a∗ values) and from yellow towards blue

(b∗), moving towards the base of the core. This change in colour values is approximately

aligned across all holes on the rmcd scale.

3.5 Volcanic Ash Layers

Several volcanic ash layers were discovered in the sedimentary sequence from Blake

Nose. The original composite depth scale (mcd) [100] was constructed to obtain a

spliced record. The initial shipboard splice is constructed by adding a constant offset

to the depth of each core, which could not align these prominent ash features. The new

rmcd scale allows the alignment of ash marker beds, which can be used as additional

tie points between holes. Table 3.2 lists individual ash layers that were recognised from

core photographs, and from extreme values in the XRF and proxy data. Ash layers are

also marked on figure 3.5. Most ash layers are present in all cores that span a given

interval. Two ash layers from Hole A could not be aligned properly. These are within

the interval from Hole A that was excluded in constructing the composite depth scale.

Apart from ash layer I, all ash layers were covered by XRF measurements from at least

one hole.
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Ash Hole A Hole B Hole F
core mbsf rmcd core mbsf rmcd core mbsf rmcd

A 2X 8.07 10.78 2H 8.90 10.75 2H 11.20 10.68
B 2H 11.65 13.60 2H 14.13 13.61
C 3H 19.80 (22.91) 3H 19.90 23.49 3H 22.65 23.48
D 3H 22.63 (25.37) 3H 23.75 27.34 3H 26.59 27.35
E 4H 28.76 31.81 4H 27.87 31.77 4H 29.75 31.70
F 5H 38.79 44.41 5H 39.21 44.37 5H 41.63 44.11
G 6H 49.83 56.26 6H 53.61 56.20
H 8H 67.67 73.68 9H 66.60 73.62 8H 70.35 73.68
I 9H 69.38 76.40 8H 73.28 76.34
J 10H 84.91 90.81 11H 83.34 90.77 10H 87.20 90.78

K* 11H 96.28 102.48 12H 94.75 102.48 11H 99.01 102.53
Ash Hole C Hole D

core mbsf rmcd core mbsf rmcd
A 2H 13.68 10.75
B 2H 10.40 13.65

Table 3.2: Identified ash layers and their position in each hole, where present. Brack-
eted depths indicate a mismatch that arises from problems in the adjustment
for upper parts of Hole A. This interval was not considered in the subse-
quent analysis. The asterisk (∗) for ash-layer K indicates that glass-shards
from this ash (Hole B) were radiometrically 39Ar/40Ar dated with a plateau
age of 37.81 ± 0.91 Ma. The terminology for the ash layers was constructed
in a similar way to that given by Reicherter and Pletsch (1998) [162] for the
adjacent Site 1051.
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Generally, ash layers are reflected in the data set by lower counts for calcium (Ca),

and elevated counts for iron (F) and potassium (K). Although not shown here, these

ash layers also show higher values in the counts for manganese (Mn) and titanium (Ti),

and lower counts for copper (Cu) and strontium (Sr). It was not possible to calculate an

end-member composition for the volcanically derived component. This would require

a more detailed chemical analysis at higher resolution.

As expected, dark ash layers also coincide with low values in the colour reflectance

lightness parameter L∗, and high values of the parameter a∗ (a shift from green to red).

Although not attempted here, it might be possible to correlate ash layers from Blake

Nose with the thickest ones recovered by ODP Leg 165 in the Caribbean [163], which

are thought to be derived from the same source [100].

Ash layer K contained glass shards that allowed reasonable 39Ar/40Ar dating (using

sanidine), and revealed a plateau age of 37.81 Ma±0.91 Ma (Jan Wijbrans and Jan Smit,

Free University Amsterdam, personal communication). In its magnetostratigraphic

context, i.e. approximately half way within C17.3r, this corresponds to an age of ∼38.3

Ma on the Cande and Kent time scale [46]. In the context of the high-resolution time

scale that is developed here, the uncertainty of the radiometric datum only allows the

placement of geological data into the correct∼2.4 My cycle. Ash layers disrupt the vari-

ability in the data set that might be due climatic forcing, and care has to be taken to

identify the effects of excursions due to ash layers before further analysis. A decision

was made to remove extreme data values that can be attributed to volcanic ash layers

before further statistical analysis.

3.6 Cyclicity in the depth-domain

To evaluate whether cyclicity in the proxy measurements can be connected to Mi-

lankovitch style orbital forcing, this study followed Weedon (1993) [164] by perform-

ing a spectral analysis in the depth domain before any adjustment (tuning) to a time

scale. Figure 3.6 shows the results obtained from an evolutive spectral analysis for the

lightness parameter L∗, and the ratio of calcium to iron (Ca/Fe) from XRF measure-

ments (figure 3.7). For the generation of these figures the multi-taper method [132]

was used, with a window length of 22.5 m (451 values spaced at 0.05 m), and a step

size of 2.5 m. Figures 3.6 and 3.7 demonstrate that spectral power is concentrated at

distinct cycle length periods through the presence of horizontal bands. One distinct
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Figure 3.6: Evolutive spectral analysis in the depth domain for the colour lightness pa-
rameter L∗. Note the distinct bands that run across the spectra at approxi-
mately 3.5, 1.4, 0.8 and 0.6 rmcd/ky. This figure does not extend to the end
of the full data set because each window was plotted at its central position.

band varies around a 1.4 m period. Magnetostratigraphic data indicate that this could

correspond to variations in the Earth’s obliquity with a period of ∼41 ky. This is sup-

ported by the presence of two distinct spectral bands that vary around 0.6 m and 0.8 m,

which are interpreted as variations linked to the climatic precession. The amplitude of

these cycles seems to increase below a depth of approximately 60 rmcd. The presence

of weaker spectral peaks around ∼1 m, ∼2 m and ∼3.5 m is consistent with the ∼29 ky

and ∼54 ky components of obliquity and the short eccentricity cycle (∼100 ky period).

The window length is too short to reveal longer periods such as the long eccentricity

cycle (∼400 ky period).

3.7 Astronomical Tuning

3.7.1 Strategy

The amplitude modulation of climatic precession by the long eccentricity cycle (∼400

ky period) is the most stable astronomical frequency over long time periods, and is in-

dependent of tidal dissipation and dynamical ellipticity which affect the frequency and
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Figure 3.7: This figure is similar to figure 3.6, but shows an evolutive spectral analysis
of the Ca/Fe ratio from the XRF data in the depth domain. Similar spectral
lines as in figure 3.6 are visible. Note that the XRF record does not extend to
the same depth as the lightness measurements.

phase relationship between climatic precession and obliquity [89]. This modulation

is visible in the raw data, particularly in the lower half of the record, where amplitude

maxima occur at around 122, 105, 93, 80, 68 and 55 rmcd. In this chapter the main

aim is to create a relative (floating) time scale because at present this data set cannot

be linked up with longer absolute time scales such as that given in [55], and because

the astronomical calculations beyond ∼25 Ma cannot be used as a tool to evaluate the

exact position of longer term modulations in time [89].

Nevertheless, it is still useful to anchor the record at an absolute point in time. To ac-

complish this, the astronomical calibration in this study started with the magnetostrati-

graphic ages given by Cande and Kent (1995) [46]. It was found that amplitude maxima

for precession cycles in the lower half of the record did not coincide with maxima of the

orbital ∼400 ky long eccentricity cycles in the Laskar [86] set of solutions on this time

scale. It was decided to correlate climatic precession amplitude maxima in the data to

400 ky eccentricity maxima in the astronomical calculation of slightly younger (∼200

ky) age. This is consistent with the radiometric 39Ar/40Ar age obtained from ash-layer

K (see table 3.2), although it might be necessary to re-evaluate this decision in the light

of additional data, or radiometric dates with smaller error estimates.

The exact phase relationship between obliquity and climatic precession is not
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known for the Eocene. Pälike and Shackleton (2000) [155] evaluated the phase rela-

tionship, which is controlled by tidal dissipation effects, for the last 25 Ma, concluding

that tidal dissipation effects probably have not changed much over this time.

It was shown by Herbert (1994) [108], that often the climatic precession cycles in

geological data can only be demonstrated by fine-tuning the record. In the absence of

detailed knowledge for the astronomical calculation, a decision was made to fine-tune

the record to the Laskar et al. calculation (1993) [86], with current day values for tidal

dissipation and dynamical ellipticity.

Following previous studies [55; 156], an artificial target curve was constructed by

normalising eccentricity, obliquity and climatic precession values to zero mean and

one standard deviation. These components were then added to create a mixed “ETP”

curve. Northern hemisphere insolation contains the climatic precession signal with

reversed polarity, and the polarity of climatic precession was reversed before adding

to the other orbital components. As pointed out by Shackleton et al. (1999) [55], the

uncertainties in the astronomical model are such that this cannot be tested at present,

and the motivation was to stay consistent with previous studies.

The presence of amplitude modulation cycles in the data, as well as the close cor-

respondence between periodicities of lithological cycles with those of orbital calcula-

tions, as demonstrated in the depth domain, strongly suggests that a significant part

of the lithological variability is related to orbitally controlled climatic variations. One

assumption made in this study is that maxima in calcium carbonate content (which

correlate to high L∗ and Ca/Fe values, and low values in magnetic susceptibility), are

related to maxima in the target curve (i.e. high insolation values).

There are several possible scenarios of how the lithological signal is related to cli-

matic variations. One feasible scenario is, for example, that increased mixing between

shallow and deeper waters leads to an enhanced nutrient supply, thereby increasing

biogenic carbonate productivity, or that a generally warmer atmosphere leads to en-

hanced continental precipitation, and thus increased run-off of terrestrial material

across the ocean margin. Other possible scenarios include variations in the calcium

carbonate compensation depth (CCD), controlling the dissolution of calcium carbon-

ate, variations in ocean stratification and upwelling, and nutrient supply from external

(e.g. aeolian or volcanic) sources. At present, the exact mechanism of how the orbital

signal is transferred into the lithological record through the local and global climate
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system is unresolved at Site 1052 during the Eocene. Regardless of which mechanism

is invoked, the choice of one model over another only results in an uncertainty of half

a precession cycle (∼10 ky) for age estimates, much less than the uncertainties in the

stratigraphic position of magnetic reversals in this data set.

3.7.2 Time scale development

For the development of the time scale the AnalySeries package [106] was used. Fig-

ure 3.8 shows the results of astronomical tuning following the strategy described above.

The left column of figure 3.8 shows the sedimentation rate in cm/ky that results

from tuning. The tie points that were used to generate ages from the rmcd scale are

given in Appendix B. Also shown are bandpass filters for the XRF and reflectance data,

computed at the main orbital frequencies. These generally show good agreement with

the astronomical target curve (shown in the right-hand column). For the lower part of

the record, only data and filters for the reflectance record are shown, as the XRF record

does not extend this far. Also plotted are the magnetic reversal record for new ages, and

the ages that arise from the time scale of Cande and Kent (1995)[46].

This time scale is based on “tuning” the XRF Ca/Fe ratio data, excluding identified

volcanic ash layers, down to approximately the top of magnetochron C18n.1n, and on

variations in L∗ below that. Several key features are worth exploring in detail. The cen-

tral four columns of the figure show filters that extract those variations in the data that

fall within the astronomical frequency bands for climatic precession (∼22 ky), obliquity

(∼41 ky), and the short and long eccentricity (∼100 ky, ∼400 ky). A change is visible at

around 36.7 Ma, where the relative strength in the precession signal suddenly weakens

towards the younger interval. This coincides with a strong increase in the average XRF

counts for iron. It is unclear at present whether this can be attributed to a change in

the climate system at large, or whether this change in response is due to local effects

such as a change in terrestrial run-off, or tectonic processes that are less directly linked

to climate.

The filter that extracts the climatic precession component shows a strong amplitude

modulation with maxima that coincide with maxima in the orbital∼400 ky eccentricity

component. This demonstrates that the tuning strategy employed in this study was

successful, at least for the lower part of the record where the response to precession is
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strong. The tuning3 relied mainly on obliquity cycles in the upper and younger part

of the record, although a small contribution by climatic precession is still discernible.

The data, filtered to extract the climatic precession frequency component, also display

a modulation that co-varies with the short eccentricity orbital cycle (∼100 ky).

Interestingly, the data also show a relatively strong direct contribution of variabil-

ity at eccentricity frequencies. The ∼100 ky cycle is clearly visible and again appears

modulated in amplitude by the long eccentricity cycle, where maxima in the amplitude

of the ∼100 ky filter of the data coincide with maxima in the ∼400 ky component of

orbital eccentricity. The direct contribution of the long∼400 ky cycle in the data is less

clear, but appears to show a reverse polarity, where maxima in the data coincide with

minima in the orbital curve for eccentricity at this frequency. The significance of this

different response, if any, is unclear at the moment, but might be related to the climate

system responding to the forcing with different time constants through the interaction

with the carbon-cycle, or it might be linked in a non-linear fashion to the forcing by

climatic precession.

3.8 Sedimentation rates and a possible hiatus

The process of tuning has not introduced geologically unreasonable large variations

in sedimentation rates (shown in the left column of figure 3.8 in cm/ky). The average

apparent sedimentation rate across all holes generally varies between 2 and 5 cm/ky.

A few sudden jumps can be related to the construction of the rmcd scale as well as

“tuning” to a target that probably does not reflect the real relationship between pre-

cession and obliquity correctly in detail. Using the ages from Cande and Kent (1995)

[46] for magnetic reversals only would imply a sudden jump in sedimentation rate to

only half the average value during chron C18n.1n. However, both variations, attributed

to climatic precession as well as obliquity, do fit much better to a model that does

not change sedimentation rate over this interval. Since no other chrons change sig-

nificantly in terms of relative length, compared to the relative durations estimated by

Cande and Kent [46] and Wei [153], and, more significantly, because a sudden loss in

the amplitude of the orbital signal can be observed in the XRF, reflectance, and mag-

netic susceptibility data at around 114 rmcd, this implicates the presence of a hiatus at

3The mapping pairs from rmcd to time are listed in Appendix B, and are available in electronic form on
the enclosed CD-ROM, as well as in downloadable form [123].
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around this depth.

A detailed examination of the XRF data around this interval excludes the possibility

that this could be due to an error in the construction of the rmcd scale. The length of

this hiatus is estimated to be of the order of approximately 600 ky. This estimate is based

on the amplitude modulation of climatic precession that can be seen in the L∗ record,

which implies that the lower part of the record could only be shifted by multiples of

approximately 400 ky. Making the implied hiatus shorter or longer by this amount of

time would change the total duration of C18n.1n by more than 50%, which would imply

geologically unreasonable changes in the sea-floor spreading rate. It must be pointed

out, though, that the duration of this lower interval is much less well constrained than

the upper interval, because it is not covered by data from more than one hole over some

parts (see figure 3.5), and because the L∗ values seem to be partially corrupted in the

lower-most part of the record due to a switch in the employed drilling method (core

1052A-16X). A confirmation of whether the interpretation of a hiatus is correct or not

will have to await the availability of more data from different locations.

3.9 Spectral Analysis

In this section the spectral properties that arise from astronomically tuning the data set

are examined. Figure 3.9 shows a Blackman-Tukey cross-spectral analysis between the

ETP target curve and the XRF data above the inferred hiatus. Shackleton et al. (1995)

[165] showed that there are pitfalls inherent in using spectral peaks and high coherency

values to evaluate how “accurate” an astronomical tuning is. Here the only intention

is to verify how well the time scale was adjusted to make the geological data fit to the

target curve, while the plausibility of the age model is verified by amplitude modulation

patterns, rather than by statistical measures such as coherency.

The upper panel shows that all major spectral peaks that are present in the astro-

nomical calculation are also present in the “tuned” geological data. That this study has

largely succeeded in creating a time scale that is consistent with orbital variations is

shown by the very high coherency that is obtained for obliquity as well as the three sep-

arated peaks related to climatic precession. Coherency is above the 90% confidence

level for the 54 ky and 29 ky frequencies that are associated with obliquity, high for the

short eccentricity components, and weaker for the longer component. The phase plot

re-iterates that the ∼100 ky component of the data is in phase with the target curve,



3.9 Spectral Analysis 109

10

100

1000

19ky21ky
23ky

41ky

29ky

54ky
98ky

126ky

stacked 1052 Ca/Fe ratio
90% confidence interval

Cross-spectral analysis - stacked Ca/Fe XRF vs. ET-P

lo
g 

(s
pe

ct
ra

l p
ow

er
)

ET-P curve

0 0.01 0.02 0.03 0.04 0.05 0.06
frequency [1/ky]

0
90
-90

180

-180

270

-270

360

-360 ph
as

e 
[d

eg
]

0.9
0.7
0.5
0.1co

he
re

nc
y

90% confidence limit

bandwidth

Figure 3.9: Cross-spectral analysis between the astronomically tuned XRF Cai /Fe data
and the astronomical target curve. Note that all major astronomical spec-
tral peaks are present in the data, including those at 54 ky and 29 ky. The
middle panel shows coherency values which are particularly strong around
the main obliquity frequency period (41 ky). The phase plot (bottom panel)
shows that the tuning has put the short eccentricity component (∼ 100 ky),
obliquity and climatic precession into phase between the data and the tar-
get. The∼ 400 ky component, however, seems to be out of phase by approx-
imately 180 degrees (π radians).

while the∼400 ky component shows a phase difference of 180 degrees.

Note that the relative amplitude of spectral peaks that arise in the orbital target

curve is arbitrary in that the three components eccentricity, obliquity and climatic pre-

cession were added in arbitrary proportions, mainly to make the visual comparison of

target and data easier. However, the relative amplitude of spectral peaks is fixed by the

data, although they represent the average contribution over the entire interval stud-

ied. This does not take into account the distinct shift in power away from the climatic

precession component towards the upper section of the record.

3.9.1 Amplitude modulation patterns obtained by complex demodulation

The amplitude modulation of the obliquity and climatic precession is a feature that

cannot be easily introduced into a data set by the tuning process. Hence it is crucial

to examine amplitude modulation patterns in the data set because it can give new in-
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formation on both, how strongly an astronomical forcing is contained in the data, as

well as allowing the extraction of information useful for improving astronomical calcu-

lations [89]. Amplitude modulations reflect a beat between fundamental astronomical

frequencies as outlined in chapter one. The main patterns that are visible in astronom-

ical calculations are the modulation of climatic precession by eccentricity (∼400 ky and

∼100 ky periods), as well as modulations with periods of the order of million years for

the eccentricity, obliquity and climatic precession. These were described in more detail

by Laskar (1999) [89], and were used to confirm the astronomical tuning for sediments

of Oligocene to Miocene age (Shackleton et al. (1999) [55]; Hinnov (2000) [92]).

Here, three different types of modulation patterns are analysed. The initial basis for

the tuning strategy was to use the ∼400 ky amplitude modulation of climatic preces-

sion. Figure 3.10 (a) shows the amplitude envelope of the climatic precession signal in

the Ca/Fe data above the hiatus. This envelope was obtained by complex demodula-

tion [166] at a central frequency of 0.04762 cycles/ky (∼21 ky period), using a 100 ky

low-pass Parzen filter with 100 weights. This figure shows clearly how the amplitude

of the climatic precession signal in the data is much stronger in the lower half of the

record. This figure also suggests that this study has largely succeeded in making use of

the ∼400 ky amplitude modulation cycle, as well as of the ∼100 ky amplitude modu-

lation cycle. Figure 3.11 shows a Blackman-Tukey cross-spectral analysis between the

amplitude envelope of the climatic precession signal and the ETP target curve, which

was demodulated by using the same complex demodulation method in order to verify

this processing step. Clear spectral peaks are visible, with a ∼400 ky period, as well as

short eccentricity modulation terms with a period around∼100 ky. Since the total am-

plitude of the climatic precession signal varies strongly across the record, i.e. the overall

response is non-stationary, it is not possible to evaluate how closely the longer term (∼2

My) modulation pattern that is visible in the astronomical calculation is reflected by the

data.

The amplitude envelope for the ∼100 ky component of the data (already described

for the filtered time series in figure 3.8) was also computed. This complex demodu-

lation was centred at a frequency of 0.009 cycles/ky (∼110 ky period) using 300 filter

weights with a 200 ky Parzen low-pass filter. Figure 3.10 (b) shows that the ∼100 ky

component is modulated by a ∼400 ky component in both, the astronomical calcula-

tion, as well as in the data. In addition, there is an approximately 2 My long modulation
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Figure 3.10: Panel a) shows the amplitude modulation of the climatic precession signal
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present in the data. Compared to the astronomical calculation, this seems to be offset

to slightly older ages by approximately 400 ky. If the astronomical calculation was cor-

rect, this would imply that all ages derived by astronomical tuning for this record are

actually younger by this amount of time.

However, one can also compute the amplitude modulation for the obliquity cy-

cle as shown in figure 3.10 (c). In this case the central demodulation frequency was

0.02439 cycles/ky (∼41 ky period), employing a 133 ky low-pass filter with 200 weights.

The modulation pattern obtained for the data is less clear than the previous modula-

tion patterns but suggests, that the envelope for the obliquity amplitude in the data is

shifted to younger ages, compared to the orbital calculation, by approximately 200 ky.

Note that this apparent shift is in the opposite direction compared to that observed in

the amplitude modulation of the∼100 ky signal. In addition, one can see the presence

of a∼170 ky modulation in both, data and calculation.

Laskar [89] demonstrated that there can be a transition from a 2:1 ratio in the pe-

riod of the long-term modulation of eccentricity and precession compared to that of

obliquity (approximately 2.4 My : 1.2 My), to a 1:1 ratio, reverting back after a rela-

tively short time. The data set does not span a long enough time to draw conclusions

with confidence, but one might suggest that the long term pattern in the astronomical

calculations is not consistent with the data over this time interval. As soon as other

astronomically tuned geological records become available, this observation might be

useful to improve astronomical calculations, and to put constraints on the timing of

this transition. This will be investigated in more detail in chapter five.

Figure 3.12 shows an evolutive spectral analysis of the Ca/Fe XRF data after the tun-

ing process in the time domain. Again a change in amplitude of the climatic precession

signal is visible at around 36.7 Ma. Variation at the obliquity frequency is visible over

most of the record. The short eccentricity cycle is also visible, and appears modulated.

The frequency resolution in this figure could have been increased by choosing a longer

spectral window but this would have decreased the resolution in time.

3.10 Implications for magnetostratigraphy

Table 3.1 lists the ages obtained from the astronomical age model for magneto-

stratigraphic datums. Figure 3.8 also shows a comparison of the Cande and Kent (1995)

[46] and new ages. Within stratigraphic uncertainty bounds, indicated by grey and
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white boxes, the relative duration of all chrons that are present does not change sig-

nificantly. An exception to this are the relative durations of sub-chrons within chron

C16n, where C16n.1n is longer by∼200 ky, and C16n.2n is shorter by∼200 ky.

Based on the amplitude modulation of the climatic precession signal the absolute

ages are younger by approximately 200 ky for all magnetic reversals. One can be quite

confident for the new relative age estimates for chron C17, since the climatic precession

signal is strong over this interval. Estimates for chron C16 are based largely on the

variation in obliquity. Age estimates for chron C18 are less well constrained, due to the

infered presence of a hiatus, and a tuning that was based on colour reflectance and

magnetic susceptibility only. The lower-most interval is only covered by data from one

hole. Hence estimates for C18n.2n should be interpreted as a minimum bound for its

duration.

3.11 Results from XRF analysis of Site 1052: Summary

This study demonstrated that the collection of X-ray fluorescence elemental concen-

tration data can greatly help the hole-to-hole integration of marine sediment cores.
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This allowed the construction of a modified and revised composite depth scale (rmcd)

which demonstrated that differential stretching and squeezing within each core is nec-

essary to align stratigraphic markers on a decimetre scale. Employing the new rmcd

scale, a stacked record was then created from multiple holes, thereby enhancing the

signal-to-noise ratio in various proxy data records. This allowed the generation of a

astronomically tuned relative time scale for the late Middle to Late Eocene.

Various techniques of time series analysis, particularly the study of amplitude mod-

ulation patterns that are present in the astronomical calculation as well as in the data,

allow the verification of the age model. This leads to new estimates for the relative du-

rations of magnetochrons C16 to C18 that, within error, agree well with the durations

estimated previously by Cande and Kent [46] and Wei [153].

The amplitude modulation pattern that is visible in the climatic precession signal,

and caused by a modulation through eccentricity, suggests that the absolute ages must

be different by at least 200 ky. The data set is too short to allow a confident evaluation

of the longer term amplitude modulation patterns, but it suggests that certain features

in the astronomical calculations do not fit with the geological record during this time

interval.

As soon as longer astronomically tuned records become available for the Paleogene,

this hypothesis should be tested. The results from this study provide a further exten-

sion of the astronomically calibrated time scale into the Paleogene, verified by ampli-

tude modulation patterns. For the first time, a distinct change in the relative strength

of orbitally driven climatic obliquity and precession signals has been observed in the

Eocene, which might be related to changes in the ocean circulation system and the

dominant climatic regime. In addition, the data show an anticipated misfit with astro-

nomical long term amplitude modulation patterns, which could be useful to further

constrain astronomical models (see chapter five). The following sections document

how additional geological data from ODP Leg 177, Hole 1090 B, can be used to verify

and extend the new time scale.

3.12 Comparison with data from ODP Leg 177, Site 1090B

It is generally difficult to assess the accuracy of astronomically calibrated geological

time scales. Although it is possible to compare spectral properties that are recorded in

a geological data set with those expected from astronomical theory, the uncertainties
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inherent in astronomical calculations increase back in time, as shown by Laskar (1999)

[89]. Particularly for the Paleogene these uncertainties are considerable, and it would

be useful to be able to compare geological data from different locations. For parts of

the Neogene this was made possible through independent studies from deep-marine

sediments and Mediterranean sections [47; 51; 52].

In order to test the consistency of ages derived for the magnetic reversal record

from the Middle and Late Eocene presented in previous parts of this chapter, an at-

tempt was made to find geological data from a different location. Unfortunately, pre-

vious attempts by the Deep Sea Drilling Project (DSDP) and Ocean Drilling Program

(ODP) to recover deep-marine sediments from the Paleogene recovered sections that

were shown to have very low sedimentation rates, or had incomplete recovery, thus

preventing detailed studies of astronomically driven variations.

Fortuitously for the work presented here, ODP Leg 177 very recently recovered ma-

terial from the Paleogene that appeared to be more promising [167]. The initial scien-

tific objectives did not include recovery of Paleogene material, but an unexpected hia-

tus resulted in the recovery of an extended Paleogene record at one of the sites. Since

the main objectives of Leg 177 did not focus on the Eocene, only Hole 1090 B pene-

trated a long Paleogene interval. Hence, the presence of core breaks means that it is

not possible to use material from this hole on its own to create an astronomically cal-

ibrated time scale with confidence. However, since an initial astronomical tuning of

data from Site 1052 is now available, an attempt was made to verify the consistency of

this astronomical calibration with data from Hole 1090 B.

Sites from Leg 177 are located in the south-east Atlantic sector of the Southern

Ocean. The location of Site 1090 is shown in figure 3.13. The present day water depth is

∼3700m, which is above the present day and last glacial maximum calcium carbonate

compensation depth (CCD) [167].

Material recovered from Site 1090 B contains an excellent magnetic reversal record,

with magnetic inclination values close to ±70 degrees. The reversal record was not in-

terpreted for the Paleogene part during the initial investigation [167]. However, using

biostratigraphic datums reported in the ODP Initial Reports from this Site [167], it is

indeed possible to propose a clear interpretation of magnetic reversals. As part of the

study presented here, an initial bio- and magnetostratigraphic age model was devel-

oped, and is shown in figure 3.14.
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Ages for biostratigraphic events were taken from Berggren et al. (1995) [168], who

also report the interpolated ages of magnetic reversals as defined by Cande and Kent

(1995) [46]. The left panel of figure 3.14 shows the magnetic inclination record from

Hole 1090 B, obtained by using the shipboard pass-through magnetometer after apply-

ing an alternating peak field de-magnetisation at 20 mT. On this figure, circles mark

those reversals that were used to generate the initial age model, while diamonds show

selected biostratigraphic events together with their uncertainty in depth. In Hole 1090

B, magnetic reversals can be identified in depth with an uncertainty of the order of

decimetres, and it was not deemed necessary to mark uncertainty in depth for mag-

netic reversal events.

This initial age model is supported by the presence of a high concentration peak

of iridium at ∼291.04 metres composite depth (279.05 metres below sea floor), as doc-

umented by Kyte (2001) [169]. This anomalous iridium concentration peak has been

interpreted to be caused by a Late Eocene impact event, and was found previously in

several other ODP sites, as well as in the Eocene type section near Massignano, Italy

[139–142]. In all cases this event has been found near the top of magnetochron C16n.

According to the age model proposed here, the iridium peak at Site 1090 occurs within

chron C16n.1n, and is thus consistent with previous studies. This iridium anomaly is

also marked on figure 3.14.

The bio- and magnetostratigraphic data from Site 1090 B suggest the presence of a

several million year long hiatus just above magnetochron C13n, and possibly another

break in continuous sedimentation near the base of C17n. Due to this finding, the work

presented here focused on a selected interval only, as marked in figure 3.14. The aver-

age apparent sedimentation rate over this interval is approximately 2.5 cm/ky. Thus,

the proposed age model suggests that material from Site 1090 Hole B could potentially

be used for a comparison with data from Site 1052, but would only allow an extension

of an astronomically calibrated geological time scale up to the top of magnetochron

C13n, i.e. near the base of the Oligocene.

Core photographs from Hole 1090 B for this interval show prominent variations in

sediment colour on a decimetre to metre scale, which are consistent with being driven

by orbital variations (see figure 3.15 for a typical core photograph). Colour and light-

ness changes are due to variations in calcium carbonate content [167], which is gener-

ally only around 30% in the interval studied, although it suddenly increases to around
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70% in the Early Oligocene. This increase is most likely related to profound changes in

ocean chemistry and climate across the Eocene/Oligocene boundary, as reviewed and

discussed by Zachos et al. (1996) [127], Lear et al. (2000) [170], and Zachos et al. (2001)

[152] (and references therein).

Unfortunately it was not possible to sample sediments from Hole 1090 B using the

XRF core scanner in Bremen due to machine unavailability. However, since the XRF Ca/

Fe data generated for Site 1052 correlated well with colour and lightness changes, it was

decided to compare the XRF data from Site 1052 with lightness variations in sediments

from Site 1090. Unfortunately, spectrophotometer measurements above 262.50 mbsf

are not available from Site 1090 B because the shipboard colour measurement system

was faulty. However, it was possible to generate a high-resolution colour record from

core photographs that are available in digital format [167]. This was a method also used

by Cramer (2001) [171]. Cramer employed an algorithmic method to correct for lighting

variations across scanned core photographs. Experiments conducted as part of this

study show that these effects are important if a flat-bed scanner is used, as was done

by Cramer. However, using the digital images that are available from ODP, these effects

were not found to be strong, thus no attempt was made to adjust core photographs.

The digital images available from Site 1090 [167] have a resolution of approximately

1 pixel per 2 mm. Core photographs were cropped to separate individual core sections,

avoiding obvious cracks in the core. From the digital data a lightness record was then

computed, with a value of 255 being assigned to white, and a value of 0 to black. In

order to keep the data set at a manageable size, and to provide a smoothing of data,

pixel values were integrated, first across the core, and then along the core, to yield one

data point every two centimetres4.

Comparing with figure 3.15, this is a length scale of the same order as that at which

bioturbation effects are visible. It would have been possible to employ a more sophis-

ticated method to remove outliers in the data caused by core cracks and other distur-

bances. However, it was found to be more efficient to manually prune the data set by

removing outliers in the data that are obviously related to core cracks and disturbances.

Since the scale of lithological variations is of the order of decimetres, and outliers occur

on a scale of centimetres, this treatment of the data has no effect on the subsequent

interpretation and analysis.

4The complete data set is available in electronic form on the enclosed CD-ROM, as well as in down-
loadable form [123]. The nature of the data is illustrated in Appendix E.
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Figure 3.15: Core photograph from ODP 177, Site 1090, Hole B, Core 27X. This is a repre-
sentative core photo that was used to create the lightness record from Hole
1090 B. Lightness variations reflect variations in % CaCO3, and are clearly
visible on this photograph. This core spans the depth interval 242.9–252.6
mbsf, which corresponds to an age interval from∼34.3 Ma to∼34.8 Ma on
the time scale from ODP 171B, Site 1052.
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The success of this methodology was confirmed by comparing the lightness values

obtained here with spectrophotometer measurements in intervals where they are avail-

able. Both lightness records match very well. In fact, the method employed here seems

to yield a data set that is more representative for lithological variations than those ob-

tained by using the colour spectrophotometer. This can be explained by the integration

of values across the entire core by using digitised images, while the spectrophotometer

measurements are obtained from a footprint of approximately 5 mm2 size.

The lightness record obtained from ODP Site 1090 was then compared to the XRF

data available from Site 1052. This was accomplished by using the ages obtained for

the magnetic reversal record from Site 1052 (table 3.1) as initial tie points for chrons

C16 and C17. The Cande and Kent (1995) [46] ages for chron C13 were used as ini-

tial tie points. This was the best possible strategy, since the data from the single Hole

1090 B contain core gaps, thus preventing a strategy based on an astronomical cali-

bration alone. The age of the Eocene/Oligocene boundary within chron C13r is sup-

ported by several good radiometric dates (Berggren et al. (1995) [168]). Based on an

inter-calibration of magnetostratigraphic data with radiometric ages, the position of

the Eocene/Oligocene boundary was placed in the younger part of chron C13r, such

that 14% of the total length of C13r lies above this boundary (Berggren et al. (1992)

[172]).

Based on these initial tie points, the data from Hole 1090 B appear very similar to

those from Site 1052 when compared on a cycle by cycle basis. A direct match was then

performed between the two records, resulting in a modification of the exact position of

magnetic reversals from Hole 1090 B. Above the top of the record from Site 1052, data

from Site 1090 were adjusted to astronomical calculations using a target curve based

on the calculations of Laskar (1993) [86]. This astronomical calculation is identical to

the one used for the calibration of data from Site 1052. The results of this work are

illustrated in figure 3.16. The new age model for Site 1090 B is given in Appendix E5.

In figure 3.16, the matched data are shown together with the output of two Gaussian

bandpass filters that extract variation at the obliquity and climatic precession frequen-

cies. The raw data show a very good match, with cycles of very similar character over

most of the studied interval. The obliquity filter used was centred at a frequency of

0.025 cycles/ky, with a bandwidth of ±0.06 cycles/ky. The central frequency and band-

5The complete data set is available in electronic form on the enclosed CD-ROM, as well as in down-
loadable form [123].
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the lightness record of sediments from ODP 177, Site 1090, Hole B. Data
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Chron CK1995 Site 1052 Site 1090
(top) age age min. max. depth age

[Ma] [Ma] [Ma] [Ma] [mbsf] [Ma]
C13.n 33.058 N/A N/A N/A 213.80 33.021
C13.r 33.545 N/A N/A N/A 230.50 33.547
C15.n 34.655 N/A N/A N/A ? 252.60 ? ? 34.807 ?
C15.r 34.940 N/A N/A N/A 254.80 34903
C16.1n 35.343 35.185 35.137 35.241 272.80 35.242
C16.1r 35.526 35.524 35.502 35.557 281.40 35.500
C16.2n 35.685 35.605 35.572 35.635 284.20 35.615
C16.2r 36.341 36.051 35.994 36.130 301.50 36.134
C17.1n 36.618 36.404 36.362 36.446 307.80 36.470
C17.1r 37.473 37.300 37.262 37.334 328.10 37.314
C17.2n 37.604 37.399 37.378 37.419 330.06 37.407
C17.2r 37.848 37.618 37.585 37.648 331.50 37.519
C17.3n 37.950 37.941 37.674 37.710 ? 333.25 ? ? 37.709 ?
C17.3r 38.113 37.897 37.862 37.939 ? 334.45 ? ? 37.897 ?

Table 3.3: Comparison of relative age estimates for magnetic reversals from Sites 1090
(Hole B) and 1052. Columns one to five are taken from table 3.1. The depths
and ages estimated for magnetic reversals from Site 1090, after matching the
1090 lightness data to the XRF data from Site 1052, are shown in columns
six and seven. They generally agree well with those obtained from Site 1052.
Question marks indicate uncertainties in the identification of magnetic re-
versals due to core gaps.

width for the climatic precession filter was 0.05±0.012 cycles/ky. Individual obliquity

cycles and their amplitude modulation from both sites match particularly well. The

upper part of figure 3.16 shows the position of magnetic reversals that results from the

matching of data as described above. The uncertainty in depth of magnetic reversals

from Site 1052 is indicated by grey shaded boxes. It can be seen that both records match

to within these uncertainty intervals, although this match is less certain below chron

C17n.2n, where the magnetic record from Site 1090 is less clear. The position of the

Eocene/Oligocene boundary, based on the magnetostratigraphy [172], is also indicated

on this figure. The ages of magnetic reversals according to Cande and Kent (1995) [46],

according to the age calibration of Site 1052, and according to the match of Site 1090 to

1052, are listed in table 3.3.

In order to evaluate the match between the two sites in a more numerical way, a

cross-spectral analysis was performed between data from both sites where they over-

lap. This is shown in figure 3.17. Since the record from Site 1052 was stacked from sev-

eral different holes, it is not surprising to find a stronger astronomical signal in the XRF
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data from Site 1052. However, data from Site 1090, despite the presence of core breaks,

and only a preliminary tuning, also clearly show the presence of spectral peaks at the

obliquity and climatic precession frequencies, supported by high values of coherency

when compared with data from Site 1052.

3.13 Summary of analysis of data from Site 1090

One can conclude from the comparison of lightness data from Site 1090 with the XRF

Ca/Fe ratio from Site 1052 that new ages derived for magnetic reversals are consis-

tent with the interpretation of lithological variations as an astronomically driven sig-

nal in both records. Given the spatial separation of both sites, the match between both

records is surprisingly strong between individual obliquity cycles, as well as between

their amplitude modulations. Relative age estimates for magnetochrons C13 and C15

are preliminary as of yet, and not fully astronomically calibrated. Nevertheless, the

combination of data from ODP Sites 1090 and 1052 might facilitate a more detailed

study of this time interval as soon as more geological data become available, as pro-

jected for the forthcoming ODP Legs 198 and 199.
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3.14 Conclusions

This chapter discussed the findings from two different data sets that were obtained

from the Late and Middle Eocene. The XRF data allowed the generation of an improved

stratigraphic correlation of holes from Site 1052, facilitating an extension of the astro-

nomically calibrated geological time scale into the Eocene for the first time. This results

in new relative age estimates for magnetochrons C16, C17 and C18, which allow the

stratigraphic correlation between data from different sites to a particular astronomical

calculation. The amplitude modulation of astronomical cycles recorded by lithologi-

cal variations in the sediment suggest that the astronomical calculation by Laskar et al.

(1993) [86] might not be consistent with geological data in the Eocene any longer. This

is investigated further in chapter five.

The newly developed age model was transfered from Site 1052 to Site 1090, allowing

a verification of the consistency of generated ages, as well as tentatively extending the

calibration up to the base of the Oligocene. These data will eventually allow a link to be

made with existing astronomical calibrations that extend to the base of the Oligocene

[53]. The data reported in this chapter will be used in chapter five. Employing the newly

generated age model from Site 1052, the next chapter reports an investigation of high-

resolution stable isotope records from Site 1052.



Chapter 4

Stable isotope data from ODP Leg

171B, Site 1052

4.1 Introduction

This chapter reports existing and newly generated stable oxygen and carbon isotope

measurements that were obtained from Site 1052, making use of the new chronology

obtained for Site 1052 and discussed in the previous chapter. So far, only relatively

low resolution benthic stable isotope records exist for the Middle and Late Eocene (see

[138; 147–149; 152] and references therein). The Late Eocene marks the transition from

a minimally glaciated “doubt-house world” [137] to an “ice-house world” in the earliest

Oligocene that is well documented by stable isotope measurements from different sites

[127; 138]. The interest in this transition has recently increased because Mg/Ca ratios

measured in foraminiferal calcite, which are thought to represent calcification temper-

ature, seem to remain steady across the Eocene/Oligocene boundary, despite a large

positive shift in oxygen isotope values (Lear et al., 2000 [170]; Lear, 2001 [173]). The

main impetus for work reported in this chapter is to evaluate whether changes in litho-

logical parameters, that were used to create an astronomically calibrated time scale for

Site 1052, are also reflected in the isotope record.

For Site 1052, intervals of long high-resolution benthic stable isotope data were

generated separately by Shackleton (unpublished data), and by M. Katz, Rutgers Uni-

versity (unpublished data). In addition, following Wade et al. (2001) [151] who gener-

ated a high-resolution stable isotope record from planktonic foraminifera for ODP Site

1052, Wade also generated a high-resolution record of stable isotope measurements
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from planktonic foraminifera using Middle Eocene material from Site 1052 (unpub-

lished data). There is no overlap between the benthic records of Shackleton and Katz

on the one hand, and the record of Wade on the other hand. For this reason, the ben-

thic stable isotope records of Shackleton and Katz was extended as part of this study

to make a comparison of benthic and planktonic data possible. The astronomical cal-

ibration described in the previous chapter now allows the investigation of changes in

these records in the time domain for the first time. The palaeodepth estimate for Site

1052 in the Eocene is approximately 600 m, based on faunal studies [100]. The results

reported here must be interpreted in the light of this when a comparison is made with

other benthic records obtained from deeper sites.

4.2 Methods used for generation of stable isotope record

The stable isotope record generated in this study formed part of a collaboration with

Bridget Wade in Edinburgh and Philip Sexton in Southampton. This collaboration was

initiated to investigate whether large amplitude variations observed by Wade in the

planktonic foraminifera stable isotope record are also reflected in the record from ther-

mocline and benthic species, making use of the age model generated in this study. A

short interval (∼12 m long on the rmcd scale from Core 10 in Holes 1052B and F) was

selected to be analysed for thermocline species in Southampton, and benthic species,

as reported in this study.

As part of the collaborative effort, samples for isotopic analysis were first prepared

in Edinburgh for a study of planktonic foraminiferal stable isotope ratios. This involved

obtaining samples of 2.8 cm3 volume at 10 cm intervals from Holes 1052 B and F (Core

10), following the original composite depth splice [100]. The samples were then dried,

weighed, soaked in a Calgon/peroxide solution overnight, and wet sieved on a 63-µm

mesh. The >63-µm size fraction was then oven dried at <50◦C. Planktonic foraminifera

were picked and analysed in Edinburgh. A similar study was performed by Wade et al.

(2000) [174] with material from the adjacent Site 1051.

After the planktonic foraminifera work was completed in Edinburgh, the >63-µm

size fraction of samples was sent to Cambridge and Southampton for analysis of ben-

thic and thermocline species, respectively. For the analysis of benthic foraminifera of

the species Nuttalides truempyi, the samples were sieved to obtain the >212µm size

fraction. From this material, multiple specimens (typically 5-15) were picked under a
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low-power (×25) binocular microscope. All specimens were of similar size. The Pa-

leogene sediments recovered at Blake Nose have not been deeply buried by overlying

sediment and thus show little evidence of dissolution or diagenesis [151]. The picked

foraminifera were then visually inspected to select a subset (typically 5-10) of high qual-

ity specimens to yield enough carbonate for the mass spectrometer analysis of carbon

and oxygen stable isotopes.

The selected specimens were transferred to the laboratory, where laboratory staff

performed the following work. Samples were lightly crushed, and soaked in hydrogen

peroxide to remove possible organic contaminants that might adhere to the walls of

foraminiferal tests. To this, analytical grade acetone was added, and the samples were

cleaned ultrasonically. After the cleaning procedure, excess fluid was quickly siphoned

off so as to remove fine-grained carbonate that had been loosened by the ultrasonic

cleaning. Then the samples were dried in an oven at 60◦C to be ready for analysis in the

mass spectrometer.

Depending on machine availability and sample size, isotope analysis was per-

formed in the Godwin Laboratory either on a VG PRISM mass spectrometer, or a VG

SIRA mass spectrometer. The type of machine used is listed together with the indi-

vidual measurements in Appendix D1. Results are reported with respect to the Vienna

Peedee belemnite (VPDB) standard via the Godwin Laboratory Carrara marble stan-

dard, which was calibrated to VPDB through the NBS 19 standard [129]. Each run com-

prises five standard marble aliquots, an empty container as blank, twenty foraminiferal

samples, and five additional aliquots of standard marble. Estimated by the marble sam-

ples, analytical reproducibility (precision) is typically ±0.05% (1-σ) for standard sized

samples (! 0.1 mg weight) [175], but less good for the smallest samples run on the VG

SIRA machine.

The stable isotope data from this study were combined with existing records from

Shackleton and from Katz, who generated a much longer series of benthic foraminifera

and bulk fine fraction stable isotope measurements. In this study, measurements from

various species of Cibicidoides were extracted from the complete and combined data

sets of Shackleton and Katz. These data were prepared following the same procedures

as described above and were all analysed on the VG PRISM mass spectrometer in the

1The complete data set is too extensive to be included as hard copy. It is available in electronic form
on the enclosed CD-ROM, as well as in downloadable form [123]. Appendix D illustrates the nature of the
data
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Godwin laboratory. The bulk fine fraction data were obtained from the <63-µm size

fraction and treated with hydrogen peroxide to remove surface organic contaminants.

4.3 Benthic stable isotopes from Nuttalides truempyi

The following section describes the data generated in this study, and compares the ben-

thic stable isotope data with the planktonic data obtained by Wade, and the XRF data

from previous parts of the previous chapter. Then, the combined record of all available

stable isotope data is discussed.

Figure 4.1 illustrates the stable isotope composition of oxygen and carbon obtained

from Nuttalides truempyi. All data are presented in the standard delta notation as per

mil (!) values [176] with respect to the standard VDPB. The age model used is that

described in the previous chapter. Five data points are missing around 37.5 Ma be-

cause those samples were retained in Southampton. While the Ca/Fe ratio obtained by

XRF measurements and the reflectance parameter L* show clear cyclicity, the benthic

isotope record over this interval shows a very weak orbital signal. Oxygen and carbon

isotope values match very well where the sample track changed from Hole 1052 F to

1052 B, independently indicating that the newly developed rmcd scale is plausible.

Towards the younger end of the interval studied (∼37.4 Ma), there is a small general

trend towards lower oxygen and carbon isotope delta values. Over some intervals there

appears to be a very small amplitude signal in the oxygen isotope data that co-varies

with the cycles seen in the XRF data and the reflectance data. For example, between

∼37.42 Ma and 37.6 Ma low oxygen isotope values seem to correspond to low values in

the Ca/Fe ratio and coincide with low carbon isotope values. This will be investigated

in more detail in following parts of this chapter. Overall, the evidence for cyclicity in

the isotope data is not very convincing over this interval alone, and certainly variations

are of very small amplitude, only reaching 0.2-0.3 !.

It was found in previous studies that stable isotope measurements from modern

benthic foraminifera are not in equilibrium with the surrounding sea water (e.g. Dup-

lessy et al., 1970 [177]). Thus it is necessary to use adjustment factors in order to make

data comparable between different benthic species. No adjustment seems to be neces-

sary for planktonic foraminifera. Using a linear regression model, various studies have

suggested that oxygen isotope values obtained from Nuttalides truempyi should be ad-

justed by adding 0.35! to 0.6! ([148; 178; 179] and references therein), with no correc-
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tion necessary for carbon isotopic values. To stay consistent with previous studies, in

this study a value of +0.4! is used to correct oxygen isotope values from N. truempyi.

This value was also used in the study of Wade et al. (2001) [151].

Recently, Katz et al. (unpublished manuscript) conducted a study of species de-

pendent offsets in isotopic values by statistically evaluating a large number of paired

species measurements obtained from Paleogene material from ODP Site 1051, which is

close to the site investigated here. It was found that 0.1! has to be subtracted from the

oxygen isotope values obtained from N. truempyi to match those obtained from Cibici-

doides spp., while a value of 0.34! has to be added to the carbon isotope values. Since

previous studies [148; 178] established that Cibicidoides values should be corrected by

adding 0.5! to the oxygen isotope values, and 0.0! to the carbon isotope values, this

supports the adjustment of +0.4! for the oxygen isotope values. In light of the new

results of Katz et al., and in contrast to previous research, in this study carbon isotope

values from N. truempyi are adjusted by adding 0.34!. Throughout the remainder of

this chapter the isotope values obtained from N. truempyi will be corrected by these ad-

justment factors. Later in this chapter a comparison will be made with data obtained

from Cibicidoides spp., which will be adjusted by adding 0.5! to the oxygen isotope

values, and leaving carbon isotope values unchanged with respect to the VPDB stan-

dard.

4.3.1 Comparison of Nuttalides truempyi and planktonic data

Wade et al. (2001) [151] studied planktonic and benthic foraminifera from ODP Site

1051 B, which is situated near the location from which material was recovered for this

study (Site 1052). Wade et al. found very large, short term, amplitude variations in

planktonic isotope values, reaching up to 1! in oxygen and 2.6! in carbon. Wade

also generated stable isotope measurements for the samples discussed here, using the

species Globigerinatheka mexicana. The planktonic record from Site 1051 was gener-

ated using the species Morozovella spinulosa. At Site 1052 this species becomes extinct

in the core just below the interval studied here (Core 10).

Since G. mexicana is slightly deeper dwelling than M. spinulosa, isotope values

given here were adjusted to represent sea surface conditions, and to allow comparison

with the study of Wade et al. (2001) [151]. The adjustment values (from G. mexicana

to M. spinulosa) are -0.28! for oxygen isotopes, and +0.77! for carbon isotope values
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(Wade, personal communication). These data are shown in figure 4.2.

The complete record of Wade extends to∼39.6 Ma, and shows the presence of vari-

ability at orbital frequencies (Wade, personal communication), using the age model

developed in this study. As shown in figure 4.2, data from Site 1052 display very large

and sharp transitions in the planktonic record, which are partly reflected in the benthic

isotope record, but only with a very small amplitude. In particular, one can see two

intervals in the record with a sudden shift in planktonic oxygen isotope values of ∼1!
at around 37.6 Ma and 37.5 Ma. These are not reflected at all in either the carbon or the

oxygen benthic record. Some possible implications of these findings will be discussed

next.

4.3.2 Temperature estimates from benthic and planktonic oxygen isotopes

and carbon isotope gradients

The stable isotope values obtained in this study allow the calculation of parameters that

are relevant to interpretations of the late Middle Eocene climate system. The oxygen

isotope values obtained from foraminifera depend on the isotopic value of the sea wa-

ter from which isotope fractionation takes place, the local water temperature, species

dependent biological fractionation effects, as well as subsequent diagenetic alteration.

The isotopic composition of sea water depends on the global ice volume, and the local

salinity of sea water.

In the absence of a detailed knowledge of all of these factors, several assumptions

and estimates have to be made to attempt an interpretation for a given set of oxygen

isotope values. First, diagenetic alteration of oxygen isotope values is assumed to be

negligible. Even though the material recovered from Site 1052 seems to be well pre-

served, this assumption might seriously overestimate the true oxygen isotope values in

the past (Pearson, 2001 [180]). Second, an assumption has to be made for the global

ice volume, which preferentially locks up 16O from the oceans. During the Eocene, as-

suming that there was no significant volume of continental ice, the global average oxy-

gen isotope composition of the oceans has been estimated to be ∼-1! relative to the

“Standard Mean Ocean Water” (SMOW) that is taken to represent today’s average com-

position of the global oceans and is assigned a value of 0! (Shackleton and Kennett,

1975 [147]). The ∼-1! difference reflects the mixing into the ocean of the present-day

ice sheets.
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Figure 4.2: Comparison of benthic and planktonic stable isotope records from
foraminifera. The benthic data are those shown in figure 4.1, but in this case
corrected for sea water disequilibrium. The planktonic data were generated
by Bridget Wade in Edinburgh (personal communication). The species used
for the generation of the planktonic record was Globigerinatheka mexicana,
with an adjustment of isotope values to Morozovella spinulosa as described
in the text.
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Third, an estimate is required for the effect of local salinity variations, which affect

stable isotope ratios because of their association with evaporative surface effects and

dilution with meteoric water, which has a different oxygen isotope composition. For

benthic foraminifera, this effect is assumed to be negligible, although salinity variations

can still occur as the result of changes in the source area for bottom waters. Generally,

it is not known whether there were rapid and local variations in local salinity.

For planktonic foraminifera, which are expected to record surface water conditions,

Zachos et al. (1994) [179] developed an empirical relationship to correct for effects of

evaporation, precipitation, and atmospheric vapour transport in the open ocean on

surface water oxygen isotope values as a function of latitude. Assuming that the zonally

averaged meridional surface water gradient of oxygen isotope composition was similar

to that of today, the application of the equation given by Zachos et al. leads to an esti-

mate for the regional surface water δ18Osw of -0.36!. This value takes into account the

-1.0! difference due to negligible continental ice volume.

The values of -1.0! and -0.36! are both used to estimate sea surface temperatures

from oxygen isotope values of planktonic foraminifera, while -1.0! is used for benthic

foraminifera. Employing the value that results from the correction given by Zachos

et al. results in an increase of temperature estimates by approximately 3 ◦C. Climate

modelling studies of the Eocene suggest that the assumption of a similar latitudinal

δ18O sea water gradient in the oceans compared to today is feasible (Sloan and Rea,

1996 [181]).

To estimate water temperatures from oxygen isotope values, previous studies have

developed empirical equations that calculate temperature as a function of carbonate

and sea water oxygen isotope composition. One version of these that was used in the

studies of Wade et al. (2001) [151] and Zachos et al. (1994) [179], and which is also em-

ployed in this study, is that of Erez and Luz (1983) [182]:

T ◦C = 16.998− 4.52(δ18Occ − δ18Osw) + 0.028(δ18Occ − δ18Osw)2 (4.1)

where δ18Occ is the oxygen isotope measurement of foraminiferal carbonate, species

corrected and adjusted to sea water equilibrium, and δ18Osw is the assumed value for

sea water. Using this equation, and making the assumptions given before, palaeotem-

peratures were calculated from adjusted benthic and planktonic foraminiferal oxygen

isotope measurements. These are shown in figure 4.3, together with the calculated sur-

face to deep temperature difference.
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The temperatures inferred from benthic oxygen isotope values generally lie be-

tween five and seven degrees centigrade (◦C). This is comparable with other estimates

[138; 179]. The temperatures obtained from planktonic foraminifera also agree well

with previous studies, and lie between 17 and 22 ◦C, if the latitudinal correction of Za-

chos et al. is used. The data shown in figure 4.3 indicate a slight cooling trend of∼2–3◦C,

starting in the middle of magnetochron C17n.2n. This is not the case for temperatures

inferred from benthic foraminifera. This small difference in temperature evolution is

evident in the lower panel of figure 4.3, which shows the temperature difference be-

tween surface and bottom water temperature estimates. However, these temperature

estimates assume that the local salinity has not varied rapidly, and thus might not be

correct.

More information about the oceanic system at this location might be gained by in-

vestigating the surface to deep carbon isotope gradient. Figure 4.4 shows the difference

between the carbon isotope composition of surface and deep waters, as inferred from

foraminifera. This shows that the surface to benthos carbon isotope gradient gener-

ally is between one and two per mil. After applying species dependent adjustments,

this is similar to values obtained from the Pacific ODP Site 865B (Bralower et al. (1995)

[138]). This is partly surprising, given that the estimated palaeodepth at Site 865B is

1300-1500m [183], but only 600 m for Site 1052 [100].

Climate modelling studies that were performed for the Eocene [184; 185] predict
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Ekman driven upwelling, and large, highly seasonal, variations in continental run-off

in the eastern North American margin in response to a precessional orbital forcing.

Upwelling of deep water masses to the surface should result in planktonic isotope vari-

ations, where higher oxygen isotope ratios coincide with lower carbon isotope ratios.

Figure 4.2 shows that the opposite is observed in the record from Site 1052. However,

the high abundance of siliceous biogenic material in samples from Site 1052 would

support this scenario.

Wade et al. (2001) [151] proposed various other explanations for the observed large

scale fluctuations in planktonic isotope values, including a periodic large scale dis-

charge of warm, low-salinity water from the Mississippi outflow entrained in the proto

Gulf Stream that was transported from the Gulf of Mexico to Blake Nose (Pinet and

Popenoe, 1985 [186]). If this is true, then the temperature estimates presented here will

obviously be in error. On the other hand, Wade et al. argued that there must be at least

some temperature contribution to explain the changes in isotopic composition, since a

2! shift in δ18O would require a 4! change of salinity at constant temperature, which

is probably not consistent with an open ocean setting as present at Blake Nose.

It is most likely that temperature changes, changes in salinity, as well as upwelling

all played a role at Site 1052 in the Eocene, but further studies are needed to separate

the individual contributions. One possibility would be the study of other proxies, such

as Mg/Ca ratios in foraminiferal tests, which are assumed to reflect variations in cal-

cification temperature, or Cd/Ca ratios, which can give palaeoproductivity estimates

[173; 187].

4.4 Extending the benthic isotope record

The development of an astronomically calibrated relative time scale for the late Middle

and Late Eocene based on XRF elemental data allows the combination of benthic stable

isotope data presented in previous sections with benthic isotope data generated from

Site 1052 by Shackleton and by Katz (unpublished data). Stable isotope measurements

of various species of Cibicidoides were extracted from the data sets of Katz and Shack-

leton and combined with data from Nuttalides truempyi by applying a 0.5! offset to

oxygen isotope values, and no offset to carbon isotopes from Cibicidoides. The result-

ing high-resolution data set is shown in figure 4.5. The shaded interval in the figure

marks an unusual succession of events in both, stable isotope records, as well as in the



4.4 Extending the benthic isotope record 139

XRF data, and will be discussed in a separate section of this chapter. This interval will

be marked on all subsequent figures for comparison.

Figure 4.5 also shows identified magnetochrons from Site 1052, and the XRF Ca/Fe

data that were used to generate the age model. In addition, a compilation of benthic

isotope values from various Pacific and high southern latitude sites is plotted, as given

by Zachos et al. (2001) [152]. These data are mainly from the genus Cibicidoides, and

were initially adjusted by adding 0.64! to the oxygen isotope values. The data shown

on figure 4.5 were re-calculated with an adjustment of 0.5! to make data comparable.

Carbon isotope values were not changed, neither in the study of Zachos et al., nor in

this study.

The ages used by Zachos et al. are based on the time scale of Cande and Kent (1995)

[46], and are interpolated between magnetic reversals. The initial ages of Zachos et al.

were recalculated to be consistent with those obtained by astronomical tuning in this

study. However, it is not likely that the relative ages and stratigraphic relationships of

data from the Zachos et al. compilation and those obtained from Site 1052 are identi-

cal. This is because the compilation of Zachos et al. contains data from many different

locations, and the uncertainty of magnetic reversals from each site adds uncertainty

to individual ages. Additional uncertainty is introduced by the linear interpolation be-

tween magnetic reversals. This has to be born in mind when comparing the data from

the compilation and those from Site 1052. Small scale effects of this uncertainty were

slightly suppressed by using the five point running mean as given by Zachos et al.

The data shown in figure 4.5 represent the longest high-resolution astronomically

calibrated stable isotope time series from the Eocene yet, and several very interesting

features are apparent. First, it is clear that the high-resolution record shows a much

larger variability than what was observed in previous, lower resolution studies. This

might result from different sampling resolutions, but shows the importance of working

with high-resolution data. Apart from an unusual interval that is marked on figure 4.5,

the trend in oxygen isotope values from Site 1052 remains relatively stable from 37.7 to

35.5 Ma, before oxygen isotope delta values gradually increase by almost 1! towards

the latest Eocene. Carbon isotopes show a less steady trend, with values of between 1 to

1.5! in the late Middle Eocene generally increasing to values around 1.5! in the latest

Eocene. Again, there is a strong excursion event visible in the younger part of chron

C17n.1n, which will be discussed in more detail in section 4.7 of this chapter.
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Throughout most of the record, positive excursions in the oxygen isotope data coin-

cide with positive excursions in the carbon isotope data. The data from Site 1052 show

a significant offset for both oxygen and carbon isotopes if compared with the compiled

data of Zachos et al., which are generally from locations with deeper palaeobathyme-

tries. From ∼37.7 Ma to ∼36.0 Ma the oxygen isotope values from Site 1052 are lighter

by less than 0.5!, but begin to deviate more strongly at around the base of C16n.2n,

before showing a more positive trend that is not evident from the lower resolution data

compilation of Zachos et al. Carbon isotope data from Site 1052 show a much stronger

and more variable offset, with a consistent positive offset of approximately 1! from the

top of magnetochron C17n.1n to approximately 35 Ma on the newly developed time

scale of this study. In the late Middle Eocene, this positive offset was less than ∼0.5!.

The direction of this offset can be expected, as shallower and warmer water masses

generally lead to a positive offset. The magnitude of this offset is in good agreement

with inter-oceanic offsets observed across the present day oceans [188].

Although most of these differences can probably be explained in terms of different

water depths at individual sites during deposition, a significant component, and partic-

ularly the higher frequency variations, might be related to changes in ocean circulation

patterns around Blake Nose, which were implicated by the planktonic foraminifera sta-

ble isotope data. This is supported by the trend and transition discussed for the XRF

data in the previous chapter, which also lie within the interval that is shaded in fig-

ure 4.5. This is clearly a time of critical transitions at Site 1052 and will be discussed

separately in section 4.7.

4.5 Obliquity variations in the benthic oxygen isotope record

While astronomically driven variations have been clearly demonstrated in the XRF Ca/

Fe record, a detailed analysis is more difficult for the combined stable isotope record.

Spectral analysis methods were applied to oxygen and carbon data, but sharp transi-

tions in the data prevent the determination of phase lags and coherencies when apply-

ing cross-spectral analysis. The oxygen isotope data show some spectral power at the

obliquity frequency, but only a very weak to non-existent climatic precession compo-

nent. The signal in the carbon isotope data is even more noisy, and thus excluded from

further analysis. However, one can directly compare the oxygen isotope data with the

XRF data, for which a more detailed analysis was possible, as shown in section 3.9 of the
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including the interval of the isotope excursion event (see section 4.7 and
figure 4.8). Note that the XRF data are reversed on this plot.

previous chapter. This comparison is shown in figure 4.6 for the interval where isotope

measurements were continuous enough to allow filtering in the time domain.

Figure 4.6 shows the oxygen isotope data over the interval where the sampling

record is continuous, together with the XRF Ca/Fe data. For times younger than ∼37.3

Ma on the astronomically calibrated time scale, the match between the two different

curves is astonishing. Individual cycles that are present in the XRF data are clearly vis-

ible in the oxygen isotope record. This supports the age model as developed in this

study, since it was generated completely independently from the isotope record. It also

supports the underlying assumption that changes in the XRF data at Site 1052 are re-

lated to changes in the climate system. Even more astonishing, for times younger than

∼37.3 Ma the XRF data also mirror to a high degree the more gradual background trend

in the oxygen isotope data across the transition interval. This has significant implica-

tions for the interpretation of causal relationships, which will be discussed at a later

stage. Why the match is not good for older times is not clear at present. It is possible

that the XRF Ca/Fe record at ∼37.5 Ma is not of high fidelity (see figure 3.5), given that

the XRF iron counts are quite low and possibly distorted by noise at this time, while the

Ca counts also seem less convincing than during other time intervals.

The lower part of figure 4.6 shows bandpass filters that were applied to the oxy-

gen isotope as well as the XRF data in order to extract variations at the main obliquity
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frequency. The filter used has a central frequency of 0.025±0.006 cycles/ky. At this pe-

riod, both records match very well, too, demonstrating the presence of a quite strong

obliquity signal in the oxygen isotope values that can be identified in the unfiltered

data above. There does not seem to be any significant lead or lag of one data set over

the other, and low values in the Ca/Fe ratio correspond to low oxygen isotope ratios.

It would be interesting to be able to separate the individual contributions and phase

relationships between calcium and iron, and oxygen isotopes, to establish a causal re-

lationship. Unfortunately, this is not possible at present, because calcium, iron, as well

as oxygen isotope values co-vary with no discernible phase lag. However, one impor-

tant observation is that the ramp shaped transition in the XRF data set is caused by

an increase in the iron counts, while calcium counts retain their average background

intensity (see figure 3.5 above∼60 rmcd). This will be discussed further in section 4.7.

An important observation can be made with respect to the relationship between the

oxygen isotope and XRF Ca/Fe ratio climate proxies. Figure 4.6 demonstrates that, at

least at the obliquity frequency, low (light) oxygen isotope values are correlated with low

Ca/Fe count ratios. This either suggests an increase in carbonate content with colder

benthic temperatures, or an increase of iron counts with warmer benthic temperatures,

if the ice volume is assumed to be negligible during late Middle Eocene times.

4.6 Isotope data from bulk fine fraction

The unpublished data set of Shackleton from Site 1052 also contains a series of bulk

fine fraction stable isotope measurements that span approximately 800 ky from ∼36.6

Ma to ∼35.8 Ma. Although the use of bulk sediments for stable isotope analysis has

the great advantage of being very fast, serious doubts remain as to their interpretation

in terms of climatic variations and the implications of δ13C bulk measurements on the

global organic and inorganic carbon budget. Some of the problems that arise in the

interpretation of stable isotope measurements from bulk sediments were discussed by

Broecker and Woodruff (1992) [189], and a thorough review was given by Shackleton

and Hall (1995) [190]. Unfortunately, no stable isotope measurements from planktonic

foraminifera are available from Site 1052 over this interval, hence it is not possible at

present to investigate whether the bulk fine fraction measurements reflect surface con-

ditions, or are significantly different from the planktonic record. Regardless of the de-

tailed interpretation of bulk fine fraction data, they could prove useful for correlation
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Figure 4.7: Benthic isotope values and bulk fine fraction measurements available. The
average offset between benthic oxygen isotopes and the bulk record is ap-
proximately 0.7!. The average offset of the carbon isotope values is∼0.5!.

work, particularly since an astronomically calibrated time scale is now available from

this study. The bulk fine fraction measurement data are shown in figure 4.7.

At Site 1052, stable isotope measurements obtained from the bulk fine fraction are

on average ∼0.8! lighter for oxygen, compared to the benthic data, and ∼0.5! heav-

ier for carbon isotopes. These offsets are significantly smaller than those seen in the

planktonic record from an older interval, as shown in figure 4.2. The exact nature of the

relationship between isotopic measurements from bulk sediment samples and those

from picked planktonic foraminifera still needs to be established. The bulk fine frac-

tion carbon isotope values are similar to those obtained by Shackleton and Hall (1984)

[191]. Figure 4.7 shows that variations in the benthic isotope record, which were shown

to contain at least some orbitally driven component in figure 4.6, are also reflected in

the bulk measurements. This is particularly evident in the uppermost∼300 ky of mag-

netochron C17n.1n.

4.7 Unusual stable isotope and lithological events at Site 1052

In the previous discussion of stable isotope data the shaded interval shown in figure 4.5

has been excluded. It will be discussed in detail in this section, since it is possible to
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events and are discussed in the text.

observe a very interesting succession of events in the upper two thirds of magnetochron

C17n.1n, extending from approximately 37 Ma to 36.4 Ma on the time scale developed

in this study. Figure 4.8 shows this time interval in detail, allowing an interpretation of

the possible timing of events. Circled numbers on this figure correspond to individual

features that are discussed here.

The benthic stable isotope data follow their longer term steady trend with only little

variations up to an age of approximately 37 Ma. At around 36.95 Ma a strong excursion

is visible in the carbon and oxygen isotope records. The carbon isotope values undergo

a∼0.8! shift towards lighter values within only several thousand years. Unfortunately

the sampling track was switched from Hole A to Hole B at the midpoint of this transi-

tion. However, a detailed examination of the XRF data used to construct the rmcd scale

reveals that the splicing of data from the two holes is probably correct.

It appears that this sudden shift in carbon isotope values, marked as 1©, precedes a

small shift towards lighter values in the oxygen isotope data, which decrease by∼0.4!
over approximately 20 ky, before values move towards more positive values, overshoot-

ing the initial baseline to create a sudden shift to a maximum value of 1.8!. These two

events are marked as 2© on figure 4.8. Both events 1© and 2© seem to occur at the

same time as a disturbance that is visible in the XRF Ca/Fe ratio. After these two initial
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events both carbon and oxygen isotope values slowly move back to their initial baseline

values over approximately 200 ky, marked on figure 4.8 as 3©.

This recovery in the isotope baseline values seems to be followed approximately 50

ky later by a steady change in the XRF Ca/Fe ratios, marked as 4©. Scrutinising the

individual XRF counts for Ca and Fe in figure 3.5 of the previous chapter (between∼65-

55 rmcd) seem to suggest that this ramp shaped transition in the XRF Ca/Fe ratios is

mostly caused by an increase in the Fe counts. After this transition, Fe counts remain

higher on average than before this transition. Thus, although the carbon and oxygen

isotope values show an initial sharp shift with a subsequent recovery, the XRF data only

show a change across the transition interval but do not recover back to the initial base-

line values. In addition, it is exactly this interval that marks a change in the orbital

signature recorded in the XRF data (see section 3.7.2 in the previous chapter), with the

climatic precession signal in the XRF data being significantly weaker above this transi-

tion.

After the recovery of the stable isotope values to the baseline level there is a ∼150

ky long period with increased large and high-frequency variations in the oxygen and

carbon isotope data. It is not clear whether this period, marked as 5©, is part of the

chain of events that follow the initial isotope excursions, or whether it is independent.

The very close match of the XRF Ca/Fe data and the benthic oxygen isotope mea-

surements visible in figure 4.6, in terms of their evolution over this transitional interval,

as well as on the obliquity cycle level, strongly suggests a direct coupling between these

two types of data. Indeed, if the hypothesis that the Fe concentration in the sediment

reflects terrestrially derived material is correct, than the measurements obtained would

imply that warmer temperatures, as indicated by lower benthic oxygen isotope ratios,

might lead to an increased run-off carrying this material, which in turn increases the

proportion of Fe in the sediment. However, it is not clear why the XRF Ca/Fe ratios do

not recover after the transitional event, as could be expected. The very strong initial

excursion in the carbon isotope values can be interpreted as either a sudden change

in the strength of the biological pump, or as a change in the water masses bathing this

part of Blake Nose. Alternatively, Sigurdsson et al. (2000) [143] report a strong activity of

volcanism during the Middle to Late Eocene, based on frequent ash layers observed in

Site 999 of ODP Leg 165. However, figure 3.5 shows that at Site 1052 there is no volcanic

ash layer observed during this interval. Several studies report evidence for intense cos-
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mic bombardment during the Middle and Late Eocene [139–142], however, the earliest

proposed tektite horizon occurs within magnetochron C16 and the main event is found

within chron C13, post-dating the transition event found here.

Previous interpretations for the oceanic circulation system around Blake Nose

[151; 185; 186] certainly suggest that very fast changes in the surface water circulation

patterns are possible as the result of a changing path of the proto Gulf Stream. Given

that the palaeodepth estimate for Site 1052 during the Eocene was only ∼600 m, one

could invoke a local change in circulation conditions and principal water mass sources,

combined with changes in terrestrial run-off that result from simultaneously occurring

ocean temperatures, to explain some, but not all, of the features of this record. How-

ever, given that a continuous obliquity signal, as recorded by the XRF data, is more

indicative of changes of the global ocean system, the initial trigger for the carbon iso-

tope event might well have been related to changes in the ocean circulation system

elsewhere.

To investigate this succession of events further it will be necessary to obtain high-

resolution records over this interval from different ocean basins. This is scheduled to

be investigated with material to be recovered on the forthcoming ODP Legs 198 and

199.

4.8 Conclusions based on stable isotope data

The stable isotope data reported in this study, in conjunction with a newly generated

astronomical calibration, show that the variability of oxygen and carbon stable isotopes

was larger than what previous studies suggested. Although this is mostly a function of

sample resolution, an unusual isotope event was identified. This event might be related

to a 1! oxygen shift described by Miller (1992) [149], but shows the detailed succession

of events in stable isotope and lithological data at high-resolution for the first time, as

well as providing the longest astronomically calibrated high-resolution stable isotope

record for parts of the late Middle to Late Eocene time yet.

A correlation was found between low oxygen isotope delta values and low XRF Ca/Fe

ratios. Comparing the planktonic and benthic records, very large variations in oxygen

and carbon isotope values observed in the planktonic record by Wade are not reflected

in the benthic isotope data. This suggests that the variations in data from the surface

ocean at Site 1052 are related to more local changes in upwelling, surface currents, and/
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or salinity. In contrast, the close match of lithological data and the evolution of benthic

stable isotopes does suggest a close link between the two. These two contrasting obser-

vations will need to be resolved as soon as data from different Atlantic locations, and

from other ocean basins, become available.



Chapter 5

Extracting astronomical parameters

from geological data

5.1 Introduction

This chapter presents two studies of how it is possible to extract Earth and solar system

parameters from the geological record to improve and constrain existing astronomical

models. One of the assumptions that is made, when astronomically calibrating a geo-

logical time scale, is that one can match geological data to a known astronomical solu-

tion. Unfortunately, there are many problems that arise from this assumption. These

problems can be classified into two categories: the determination of how an assumed

forcing is transferred through Earth system processes into the geological record, and

the need to determinate parameters that are required to generate astronomical calcu-

lations in the first instance.

The process by which the climatic forcing by incoming solar radiation at a partic-

ular location and time is transferred into the geological record is not very well known.

This has lead to a vigorous scientific debate about the exact timing of changes in ge-

ological data with respect to a given forcing, particularly for the last few glacial cycles.

It is now clear that the climate system can respond to an imposed orbital forcing on

a very local scale. Contrasting views on the nature of timing and lags between forcing

and the geological recording have been given, for example, by Henderson and Slowey

(2000) [32] and Herbert et al. (2001) [33]. Since geological records at a given site can

be influenced by a combination of forcings from many different locations, and with

varying time lags, this is a very difficult problem, and requires a multi-proxy approach
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using data from many different sites. An important contribution of how it is possible

to separate the effects of multiple forcings in geological records was recently given by

Shackleton (2000) [68].

However, apart from a lack of detailed knowledge about the climate and ocean sys-

tem processes that define the transfer function from forcing to recording, there is an

even more fundamental problem in that there are potentially time varying parameters

that go into the calculation of astronomical solutions, and thus lead to uncertainties in

the astronomical calculations that are used as an assumed known forcing. Parameters

that need to be determined include tidal dissipation terms and changes of the dynam-

ical ellipticity of the Earth that arise from a redistribution of mass, for example due to

changes in the distribution and volume of ice and changes in the mantle convection

pattern. Tidal dissipation and dynamical ellipticity directly control the evolution of as-

tronomical frequencies over time.

In addition, Laskar (1990) [85] has shown that the evolution of the solar system is

chaotic. This is related to the presence of resonances that arise from the interaction of

the different planets. This feature, together with additional uncertainties in the knowl-

edge of quantities that define the astronomical solutions, such as the masses, positions

and momentum of different planets, means that detailed calculations of the Earth’s ec-

centricity, obliquity and climatic precession become less reliable as one goes back in

time. Laskar (1999) [89] attempted to show the limits and uncertainties that are in-

herent in astronomical calculations. The validity of current astronomical models is es-

timated to be of the order of ∼10-30 My [85], although average frequencies might be

valid over a longer time span.

Thus, if astronomical calculations are to be used to generate astronomically cali-

brated geological time scales, an attempt has to be made to constrain parameters that

are needed to define orbital solutions with data extracted from the geological record.

This process leads to a potential circularity, since the extraction of astronomical pa-

rameters from geological data requires these data to be on a high-resolution time scale.

If astronomical calculations are used to generate this time scale, features of this particu-

lar astronomical solution might be transferred into the geological data. Hence, extreme

care has to be taken to make the parameters extracted from geological data indepen-

dent of orbital solutions used to create a geological time scale in the first instance.

The first section of this chapter introduces a new method that has been employed
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to extract from geological data the most likely average values for tidal dissipation and

dynamical ellipticity over the last 25 My. In addition to giving constraints for astro-

nomical calculations, this research also provides potentially valuable information for

mantle convection models. Parts of this research have previously been published by

Pälike and Shackleton, 2000 [155]. Data that were used in this study are archived in

electronic form [155].

Very recently, a new astronomical calculation was performed by Laskar et al. (2001,

unpublished). Section 5.3 of this chapter compares and evaluates this new calculation

with the orbital solution of Laskar et al. (1993) [86] and with geological data to decide

which solution is better supported by the data. The main difference between long term

orbital calculations arises from the effects of the chaotic nature of the solar system. The

fingerprint of this chaotic nature is particularly well reflected in long term amplitude

modulation patterns for the orbital elements, and includes the effects of switching res-

onance terms, as discovered by Laskar et al. [85; 86; 89]. The findings from this research

thus not only help to extend and constrain the validity of astronomical computations,

but also have important repercussions for the evolution of the solar system as a whole.

5.2 Extracting tidal dissipation and dynamical ellipticity from

geological data

Recent attempts to tune geological time scales to orbital cycles rely on matching fea-

tures in proxy records to astronomically calculated eccentricity, obliquity, precession

and insolation cycles (the “target” curve). The calculation of these target curves was

first performed by quasi-periodic expansions of fundamental frequencies by Berger

(1978) [38], and by direct numerical integration by Laskar (1988)[84], who recognised

the chaotic nature of the planetary system (Laskar, 1990 [85]). Following Quinn et al.

(1991) [97], Laskar et al. (1993) [86] refined their calculations by including a tidal dis-

sipation term, and showed that the exact position of insolation peaks in time depends

on the parameters chosen for the dynamical ellipticity and tidal dissipation (the “Earth

model”). It is necessary to constrain this Earth model in order to develop more accu-

rate time scales for the pre-Pliocene based on astronomical target curves (Lourens et

al., 1996; Laskar, 1999) [89; 154]. These parameters have implications for geophysical

models of the Earth and the history of the Moon.
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Work reported in this section makes use of exceptionally well preserved cyclical

magnetic susceptibility data obtained from Ocean Drilling Program (ODP) Leg 154

[192; 193] that have been astronomically tuned [53; 55; 194] to extract and constrain the

parameters of the Earth model over large parts of the last 25 My. A significant advantage

of the material recovered during Leg 154 was the detailed high-resolution stratigraphic

correlation of data not only from different holes at the same site, but also between sites.

This allowed the identification of sedimentary breaks and the construction of a contin-

uous geological record. The work of Shackleton et al. (1999) [55] presented a long astro-

nomical calibration of geological material from Leg 154 that was evaluated statistically

by a variety of methods, and exploits the high-resolution correlation of many data sets

from different holes.

A new method is developed here, based on using the interference pattern between

geological data and a given astronomical solution, to constrain the possible range of

parameters for different time intervals. This method makes it possible to compensate

for the effects of choosing a tuning target to generate the geological time scale in the

first instance, thus avoiding a potential circularity. One aim is to find those parameters

in the Laskar et al. (1993) [86] set of astronomical solutions that best fit the geological

data, and to evaluate the range of uncertainty associated with this estimate. The effect

of tidal dissipation on the obliquity and precession frequencies leads to longer average

periods as one approaches the present [81; 95; 195]. The absolute change in period

length for obliquity and precession does not change in the same proportion.

The following discussion is concerned with existing observational constraints and

astronomical theory, while section 5.2.4 introduces the interference method used for

analysis. Section 5.2.11 describes the results of analysis and modelling using the ODP

Leg 154 data, and section 5.2.14 discusses the implications of the findings obtained.

5.2.1 What causes tidal dissipation?

The Sun and the Moon induce tidal stresses leading to deformations of the Earth and

the Moon. The delay of the Earth’s non-elastic response to tidal stresses leads to a dis-

placement of the tidal bulge with respect to the Earth-Moon axis. The torque created

by the gravitational attraction of the tidal bulge towards the Moon leads to an exchange

of angular momentum between the Earth and the Moon, with time increasing forward

resulting in a slowly decreasing spin velocity of the Earth, an increase in the lunar dis-
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tance, and a change in the lunar rotational velocity (Lambeck, 1980 [88]). This tidal

energy dissipation results in a change of the length of day and, due to the change in

spin velocity, to a redistribution of mass on the Earth that results in a changing dynam-

ical ellipticity.

Other factors that can alter the climate and angular momentum of the Earth, and

hence its rotational characteristics, are changes in sea level, ice loading leading to a

visco-elastic response of the crust and upper mantle, accretionary core-growth, and

mantle convection [88; 95; 196–204]. The implications of geological data for the Earth’s

orbital evolution were discussed by Williams (1998) [205], and deSurgy and Laskar

(1997) [87].

5.2.2 Current estimates for tidal dissipation

The current value of lunar recession is 3.82±0.07 cm/year (Dickey et al., 1994 [206]), and

would imply that the Moon was near the Roche limit at around 1.5 Ga [207]. The Roche

limit is the distance between a planet and a satellite where the gravitational pull of the

planet is larger than the self-gravitation of the satellite, leading to the fragmentation of

the satellite. This is not compatible with constraints for the age of the Moon, obtained,

for example, by radiometric dating of the crystallisation age of lunar highland rocks

[208] (4.5× 109 years ago).

Currently there are several approaches of constraining the Earth model parameters

[88] to address this paradox. While present day estimates for the lunar recession and ro-

tational velocity can be directly obtained from lunar laser ranging methods [206; 209],

other estimates are obtained from astronomical observations of the Moon, Sun and

Mercury, and ancient solar eclipse observations [88]. Geological observations of lam-

inated tidal sediments and coral growth patterns have been used to estimate tidal pe-

riods and the length of day from sediments ranging in age between 250 and 900 Ma

[205; 207; 210–213].

The effects of chaotic behaviour of the solar system preclude the calculation of ac-

curate orbital solutions further back in time than ∼30 Ma [86; 89]. From the point of

view of astronomical tuning this suggests that it is only possible to constrain the Earth

model parameters over roughly this time scale, since the target curve approach will be-

come invalid beyond this interval with present models [89].

An evaluation of the orbital model was attempted by Lourens et al. (1996) [154], who
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compared different astronomical solutions with sapropel thickness observations, and

with a Mediterranean marine proxy record, over the Plio-Pleistocene interval. They

concluded that the astronomical solution that best fitted their geological data is one

that uses the Laskar 1993 algorithm [86] with present day values for tidal dissipation

and dynamical ellipticity. However, they also conceded that a model with no tidal dis-

sipation does also reflect all of their sedimentary cycle patterns, and shows obliquity

lags close to those expected. They rejected solutions that were computed using differ-

ent astronomical algorithms and solutions with values that would be expected during

glaciations.

The study reported here tries to improve their findings by using data covering a

longer time interval (25 My), and by employing a more quantitative approach that al-

lows the estimation of associated uncertainties. In order to improve on the findings of

Lourens et al. [154] this study will have to: a) achieve the same sensitivity in analysis

as the cycle-by-cycle comparison approach of Lourens et al. [154], b) reproduce their

results over the last ∼5 My, with associated error bars, and c) improve the precision by

extending the time interval of observation.

5.2.3 Astronomical frequencies and parameters

The physical parameter of interest is the temporal evolution of the precession constant

p, which allows the computation of other parameters, such as the length of day and

the lunar recession rate [88; 95]. As outlined in chapter one, obliquity and precession

frequency components can be approximated in the form p + sn and p + gn respectively,

where sn and gn are fundamental frequencies arising from the planetary perturbations

[85; 95]. In contrast, all eccentricity frequencies and amplitude modulation terms are

of the form gn + gm, and are thus independent of p.

Although sn and gn undergo quasi-periodic changes over time, they can be assumed

to be invariant for any two astronomical solutions that only differ in the Earth model

parameters, as long as the dynamical ellipticity does not lead to a resonance between

the precession frequency and a secular resonance term related to the perihelion of Sat-

urn and Jupiter, as discovered by Laskar (1990,1993) [85; 86]. This result has been dis-

cussed previously [198–200; 202].

Any change in tidal dissipation or dynamical ellipticity will hence influence p but

not sn or gn. The measured present day value for p is 50.290966 ′′/a [214]. The value of p
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Eccentricity
term frequency (′′/a) Period (ky)
g2 − g5 3.1996 406.182
g4 − g5 13.6665 94.830
g4 − g2 10.4615 123.882
g3 − g5 13.1430 98.607
g3 − g2 9.9677 130.019

Obliquity
term frequency (′′/a) Period (ky)
p + s3 31.6132 40.996
p + s4 32.6799 39.657
p + s3 + g4 − g3 32.1827 40.270
p + s6 24.1277 53.714
p + s3 − g4 + g3 31.0981 41.674
p + s1 44.8609 28.889

Climatic precession
term frequency (′′/a) Period (ky)
p + g5 54.7064 23.690
p + g2 57.8949 22.385
p + g4 68.3691 18.956
p + g3 67.8626 19.097
p + g1 56.0707 23.114

Table 5.1: Principal frequencies in the astronomi-
cal solution La93(1,0) analysed over the
last 4 My, reproduced from [89].

varies slowly around its average value of ∼ 50.4712 ′′/a, derived from a frequency anal-

ysis of orbital calculations over the last 18 My without tidal dissipation [86]. Table 5.1

shows the major eccentricity, obliquity and climatic precession components over the

last 4 My, adopted from Laskar (1999) [89].

As a first order approximation, one will try to find one set of average Earth model

parameters that best fits the geological data. In the Laskar [86] algorithm the tidal dis-

sipation is parameterised with respect to the current day value of the rate of change in

the mean motion of the Moon ṅM0/nM0, such that Laskar’s tidal dissipation parameter

is the ratio between the assumed change in ṅM0/nM0 and its present day value.

The dynamical ellipticity of the Earth can be defined as ED = (C−A)
C , where C and A

are the principal moments of inertia of the Earth. In order to keep the angular momen-

tum νC conserved, where ν is the angular velocity of the Earth, Laskar [86] defined the

parameter γ = ED
ν . Changes of this value are incorporated into the algorithm of Laskar

[86] in the form of the normalised parameter γ
γ0

, where γ0 is the present day nominal
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value. From now on Laskar’s solutions with different values for the parameterised dy-

namical ellipticity ell and tidal dissipation td will be denoted by La93(ell,td).

Critically, when ell = 0.9977, the precession is driven into resonance with a Jupiter-

Saturn perturbation term, and the effects of dynamical ellipticity on the precession

constant p will strongly deviate from a linear form when ell " 0.9980 [86]. The effect

of ice sheets on the astronomical frequencies has been investigated first by Berger et al.

(1990) [215]. They show a minor contribution because of the characteristic time scales

of ice sheets and isostatic rebound. The possibility that ice-age cycles could place the

Earth system into resonance with the Jupiter-Saturn forcing was first raised by Laskar

et al. (1993) [86].

Subsequent work [196; 197; 200–202] showed that this conclusion was only valid for

very high viscosity Earth models, and that published viscosity models yielded perturba-

tions to the dynamical ellipticity that are an order of magnitude smaller than estimates

of Laskar et al. [86], obtained by assuming a rigid Earth. This subsequent work yields

values for the dynamical ellipticity that are lower than the threshold necessary for res-

onance to occur. Forte and Mitrovica (1997) [202] suggested that changes in mass dis-

tribution due to mantle advection would have led to an increase in ell over the last∼20

My. They were the first to point out that this effect works in the opposite direction to

tidal dissipation. This was also discussed by Laskar (1999) [89].

In this study it will be assumed initially that a linear relationship can be used to de-

scribe the relationship between ell and the rate of change of p. It is difficult to assess

how fast changes in the parameters ell and td can occur, and it is assumed that they are

slow over geological time. It was shown [198; 200] that an assumption of average val-

ues is probably justified in the case of glacial cycles. This assumption is not necessarily

true for convection related effects, and breaks down if the planetary system enters res-

onance.

A first order linear approximation for the rate of change in p, using present day val-

ues for tidal dissipation and dynamical ellipticity, leads to a value of m ≈ −2.365 ×

10−8 ′′/a2, where the evolution of p over time is of the form p(t) ≈ p0 + mt, with time t

positive for the past (Laskar, personal communication). For example, 10 million years

before present the strongest obliquity component, with a frequency of ∼ 31.6132′′/a

(40.996 ky period), would have been

31.6132′′/a + 2.365× 10−8 ′′/a2 × 107a ≈ 31.8497′′/a
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(40.691ky period). This corresponds to a change of approximately 0.75%. Similarly,

the strongest precession component with a frequency of 54.7064′′/a (23.690ky period)

would have been 54.9429′′/a (23.588ky period), a change of ∼0.4%. This demonstrates

how a change in p has a proportionally larger effect for lower frequencies. In both cases,

the total number of cycles after 10 My, compared to a solution with invariant p, would

have changed by only
1
2mt2

A
∼= 0.91, with A = 360× 60× 60 to convert from arc-seconds

to cycles.

5.2.4 Method to detect changes in p: interference patterns and beats

It was shown above that the change in frequency and in the number of cycles with a

different value of p is very small after 10 million years. Most frequency analysis methods

are designed for time-invariant signals, and do not have a high enough resolution to

detect such a small change. It was found that one can extract changes in p by using a

method based on interference patterns instead, as described next.

Small differences in frequency can be measured by superimposing two signals and

observing their interference (“beat”) pattern. This is used, for example, to evaluate

small changes in elevation and shape during the evolution of a magma chamber un-

derneath a volcano, which inspired the method used in this study. Consider two simple

cosine functions, one with a constant frequency, the other with a frequency linearly

changing over time:

y1 = cos
(

2π
(p0 + sn)

A
t

)
(5.1)

y2 = cos

(
2π

(p0 + sn + 1
2mt)

A
t

)
(5.2)

where t is time in years, p0 is the value of the precession constant p at time zero, av-

eraged to exclude planetary perturbations, in ′′/a, sn is the value of a particular astro-

nomical fundamental frequency, m is the linear rate of change of p, and A is a constant

with a value of 360× 60× 60 to convert units from arc-seconds to cycles. Note that the

expression 1
2m is introduced by the integration of dpA

dt = p0 + mt leading to 1
2mt2 + p0t.

Interfering equation 5.1 with equation 5.2 and using standard trigonometric identi-

ties leads to

y1 + y2 = 2 cos

[
2π(p0 + sn)t + 1

2πmt2

A

]
cos

[
−1

2πmt2

A

]
(5.3)

This interference signal will have maximum amplitude where the last cosine term is

±1. Squaring equation 5.3 (which makes subsequent analysis of geological data easier)
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then gives

(y1 + y2)2 =
1
2

[
1 + cos

(
4π(p0 + sn)t + πmt2

A

)]

×2
[
1 + cos

(
−πmt2

A

)]
(5.4)

The last term of equation 5.4 is the amplitude modulation of the squared interfer-

ing signal which is independent of the carrier frequency p0+sn
A . In general, the ampli-

tude modulation can be obtained also by using a Hilbert transform [216]. Note that the

same beat pattern is produced for negative and positive m since the last term is an even

function. Destructive interference occurs when the last term is equal to zero. Figure 5.1

shows a plot over 25 My of the interference pattern generated when two La93 preces-

sion solutions are added and squared, one with tidal dissipation set to the present day

value, and one with no tidal dissipation (La93(1,1) and La93(1,0)). Superimposed is a

function that consists of the last term of equation 5.4 with the best fitting slowdown

rate m.

By taking the difference between two solutions one can eliminate the effects of

planetary perturbations (which affect the sn and gn fundamental frequencies) that are

the same for both solutions. The sensitivity of the interference method increases with

larger time intervals, as illustrated in figure 5.1. Each peak corresponds to one more

cycle present in La93(1,1) compared to La93(1,0) (solution without tidal dissipation).

5.2.5 Correcting for astronomical tuning to a target

So far, only the feasibility of using interference patterns between two special astronom-

ical solutions has been shown. In the general case, one would want to interfere a set of

geological data with an astronomical solution to extract the evolution of p over time.

One very important problem to be solved first, independent of the method used, is the

fact that all geological data are put on a time scale by tuning to a specific target curve,

thus implicitly contaminating the geological time series with the dominant frequencies

of the target solution, including the slowdown in p.

One way to check the accuracy of astronomically tuned geological data is to put

them into the correct eccentricity amplitude “envelope”, since this is independent of

the parameter p. This was verified for the ODP 154 data set in [53]. In principle, this

alone would allow the determination of p from the exact position of obliquity and pre-

cession peaks with respect to the eccentricity envelope. However, noise in the data, the
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Figure 5.1: Interference pattern between two different astronomical precession solu-
tions over the last 25 My (La93(1,1) and La93(1,0)). The short term cyclicity at
the precession frequency is modulated in amplitude by a long term interfer-
ence pattern. High amplitude values correspond to times when both solu-
tions are in phase (constructive interference). Zero amplitude corresponds
to times when the two solution are out of phase by exactly 180◦ (destructive
interference). Each successive peak corresponds to times when the La93(1,1)

solution is exactly one more cycle ahead due to the effect of tidal dissipation.
Superimposed (circles) is a model derived in section 5.2.7 that reproduces
the effect of slowdown of the precession constant.
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uncertainty in identifying the exact position of the eccentricity modulation to within a

fraction of an obliquity or precession cycle, and the possibility of missing cycles in the

data, make this method infeasible.

To make the analysis independent of the chosen tuning target it is now considered

what happens to the relative position of obliquity and precession peaks when tuned

to a specific target curve. Figure 5.2 shows what happens during an idealised tuning

procedure where the tuning target does not correspond to the “real” evolution of p as

simulated in an idealised data set. It is assumed that the data are tuned such that a

particular astronomical frequency fobl(t) is brought exactly into phase between the data

and the tuning target.

In this case, the geological depth series will be stretched or squeezed such that the

underlying slowdown rate mr, which is equal for the frequencies fobl and frequency

fprec, matches that of the target (mt). In the lower half of figure 5.2, the lines marked

with the slopes mr, mt and mref correspond to the underlying “real” value for slow-

down, that of the tuning target, and an arbitrary slope that is used as a reference for the

interference method, respectively.

Crucially, if a tuning is performed for the geological data in the obliquity frequency

band (“por(t)”) to a target curve that has a higher slowdown rate in p (“pot(t)”), as shown

at the bottom in figure 5.2, the interference pattern in the precession frequency band

will show a greater offset in frequency, as shown in the top of figure 5.2. The offset

between ppresult(t) and ppt(t) allows the computation of by how much the slowdown

rate in p of the target curve deviates from the “real” slowdown rate that is contained in

the geological data, thus allowing a correction to be made for the initial choice of the

target curve, and avoiding a potential circularity.

5.2.6 Semi-analytical approximation of Laskar’s solution

In order to extract Laskar’s parameters td and ell from a value that is obtained for mreal,

one first needs to parameterise m in terms of the tidal dissipation and dynamical ellip-

ticity parameters. The linear evolution of the precession constant p as a function of td

and ell over time can be approximated by writing p(t) = p0+mt, where p(t) and p0 are in
′′/a and t is in years (zero for the year 2000 AD). Note that by convention, astronomical

equations use the time t such that positive values refer to the future, and negative ones

to the past. The opposite convention is normally used in palaeoclimatic studies. Also
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Figure 5.2: This schematic diagram illustrates the effect of tuning to the wrong target
curve and how one can correct for this. The “real” slowdown rate of the
geological data is indicated by mr. In the obliquity frequency band (fobl) this
is forced to match the target curve with slope mt, as indicated by the arrows.
The effect in the precession band is shown by the curve ppresult and is derived
in section 5.2.7. Note that this does not correspond to the slope mt in the
climatic precession frequency band (fprec) and the difference between the
two are used to find the value of mr. The curve with slope mref is arbitrary
since it is only used to generate the interference pattern.
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measured precession constant pt=0 = 50.290966 ′′/a
present day obliquity: ε0 = 23.43929111◦ = 0.4090928042 radians

present day spin rate of the Earth ν0 = 474659981.59757 ′′/a
present day mean motion of the Moon nM0 = 17325593.4318 ′′/a

semi-major axis Earth-Moon aM = 384747980.645m
Gaussian gravitational constant k = 0.01720209895

numerical constant (see [86]) C10 = 37.526603 ′′/a
numerical constant (see [86]) C20 = −0.001565 ′′/a
numerical constant (see [86]) C30 = 0.000083 ′′/a
numerical constant (see [86]) C40 = 34.818618 ′′/a
numerical constant (see [86]) M0 = 496303.3× 10−6

numerical constant (see [86]) M2 = −0.1× 10−6

ṅM0
nM0

= −4.6× 10−18s−1 = −1.45165× 10−10a−1

geodesic precession due to gen. rel. pg = 0.019188 ′′/a

Table 5.2: Summary of astronomical constants used in derivations. Adopted from
Laskar (1993) [86].

note that p0 denotes the precession constant at time zero in the absence of planetary

perturbations. It is thus different from the measured precession constant pt=0.

A linear approximation is used instead of following Berger et al. (1989,1992) [81; 95]

for reasons of computational speed. Elementary derivations, constants and symbols

are adopted from Laskar [86], and a selection of constants used is given in table 5.2.6.

The equation for the general precession in longitude pA can be written as [86]:

dpA

dt
= R(ε)− cot ε[PP ]− pg (5.5)

The term cot ε[PP ] is determined by planetary perturbations which are assumed not to

be affected by a slowdown in precession. Hence this term will be ignored. R(ε) can then

be approximated by

R(ε) ∼= C1 cos(ε) + C4S0 cos(ε)

where C1 and C4 are the expressions

C1 = C10(1 +
ν̇0

ν0
t)(1 + 2

ṅM0

nM0
t)

C4 = C40(1 +
ν̇0

ν0
t)

The full equation for R(ε) also contains terms for C2 and C3. These are very small (e.g.

C2 ∼ C1/1000), and are neglected here. Using constants from table 5.2.6 and the ex-
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pression ν̇0 = 51ṅM0 by Lambeck (1980) [88] this leads to1

ṅM0

nM0
=

ν̇0

ν0
× 1

51
ν0

nM0
=

ν̇0

ν0
× 0.5371855514

Hence, depending on the tidal dissipation relative to the present day value (td), one can

write
ν̇0

ν0
= −2.70232435779× 10−10a−1 × td

In addition, the following equations are used:

S0 =
1
2
(1− e2)−3/2 − 0.5222× 10−6

C10 =
3k2mM

a3
Mν

C −A

C
(M0 −M2/2)

C40 =
3k2m'
a3
'ν

C −A

C
S0

Both C10 and C40 are proportional to the dynamical ellipticity parameter ell [86]. This

leads to

R(ε) = [C10(1 + 2
ṅM0

nM0
t +

ν̇0

ν0
t + 2

ṅM0

nM0

ν̇0

ν0
t2) + S0C40(1 +

ν̇0

ν0
t)] cos(ε)

The term 2 ṅM0
nM0

ν̇0
ν0

t2 is very small indeed and can be neglected. Substituting for ṅM0
nM0

and

collecting terms then leads to

R(ε) ∼= [C10(1 + 1.074371103
ν̇0

ν0
t +

ν̇0

ν0
t) + S0C40(1 +

ν̇0

ν0
t)] cos(ε)

∼= (C10 + S0C40) cos(ε) + [2.074371102C10
ν̇0

ν0
+ S0C40

ν̇0

ν0
] cos(ε)t

This last expression can now be written in the form p(t) = mt + p0, where p is the

precession constant, m a slope, and p0 a constant offset. A computation of average

values for the eccentricity e and obliquity ε from 0-16 Ma gives

e = 0.0278062

ε = 0.4060947rad

which in turn leads to

S0 = 0.5005752275

cos(ε) = 0.9186705142
1Note that this corrects a mistake in the Laskar et al. (1993) [86] paper, where the expression ν̇0

ν0
=

−4.6× 10−18s−1 is quoted.
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Using these values finally yields expressions for p0 and m:

p0
∼= (C10 + S0C40) cos(ε)× ell − pg (5.6)

or

p0
∼= (37.526603 ′′/a + 0.500575× 34.818618 ′′/a)× 0.918671× ell − pg (5.7)

∼= 50.47 ′′/a

This would be the present day value of the precession constant pt=0 in the absence of

planetary perturbations. Inverting the sign of t, the slope m can be identified as

m ∼= −
[
2.074371102C10

ν̇0

ν0
+ S0C40 ×

ν̇0

ν0

]

× cos(ε)× ell × td

or

m ∼= 2.365× 10−8 ′′/a2 × ell × td (5.8)

Note that p0 does depend on ell and thus enables the independent determination

of ell and td. This approximation ignores the effects of secular planetary perturbations

and is thus only valid if one interferes two solutions of this kind so that the neglected

constant terms cancel. This approximation makes use of the same assumptions as

the underlying Laskar algorithm, where the effects of mantle viscosity and lithospheric

loading are not considered.

5.2.7 Principles of tuning correction

This section describes in detail the mathematical principles used to develop expres-

sions for the effect of correcting geological data that were tuned to a particular astro-

nomical solution.

Referring to figure 5.2, one can write different linear functions for the evolution of

a particular astronomical frequency p(t) over time, where o and p denote frequencies

in the obliquity and climatic precession band, and without the secular variation in the

ecliptic:

fobl (o) fprec (p)

real (r) por(t) = p0r + sr + mrt ppr(t) = p0r + gr + mrt

target (t) pot(t) = p0t + st + mtt ppt(t) = p0t + gt + mtt

reference (ref ) poref (t) = p0ref + sref + mref t ppref (t) = p0ref + gref + mref t
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Different p0 values denote the value of the precession constant at time t = 0 as a

function of ell as calculated using equation 5.8, and represent not the present day mea-

sured value but the value one would obtain without the secular variation in the ecliptic.

The different s and g values are adjusted such that p0+s and p0+g yield values for a par-

ticular astronomical frequency of interest (see table 5.1 for a selection). In this study,

all s and g values are equal. One can set s = −18.851′′/a, corresponding to s3 and taken

from [85], and g = 5.8525′′/a to cover both g2 and g5 frequencies from table 5.1 since

they are too close together to separate. In combination, the chosen values correspond

to the strongest obliquity and two strongest climatic precession terms, with present day

periods of∼40.996ky and 23 ky. The tuning of geological data with the “real” slowdown

mr to a target curve with the slowdown mt around the lower obliquity frequency fobl will

not result in a slowdown that matches the slowdown of the target curve ppt(t), however,

but in

ppresult(t) = ppr(t)×
pot(t)
por(t)

(5.9)

Interfering and squaring the resulting curve of equation 5.9 and the refer-

ence curve for fprec will then result in the amplitude modulation term that de-

scribes an interference pattern in the precession frequency band as in equation 5.4:

2 + 2 cos
[
πt

A
(ppresult − ppref )

]

= 2 + 2 cos
[
πt

A
{(mr(mt −mref ))t2

+(mr(st − gref + p0t − p0ref )

+mt(gr + p0r)−mref (sr + p0r))t

+p0r(st − gref + p0t − p0ref )

+gr(st − p0t)− sr(gref + p0ref )}

×(mrt + sr + p0r)−1
]

(5.10)

The numerical values for the target and reference curve parameters are known,

and the tidal dissipation and dynamical ellipticity parameters can then be found by

fitting function 5.10 to the resulting interference pattern in the precession frequency

band. In this study, this was accomplished by using the numerical optimisation tool

“Solver” available as part of the software package Microsoft Excel.
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5.2.8 Analytical precision

The effect of the approximations used to parameterise the astronomical solutions on

the precision of the method were tested by tuning the obliquity component of the

La93(1,1) solution, which is used as hypothetical geological data with an unknown evo-

lution of p, to the La93(1,0) solution over 25 My and using La93(1,0) as a reference curve.

The interference pattern obtained was inversely modelled using equation 5.10. The

values obtained for (ell,td) were (0.9995, 1.001) instead of (1, 1), indicating a precision

of approximately ±0.0005 for ell and ±0.001 for td.

5.2.9 Processing of data

Using the mathematical framework of the previous sections, the various steps of data

processing performed are now described in detail. This study makes use of magnetic

susceptibility data from the ODP 154 data set [53], which was initially tuned to the

La93(1,1) solution. The obliquity component of the geological data around 41 ky was

then moved exactly into phase with the astronomical target curve. For this step the soft-

ware package AnalySeries [106] was employed. This changes the initial time scale [53]

but keeps each obliquity cycle within the same astronomical cycle. The complete data

set, and example data illustrating the processing steps, are available as background set

[155].

One objection to tuning to obliquity exactly in phase might be the consideration of

time lags in response of the climate system to the forcing, for example related to ice

sheet growth and decay. This was described by Hilgen et al. (1993) [49] and Lourens

et al. (1996) [154], and recently evaluated more directly by Shackleton (2000) [68]. Any

effective time lag will always be less than one forcing cycle, and it will not vary as a

linear function of time so that it is possible to separate such effects when using the

interference method approach. The influence of a change in time lags is apparent in

the data used here for the last∼2 My, and will be discussed in a later section.

Next, Gaussian bandpass filters are used to extract precession and obliquity compo-

nents from the data and from the astronomical solution. The central frequency of the

filter used for precession is 0.04347826 cycles
ky , corresponding to a 23 ky period, half way

between the two strongest precession frequencies of table 5.1. The bandwidth chosen

was ±0.003 cycles
ky . The obliquity component is filtered at 0.0243926 cycles

ky , with a band-

width of ±0.001 cycles
ky . This corresponds to a period of 40.996 ky. These filters might
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seem narrow, but improve the accuracy of the interference method. To test the validity

of this approach, an experiment was conducted using a wider precession filter that is

centred around a period of 21 ky, and encompasses the 19 ky and 23 ky components of

climatic precession. Figure 5.4 compares both approaches and shows that using such a

narrow filter does not degrade the quality of the interference pattern. To obtain a better

accuracy in the mathematical analysis of the interference patterns obtained, this study

proceeds by using the initial narrow precession band filter.

In order to directly compare the astronomical calculations with the geological data,

the four filtered data sets are then normalised to zero mean and unit variance. Next, all

four filter outputs are clipped such that positive values are set to 1 and negative values

to −1. This increases the noise in the data but eliminates amplitude modulations that

would otherwise obscure the results of the interference method. During this process,

the phase of the astronomical obliquity filter is flipped by 180◦ because magnetic sus-

ceptibility minima correspond to Northern Hemisphere insolation maxima at this site

[53] (Northern Hemisphere insolation consists of a flipped climatic precession signal).

The next step is the adding and squaring of the corresponding filtered and clipped

precession and obliquity data from the geological and astronomical time series that

were re-sampled at 1 ky intervals. Finally, a running mean over 300 ky is applied to

reduce noise, and to integrate over the average amplitude. By fitting equation 5.10 to

the interference pattern obtained for the precession component one can now extract

the best fitting ell and td parameters.

5.2.10 Sensitivity of the interference method

To test the sensitivity of the interference method one can calculate the effect on the cli-

matic precession frequency that results from tuning the solutions La93(1,0), La93(1,0.5),

La93(0.998,0.5) and La93(1.002,0.5) to a “wrong” obliquity target curve La93(1,1), and inter-

fering the climatic precession with a La93(1,0) reference solution. The results are shown

in figure 5.3. In the case of obliquity, the resulting interference pattern in all four cases

matches that of figure 5.1, because the obliquity cycles were forced to match those of

the La93(1,1) target curve exactly.

The “wrong” choice of target curve, however, leads to interference peaks and

troughs that are offset. This offset becomes greater as one goes back in time, while

it is not very large over the last 5 My if tidal dissipation is the only parameter that is
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Figure 5.3: Sensitivity of the interference method. Curve a corresponds to the interfer-
ence pattern in the obliquity band, obtained by tuning to La93(1,1) and using
La93(1,0) as a reference curve, as shown in figure 5.2. The curves in panel B
show the effect that tuning has in the precession frequency band, using hy-
pothetical geological data that correspond to the solutions La93(1,0) (curve
b), La93(1,0.5) (curve c), La93(0.998,0.5) (curve d) and La93(1.002,0.5) (curve e).
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varied (curves b and c in figure 5.3). For the solution e, where the effect of dynamical

ellipticity is increased, the effect of ell on the offset p0 in the precession frequency is

clearly visible (see equation 5.8, leading to a first destructive interference trough much

later in time than for the other solutions. The sensitivity of the interference method

increases as one goes back in time.

5.2.11 Modelling with geological data

The main step of the analysis can be performed by tuning the obliquity component of

the ODP 154 magnetic susceptibility record to a target curve, and inverse model the pa-

rameters (ell,td) from the effect this has on the precession frequency band interference.

Here the La93(1,1) solution was chosen as a target curve, and the La93(1,0) solution as a

reference curve. Then the re-tuned time series is processed according to the procedure

given in section 5.2.9. The upper part (A) of figure 5.4 shows that the obliquity compo-

nent was successfully put into phase with the target curve, except for a short interval

around 3 Ma, where it was difficult to reconcile obliquity and precession peaks.

Figure 5.4 also shows that the interference pattern obtained for the precession sig-

nal in the data does seem to deviate from the prediction of the model over the last ∼2

My. One interpretation of this finding could be that this is caused by a change of the

phase relationship between obliquity and precession as recorded in the data, possibly

related to an increase in Northern Hemisphere ice volume [204]. The effect of large ice

sheets on the climatic response to orbital forcing was probably most pronounced dur-

ing the last 1.5 My. In fact, if one incorporates previous estimates of time lags for the

precession and obliquity signal into the model, one can obtain an interference pattern

that more closely resembles the interference pattern obtained from geological data.

Previous estimates for time lags were found to be ∼3 ky for climatic precession, based

on radiometric dating of the youngest Mediterranean sapropels, and∼6-8 ky for obliq-

uity, based on cross-spectral analysis of oxygen isotope data. A detailed review of these

phase lag estimates was given by Hilgen et al. (1993) [49], and independent estimates

were obtained by Shackleton (2000) [68]. Unfortunately the interference method pre-

sented here, in conjunction with the available data, does not provide enough sensitiv-

ity to allow an improvement of previous findings. However, the improvement of the

fit between model and data after introducing a 3 ky lag for precession and 7 ky lag for

obliquity suggests that the growth of Northern Hemisphere ice volume can indeed be
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implicated in the apparent mismatch between a non-lagged model and geological data

for the time interval∼0-2.5 Ma.

The data quality between∼11.5 Ma and∼17.5 Ma is poor, as shown in [55], and the

interference pattern over this interval should not be considered. This is not obvious

after processing and normalising the data but is evident when examining the original

data. It can be seen that the chosen tuning target La93(1,1) was almost correct, since the

offset between the obliquity (A) and precession (B) interference patterns is very small

over the time interval 0–11.5 Ma and 17.5–25 Ma.

It was then decided to use a different reference curve to artificially move more inter-

ference peaks and troughs into those time intervals where the data quality is considered

to be good. By choosing La93(1,−2) as an artificial reference curve one can cause the dif-

ference in p(t) between the target curve and the reference curve to appear earlier in the

sequence. This does not change the accuracy of the analysis but is a simple mathemat-

ical trick to investigate whether the interference that is seen between 11.5 Ma and 17.5

Ma is real or not. The result of this is shown in figure 5.5.

Now an attempt is made to find the best fitting parameter set (ell, td) by fitting equa-

tion 5.10 to the observed interference pattern in the precession band. Two measures are

used to obtain error bars. Firstly, a computation is made of the sum of the differences

squared between the data and different models, normalised by the number of points

that were used for fitting a solution. This measure is also used during the fitting step.

Secondly, one can independently vary ell and td such that the last trough or peak of

the model in the time interval considered falls to within one third of the corresponding

peak or trough in the geological data. These computations are performed for consecu-

tively longer time intervals, starting at the present day.

5.2.12 Analysis from 0-5 Ma

Using the same precession interference pattern as shown in figure 5.5, the nominally

best fitting solution over the last 5 My is La93(1.0006,0). This solution is superimposed

on top of the interference pattern in figure 5.6(A). With the definition for error bars as

given in the previous section one can now compute the minimum and maximum value

for td, keeping the best fitting ell = 1.0006. These are tdmin = 0.000 and tdmax = 1.255.

Keeping the best fitting td = 0.000 results in ellmin = 0.9990 and ellmax = 1.0018.

The expected interference patterns for these values are shown in (B) for td and (C) for
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Figure 5.4: Tuning the ODP154 data to La93(1,1) and using a La93(1,0) reference curve
results in interference patterns shown here. Panel A shows the results in
the obliquity band, where the geological data (curve b) agree very well with
the model it was forced to by tuning (curve a). Panel B shows the result
in the climatic precession frequency band, where curve d is obtained from
the geological data and curve c is the model, assuming that the La93(1,1)

solution is correct. In this case the data were filtered with a narrow filter,
only extracting the 23 ky period component. Panel C shows the same as
Panel B with a wider filter that also passes the 19 ky period component. Note
that the quality of the orbital signal in the geological data is not very good
over the 11.5–17.5 Ma time interval and should be ignored.
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Figure 5.5: This plot is obtained by using the same procedure as for figure 5.4, but
choosing La93(1,−2) as reference curve. This artificially moves more inter-
ference cycles into the time intervals where the data quality is considered to
be good (0–11.5 Ma and 17.5–24 Ma). The key is the same as in figure 5.4
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Time interval 0–5.0 Ma, fitted to 100 points
ell td misfit type
1.0000 1.000 0.5508 standard
1.0006 0.000 0.4880 best fit
1.0006 0.000 0.4880 trough #1, tdmin

1.0006 1.255 0.9323 trough #1, tdmax

0.9990 0.000 1.8176 trough #1, ellmin

1.0018 0.000 1.0620 trough #1, ellmax

Table 5.3: Results of fitting to the geological interference pattern from 0–5 Ma. The
model was fitted to points that are spaced at 50 ky intervals, resulting in
100 points over this interval. The third column shows a misfit measure be-
tween the model and the geological interference pattern, obtained by com-
puting the sum of the differences between model and data squared over all
points and normalised (divided) by the number of points. The fourth column
indicates the type of solution obtained, “standard” denoting the La93(1,1)

solution and “best” the solution with the lowest misfit. The rows denoted
tdmin,max and ellmin,max show the results used to define error bars and the
corresponding interference peak or trough in figures 5.6 and 5.7.

ell. From these rather large error bars it is clear that the La93(1,1) solution could also

easily be accommodated (see figure 5.5) and results in a misfit that is only marginally

larger than that of the nominal best solution. Table 5.3 summarises the results obtained

from the analysis over the 0–5 Ma time interval. For example, one can also exclude

the solution La93(0.9977,0), as done by Lourens et al. [154], because this value of ell falls

outside the interval given by ellmin and ellmax from table 5.3.

5.2.13 Increasing the time interval of analysis

Tables 5.4 to 5.8 list the values obtained for various time intervals for which the analysis

was repeated. It can be seen that the error bars become smaller for longer time inter-

vals. The values converge to a best solution close to La93(1,1) if one fits equation 5.10 to

all data that are considered to be of high quality. The result can be seen in figure 5.7.

In figure 5.7 the error bars are quite small, and the best fitting solution is converging

towards La93(0.9999,1.004). This indicates that a solution was found that is stable over the

last ∼25 My, without the need to change the parameter set over this time interval. Of

particular significance is the very good fit between the best fitting model parameter

set and the short interference cycles from 17.5–23 Ma, since they indicate that one can

probably interpolate across the time interval where the quality of the ODP154 data is

not very good.
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Figure 5.6: Panel A shows the best fitting solution obtained by fitting a model with
ell = 1.0006 and td = 0.000 (curve a) to the interference pattern from ge-
ological data in the precession band over the time interval 0–5 Ma (solid
part of curve b). Panel B shows the models that define error bars as given
in section 5.2.11 for the tidal dissipation term td, corresponding to the solu-
tions La93(1.0006,0.000) (curve c) and La93(1.0006,1.255) (curve d). Panel C shows
the variation that is allowed for the parameter ell, corresponding to the so-
lutions La93(0.9990,0.000) (curve e) and La93(1.0018,0.000) (curve f).
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Figure 5.7: Best fitting solution over the time intervals 0–11.5 Ma and 17.5–25 Ma. The
interval over which the geological data are considered to be good is indi-
cated by the solid part of curve b. The best fitting model over this time inter-
val corresponds to the solution La93(0.9999,1.004). The error bounds shown in
panels B and C are smaller than in figure 5.6, and the values for tdmin (curve
c), tdmax (curve d), ellmin (curve e) and ellmax are listed in table 5.8.
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Time interval 0–6.5 Ma, fitted to 131 points
ell td misfit type
1.0000 1.000 0.5775 standard
1.0001 0.515 0.4184 best fit
1.0001 0.000 0.7811 peak #1, tdmin

1.0001 1.250 0.9443 peak #1, tdmax

0.9989 0.515 1.7214 peak #1, ellmin

1.0010 0.515 0.9867 peak #1, ellmax

Table 5.4: Results of fitting to the geologi-
cal interference pattern from 0–
6.5 Ma. See table 5.3 for a de-
scription of the columns.

Time interval 0–8 Ma, fitted to 161 points
ell td misfit type
1.0000 1.000 0.5235 standard
0.9996 1.092 0.4193 best fit
0.9996 0.480 1.2729 trough #2, tdmin

0.9996 1.450 0.7311 trough #2, tdmax

0.9987 1.092 1.3476 trough #2, ellmin

1.0002 1.092 0.8631 trough #2, ellmax

Table 5.5: Results of fitting to the geologi-
cal interference pattern from 0–
8 Ma. See table 5.3 for a descrip-
tion of columns.

Time interval 0–9 Ma, fitted to 181 points
ell td misfit type
1.0000 1.000 0.5327 standard
0.9995 1.157 0.4501 best fit
0.9995 0.850 0.7957 peak #2, tdmin

0.9995 1.450 0.7061 peak #2, tdmax

0.9988 1.157 1.1646 peak #2, ellmin

1.0001 1.157 0.8655 peak #2, ellmax

Table 5.6: Results of fitting to the geolog-
ical interference pattern from
0–9 Ma. See table 5.3 for a de-
scription of columns.
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Time interval 0–11.5 Ma, fitted to 231 points
ell td misfit type
1.0000 1.000 0.5200 standard
0.9994 1.231 0.4638 best fit
0.9995 0.980 0.9548 peak #3, tdmin

0.9995 1.458 .8679 peak #3, tdmax

0.9989 1.231 1.0289 peak #3, ellmin

1.0001 1.231 1.3078 peak #3, ellmax

Table 5.7: Results of fitting to the geological in-
terference pattern from 0–11.5 Ma.
See table 5.3 for a description of
columns.

Time interval 0–11.5 Ma and 17.5–24 Ma, fitted to 362 points
ell td misfit type
1.0000 1.000 1.7489 standard
0.9999 1.004 1.5501 best fit
0.9999 0.945 2.4506 trough #13, tdmin

0.9999 1.025 1.6845 trough #13, tdmax

0.9996 1.004 2.4820 trough #13, ellmin

1.0001 1.004 2.2783 trough #13, ellmax

Table 5.8: Results of fitting to the geological interference pat-
tern from 0–11.5 Ma and 17.5–24 Ma. See table 5.3
for a description of columns.
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5.2.14 Discussion

It was shown that it is possible to extract very small changes in the precession constant

p due to tidal dissipation from geological data with the same sensitivity as Lourens et

al. [154] over the last 25 My, achieving the main objectives as set out in section 5.2.2.

Results show that it is possible to put numerical constraints on the tidal dissipation

parameter td and the dynamical ellipticity parameter ell, and that these values are very

likely to have remained close to the present day values over the last ∼25 My. The best

fitting solution obtained here is La93(0.9999,1.004), with a range of uncertainty of 0.9996–

1.0001 for ell and 0.945–1.025 for td. Within error, the model does not require changes

in these parameters over the last 25 My, and shows that using the La93(1,1) as a tuning

target does not introduce large errors into the chronology: as ell and td both go into the

calculation of the slowdown rate as factors, their combined effect of 0.9999 × 1.004 ≈

1.0039 implies that the number of obliquity and precession cycles at 25 Ma was different

from the solution La93(1,1) by only a few cycles. These findings have several important

implications.

As pointed out earlier, the present day values for tidal dissipation and dynamical

ellipticity lead to an unacceptably young age for the Moon. Bills and Ray (1999) [207]

pointed to a possible solution for this problem by arguing that the tidal dissipation is

likely to have been lower in the past, due to different configurations of the ocean system

leading to different resonance systems. Assuming that the tuning in references [53; 55]

is roughly correct, the analysis presented here shows that this change has probably not

occurred over the last 25 My.

Even more interestingly, Forte and Mitrovica (1997) [202] modelled the effect of

mantle advection over the last 20 My, showing an important effect on the dynamical

ellipticity that was not considered in the algorithm of Laskar [86]. As discussed in detail

by Forte and Mitrovica (1997) [202], and Laskar (1999) [89], the effect of mantle advec-

tion on the precession constant p is such that it works in the opposite direction to that

of tidal dissipation. Mantle advection models of Forte and Mitrovica (1997) [202] result

in an increase of the precession frequency p over the last∼20 My. Hence, the real value

for tidal dissipation would have been even higher than what is seen in the geological

record (Laskar, personal communication). This is because the analysis presented here

indicates that the Earth’s precession constant p has not crossed the resonance term of

Jupiter and Saturn during the past 25 My, while Forte and Mitrovica (1997) [202] pre-
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dicted that this should have occurred at around 8 Ma. It would thus be very interesting

to see the interference method applied to geological data that cover older time inter-

vals.

After this work was completed, a more recent study by Lourens et al. (2001) [156]

also reported an attempt to find the best fitting astronomical solution for a short geo-

logical data set from the Mediterranean. Their work is based on a record interpreted to

be approximately 500 ky long, and showing a very strong climatic signal, as recorded by

the Ti/Al ratio in marine sediments. This ratio is thought to reflect variations in the rela-

tive proportion of aeolian and fluvial material at the study site. The conclusion reached

by Lourens et al. from their record, which spans∼2.4-2.9 Ma, was that during this time

period the best fitting astronomical solution was La1993(1,0.5), which corresponds to a

significantly smaller slowdown due to tidal dissipation than at present. Their method-

ology has the advantage that it does not rely on a parameterisation of astronomical

solutions as such. However, they assume a constant lag between the obliquity and cli-

matic precession cycles recorded in the geological record. This assumption is question-

able, given the presence of ice sheets in the Pliocene.

Furthermore, their study was based on computing regression coefficients between

their data and astronomical solutions, and their best fitting model shows a regression

coefficient that is only marginally greater than those obtained for the astronomical so-

lutions La1993(1,1) or La1993(1,0), and several other different solutions. Although it is

likely that the effects of tidal dissipation and dynamical ellipticity underwent short

term secular changes, their findings are not in direct conflict with values obtained in

this study, nor with a previous study by Lourens et al. (1996) [154]. The work reported

in this chapter is probably more robust, since it makes use of a much longer geological

data set, thus eliminating variations that might occur on short time scales.

To resolve the difference between the study of Lourens et al. (2001) and work re-

ported here, it would be necessary to extend the methodology of Lourens et al. to a

longer time interval, as well as to repeat the investigation with data from different lo-

cations. The last point is of particular importance, since small variations in the relative

amplitude of different peaks in the data might lead to drastically different conclusions.

The interference method reported here was also applied to an oxygen stable isotope

data set that was used by Lourens et al. (1996), supporting the findings reported here.
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5.3 Evaluating different astronomical calculations using geo-

logical data

As was shown by Laskar (1999) [89], the chaotic nature of the solar system limits the

time over which it is possible to calculate with confidence variations in the Earth’s or-

bital parameters. Based on these findings, Laskar et al. very recently completed a new

orbital calculation that tries to go to the limits of accuracy currently possible. The new

calculation now also incorporates aspects into the model that were not considered be-

fore, e.g. the oblateness of the sun (J2), and by resolving the Earth-Moon system sep-

arately. The results of this new work have not been published yet, but the author was

one of the first to be allowed access to this new solution, and to carry out a comparison

of the new solution with geological data.

5.3.1 Why is there a need for an improved astronomical solution?

Due to the chaotic nature of the orbital system it is difficult to assess the accuracy of

any new astronomical calculation without observational constraints. Here an attempt

is made to evaluate the differences between the older solution of Laskar et al. from

1993 (La1993) [86], and the new solution (La2001) in order to see whether there are

distinguishing features that could also be seen in the geological record. Results from

this comparison, and an assessment of features from the geological record, are then

used to evaluate which solution is more consistent with observation. For the remainder

of this section, astronomical solutions from Laskar (1993 and 2001) with present day

values for tidal dissipation and dynamical ellipticity will be denoted by “La1993” and

“La2001”, respectively.

The choice of which astronomical solution is used to calibrate the geological record

has direct consequences for what ages are assigned to a given time interval. Moreover,

recent studies have proposed hypotheses that directly link unusual orbital configura-

tions to transient events in the global climate system (Zachos et al., 2001 [126]). This

makes an evaluation of the best fitting astronomical solution an important research

topic, because it might allow to test such hypotheses, and to improve the basis for the

astronomical calibration of the geological time scale.
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5.3.2 Comparison of astronomical solutions: La2001 and La1993

An attempt is now made to evaluate the differences between the solutions from 1993

and the more recent one, and how they might be constrained by geological observation.

It is important to realise that the limits of the astronomical solutions for geological time

scale development discussed in Laskar (1999) [89] are still valid.

It is possible to compare different astronomical solutions and geological data on

several levels. If the objective is to calibrate geological data of pre-Neogene times, one

important aspect is that of average frequency for eccentricity, obliquity and climatic

precession components (see, e.g. Berger, Loutre and Dehant (1989) [95; 195], and

Berger, Loutre and Laskar (1992) [81]). The frequency components of obliquity and

climatic precession are influenced by the effects of tidal dissipation, tidal friction and

dynamical ellipticity.

In contrast, the frequencies of the long and short eccentricity cycles are indepen-

dent of these additional parameters. Generally it will be very hard to differentiate be-

tween two different astronomical models on the basis of average frequencies alone

because differences are generally very small over a Cenozoic time scale [55; 155]. Ta-

bles 5.9 to 5.11 show estimates for eccentricity, obliquity and climatic precession fre-

quency components over 20 My intervals from 0 to 50 Ma for the leading terms of the

solutions La1993 and La2001, using present day values for tidal dissipation and dy-

namical ellipticity. Terms are given in order of decreasing amplitude. These estimates

were obtained using a very high resolution frequency analysis method developed by

Laskar (1990) [85], and performed by Benjamin Levrard during a recent collaboration

at the Bureau des Longitudes in Paris. The analysis was truncated at a specified rela-

tive amplitude, such that not all leading terms might have been computed for all solu-

tions. Note that this method approximates chaotic astronomical calculations assuming

the presence of quasi-periodic terms to obtain a Fourier expansion. Thus, the results

should be treated with caution, and should not be used to reconstruct individual astro-

nomical solutions (Laskar et al. (1993) [86]).

Table 5.9 shows that for both solutions La1993 and La2001, the strongest leading

term is the long eccentricity cycle with a period of approximately 405 ky. All solutions

also show two short eccentricity cycles with periods close to ∼96 ky, and two periods

close to ∼127 ky. The interference within each frequency pair leads to a characteristic

beat pattern with a period of ∼2.4 My, while the interference across both pairs again
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Leading eccentricity terms 0-20 Ma
La1993(1,1) La2001(1,1)

Period Amplitude Phase Period Amplitude Phase
[ky] [deg] [ky] [deg]
∞ 0.0276 0.00 ∞ 0.0276 0.00

404.328 0.0052 -164.23 405.649 0.0053 -161.71
94.853 0.0041 -117.10 94.886 0.0040 -124.25

123.923 0.0032 52.03 123.881 0.0032 48.09
98.822 0.0027 90.71 98.855 0.0027 85.34

130.799 0.0023 -101.66 130.712 0.0023 -111.27
2363.955 0.0018 168.43 2368.837 0.0016 166.38

Leading eccentricity terms 10-30 Ma
La1993(1,1) La2001(1,1)

Period Amplitude Phase Period Amplitude Phase
[ky] [deg] [ky] [deg]
∞ 0.0275 0.00 ∞ 0.0274 0.00

403.870 0.0051 87.69 405.433 0.0052 65.25
94.925 0.0038 37.26 94.823 0.0040 -18.24

124.100 0.0032 -51.41 123.760 0.0032 -78.95
98.892 0.0025 145.00 98.810 0.0028 105.31

130.961 0.0022 56.95 130.663 0.0023 42.52
2388.052 0.0019 -100.28 2351.430 0.0019 -110.36

Leading eccentricity terms 20-40 Ma
La1993(1,1) La2001(1,1)

Period Amplitude Phase Period Amplitude Phase
[ky] [deg] [ky] [deg]
∞ 0.0280 0.00 ∞ 0.0275 0.00

403.985 0.0050 -4.45 404.841 0.0050 -68.81
95.278 0.0035 169.53 94.978 0.0040 142.50
99.171 0.0027 -157.19 124.161 0.0032 -134.15

124.693 0.0027 177.62 99.005 0.0029 -175.86
100.443 0.0021 -62.76 131.054 0.0023 -107.54
131.441 0.0021 -154.49 2389.335 0.0020 -11.84

Leading eccentricity terms 30-50 Ma
La1993(1,1) La2001(1,1)

Period Amplitude Phase Period Amplitude Phase
[ky] [deg] [ky] [deg]
∞ 0.0280 0.00 ∞ 0.0276 0.00

404.215 0.0050 -95.67 404.407 0.0049 171.14
95.359 0.0035 133.17 95.056 0.0041 -154.58

124.791 0.0031 -130.08 124.267 0.0033 39.21
99.192 0.0025 108.66 99.086 0.0030 161.07

100.547 0.0021 99.64 131.233 0.0024 -11.61
131.416 0.0019 -159.92 2320.938 0.0020 34.40

Table 5.9: Leading eccentricity terms for La1993(1,1) and La2001(1,1)
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Leading obliquity terms 0-20 Ma
La1993(1,1) La2001(1,1)

Period Amplitude Phase Period Amplitude Phase
[ky] [rad] [deg] [ky] [rad] [deg]
∞ 0.4061 0.00 ∞ 0.4057 0.00

40.690 0.0040 -1.66 40.655 0.0037 -29.57
40.816 0.0021 -145.18 40.777 0.0021 -178.26
40.556 0.0021 13.12 40.514 0.0022 -20.39
39.335 0.0015 -44.34 39.311 0.0014 -61.85
39.982 0.0011 -58.80 39.945 0.0010 -97.23
53.169 0.0010 109.38 N/A N/A N/A

Leading obliquity terms 10-30 Ma
La1993(1,1) La2001(1,1)

Period Amplitude Phase Period Amplitude Phase
[ky] [rad] [deg] [ky] [rad] [deg]
∞ 0.4061 0.00 ∞ 0.4054 0.00

40.369 0.0041 -175.55 40.311 0.0035 -121.52
40.508 0.0023 77.80 40.174 0.0029 -106.81
40.249 0.0027 -148.68 38.963 0.0016 -17.74
39.050 0.0018 0.40 40.429 0.0015 105.47
39.738 0.0012 -6.55 40.531 0.0014 -168.56
52.656 0.0010 101.16 39.617 0.0011 -86.79

Leading obliquity terms 20-40 Ma
La1993(1,1) La2001(1,1)

Period Amplitude Phase Period Amplitude Phase
[ky] [rad] [deg] [ky] [rad] [deg]
∞ 0.4061 0.00 ∞ 0.4051 0.00

40.094 0.0046 38.41 39.988 0.0035 -159.87
39.971 0.0021 67.52 39.852 0.0031 -144.54
40.303 0.0019 -34.90 40.101 0.0020 47.94
40.218 0.0017 -88.13 39.759 0.0018 -113.71
38.768 0.0016 -141.33 38.654 0.0015 104.57
52.150 0.0010 28.56 N/A N/A N/A

Leading obliquity terms 30-50 Ma
La1993(1,1) La2001(1,1)

Period Amplitude Phase Period Amplitude Phase
[ky] [rad] [deg] [ky] [rad] [deg]
∞ 0.4062 0.00 ∞ 0.4046 0

39.877 0.0033 -99.64 39.637 0.0041 130.94
38.564 0.0019 174.48 39.760 0.0023 0.43
39.742 0.0021 -56.70 39.511 0.0021 146.45
39.630 0.0018 -64.06 38.320 0.0014 -176.03
51.657 0.0010 -97.23 38.976 0.0011 -0.26
40.115 0.0009 155.28 N/A N/A N/A

Table 5.10: Leading obliquity terms for La1993(1,1) and La2001(1,1)
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Leading climatic precession terms 0-20 Ma
La1993(1,1) La2001(1,1)

Period Amplitude Phase Period Amplitude Phase
[ky] [deg] [ky] [deg]

23.583 0.0073 108.50 23.567 0.0068 74.89
22.287 0.0061 -25.30 22.278 0.0059 -49.46
18.890 0.0048 17.65 18.886 0.0045 26.98
23.539 0.0046 130.21 22.236 0.0043 -45.16
23.626 0.0038 -30.33 23.521 0.0039 83.37
19.040 0.0034 -151.80 23.611 0.0036 -45.61

Leading climatic precession terms 10-30 Ma
La1993(1,1) La2001(1,1)

Period Amplitude Phase Period Amplitude Phase
[ky] [deg] [ky] [deg]

23.482 0.0073 -3.64 23.452 0.0070 28.77
22.193 0.0063 96.20 22.175 0.0058 123.63
18.823 0.0058 26.50 18.803 0.0051 16.49
23.438 0.0046 19.32 23.408 0.0048 40.76
18.983 0.0040 -148.23 23.496 0.0039 -101.94
23.525 0.0038 -139.90 18.954 0.0036 144.01

Leading climatic precession terms 20-40 Ma
La1993(1,1) La2001(1,1)

Period Amplitude Phase Period Amplitude Phase
[ky] [deg] [ky] [deg]

23.381 0.0073 -172.32 23.337 0.0068 -3.91
22.103 0.0062 -166.21 18.733 0.0057 131.40
18.774 0.0043 9.44 22.066 0.0057 -58.31
18.944 0.0038 -117.80 23.293 0.0049 11.61
23.337 0.0036 -158.67 18.885 0.0037 -177.46
23.423 0.0036 61.77 23.381 0.0036 -112.13

Leading climatic precession terms 30-50 Ma
La1993(1,1) La2001(1,1)

Period Amplitude Phase Period Amplitude Phase
[ky] [deg] [ky] [deg]

23.281 0.0074 -46.78 23.220 0.0066 -14.59
22.014 0.0066 -131.44 21.960 0.0055 162.30
18.724 0.0046 -156.07 23.176 0.0049 -1.05
23.323 0.0038 176.74 18.655 0.0045 122.33
23.239 0.0036 -26.67 18.811 0.0037 141.93
18.899 0.0035 8.76 23.264 0.0036 -116.50

Table 5.11: Leading climatic precession terms for La1993(1,1) and La2001(1,1)
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results in the ∼405 ky cycle. The ∼405 ky eccentricity cycle is also modulated in am-

plitude by the ∼2.4 My cycle (Laskar, personal communication). This is an important

feature that will be discussed in more detail in a later part of this section. The frequency

analysis for the solution La2001 shows the direct presence of the∼2.4 My long term for

all time intervals considered, while it disappears from the six leading terms in the so-

lution La1993 for analyses covering the time interval from 20–50 Ma. This table also

shows that the exact periods of individual eccentricity cycles not only vary slightly for

different time intervals over which the analysis was performed, but also between the

two solutions La1993 and La2001.

Table 5.10 shows the first few leading frequency terms obtained for obliquity for

the two solutions over different time intervals. The effects of tidal dissipation and dy-

namical ellipticity were incorporated into both astronomical models, and an increase

in the periods of the main obliquity is clearly visible as one approaches the present.

However, the difference in the average period between the strongest obliquity periodic

component (∼41 ky at present) for the time intervals between 30–50 Ma and 0–20 Ma

is only of the order of 1 ky, thus demonstrating that it would be very hard to extract

this change from geological data. The interference between the leading terms in the

periodic expansion of obliquity again results in several longer term beat patterns. For

example, considering the values obtained from the solution La1993 from 0–20 Ma, the

interference between cycles with a 40.690 ky period with those of a 39.335 ky period

results in a (1/40.69ky − 1/39.335ky)−1 *1.2 My amplitude modulation cycle, the in-

terference between cycles with periods of 39.335 ky and 39.982 ky results in a ∼2.4 My

cycle, while the interference between the 40.690 ky period and 53.169 ky period results

in an amplitude modulation cycle with a period of ∼170 ky. Later analysis will show

how the relationship between these “beat” terms has changed over time, more so for

the solution La1993 than for La2001.

Table 5.11 lists the leading terms obtained for the calculations of climatic precession

values over different time intervals. Again the effects of tidal dissipation and dynamic

ellipticity are clearly visible, in this case resulting in an increase in the average period

of the strongest term by ∼0.3 ky when considering the average over the intervals 30–

50 Ma and 0–20 Ma. The interference between different terms reflects the amplitude

modulation of climatic precession by eccentricity, and also contains the longer term

∼2.4 My long amplitude modulation cycles for some of the intervals, as discussed for
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Comparison of La 2001 and La 1993 obliquity values (0-20 Ma)

Figure 5.8: Comparison of obliquity calculations La1993 and La2001 from 0-20 Ma.
Over this time interval the ∼1.2 My long amplitude modulation pattern
seems to agree well between the two solutions. The bottom panel shows the
difference between the two solutions and illustrates that the detailed phase
relationship between the two solutions changes at around 10 Ma.

eccentricity. The exact behaviour of long term amplitude modulation patterns will be

discussed for all three orbital components at a later stage in this section.

Figures 5.8 and 5.9 show the differences between the calculated obliquity and ec-

centricity solutions over the last 20 My. It is visible that the solutions are very similar

over approximately 10 My, before which individual phases begin to diverge. Note that

for the obliquity the long term (∼1.2 My) modulation pattern is very similar for both

solutions over the last 20 My. Also note that there are some quite recent intervals where

the relative amplitude of individual cycles is significantly different. This is, for exam-

ple, the case for the two eccentricity maxima at around 13.5 Ma and 17.5 Ma, which are

marked on the plot.

In addition to the average frequency components, the close proximity of some of the

terms in tables 5.9 to 5.11 is related to amplitude modulations, or “beats”, that are char-

acteristic for a given astronomical solution. Laskar et al. (1993,1999) [86; 89] showed

how these terms are related to the interaction between the fundamental astronomi-

cal frequencies of the eccentricity and the orbital inclination of different planets. Her-

bert (1992, 1994, 1999) [58; 61; 108], Rial (1999) [217], and Hinnov (2000) [92] also dis-
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Figure 5.9: Comparison of eccentricity calculations La1993 and La2001 from 0-20 Ma.
Over this time interval the ∼2.4 My long amplitude modulation pattern
seems to agree well between the two solutions. A cycle-by-cycle compari-
son shows small differences in the relative amplitude of individual cycles,
though, as indicated by circles. The bottom panel shows the difference be-
tween the two solutions and illustrates that the detailed phase relationship
between the two solutions does change such that the two solutions are out
of phase for ages older than∼15 Ma. Note that the difference plot in the bot-
tom panel of the figure is very sensitive to very small changes in the phase
relationship between the two solutions. Back to ∼15 Ma the main contri-
bution to the difference seems to arise from the ∼ 400 ky cycle, and thus
corresponds to a change of only 0.5

15000/400 ≈ 1.3% in the average frequency of
the∼400 ky cycle between the two solutions.
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cussed additional frequency modulation terms that can be considered. The variation in

these modulation patterns can be demonstrated very clearly by computing evolution-

ary spectral estimates, or through wavelet analysis. Figures 5.10 and 5.11 show wavelet

plots for an arbitrary mixture of normalised eccentricity, tilt, and climatic precession

(“ETP”) for the two solutions, and figure 5.12 shows a difference plot for the two. These

plots represent the true “fingerprint” of the astronomical solutions and contain many

important features that will be discussed next. The wavelet analysis was performed

using software developed by Prokoph et al. (1990,1996) [93; 94].

The wavelet plots very clearly show the dominant astronomical frequencies near 19,

22 and 23 ky for climatic precession; 29, 41 and 54 ky for obliquity; and 96, 126 and 400

ky for eccentricity, as well a multitude of amplitude modulation patterns. The colour

range from blue (dark) to red (light) corresponds to the amplitude at a given time, and

is displayed on a logarithmic scale. Several amplitude modulation patterns are visible,

most notably an approximately∼1.2 My long amplitude modulation pattern at around

41 ky, and a∼2.4 My modulation pattern in the short∼100 ky eccentricity, as well as in

the∼19 ky climatic precession frequency band. This same pattern is also present in the

∼400 ky long eccentricity band, but exactly out of phase compared to the short eccen-

tricity band. These amplitude modulation patterns are independent of the tidal dis-

sipation and dynamical eccentricity terms, and result from the amplitude modulation

by the (g3 − g4) term for the eccentricity and climatic precession, and by the (s3 − s4)

term for obliquity (Laskar 1990,1993,1999 [85; 86; 89]). The difference plot between

La2001 and La1993 demonstrates that the amplitude modulation patterns begin to dif-

fer significantly before ca. 15 Ma for eccentricity and climatic precession, and before

ca. 20 Ma for obliquity. This is mainly the result of a change in the relationship between

the two modulation terms, and will be investigated next. These amplitude modulation

terms were also discussed by Laskar (1993,1999) [86; 89].

5.3.3 Resonance and phase lock between eccentricity and obliquity

Laskar (1990) [85] noted that there is a secular resonance between the (g4 − g3) and

(s4 − s3) terms in that these two terms are presently in a phase-locked “libration” such

that 2(g4 − g3)− (s4 − s3) = 0. This means that the amplitude modulation frequency of

both eccentricity and precession, and obliquity, are in a 1 : 2 ratio (∼2.4 My : ∼1.2 My

periods), and phase locked. However, Laskar also showed that this system can change
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Figure 5.10: Joint time-frequency wavelet analysis for La2001 from 0-50 Ma. The orbital
components from the astronomical calculation La 2001 were combined to
generate an “ETP” curve. Orbital components were weighted to facilitate
a visual comparison of the climatic precession, obliquity and eccentricity
components, the periods of which are marked along the frequency axis.
Note the apparent amplitude modulation patterns visible. The climatic
precession is modulated by eccentricity with∼100 ky and∼400 ky periods.
Both eccentricity and precession also show a longer term amplitude mod-
ulation with an average period of∼2.4 My over the entire time interval. The
∼41 ky obliquity component is modulated with a period of∼1.2 My, which
in turn shows a distinct bundling that has the same origin as the ∼2.4 My
pattern visible in the eccentricity and precession components. Also clearly
visible on this plot is the effect of tidal dissipation, as the frequency of the
climatic precession and obliquity components decreases from 50 Ma to the
present. Tidal dissipation does not affect the frequencies of eccentricity,
and thus there is an apparent slope between the frequency lines of obliq-
uity and eccentricity.
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Figure 5.11: Joint time-frequency wavelet analysis for La1993 from 0-50 Ma. This figure
was generated in the same way as figure 5.10. Comparing with figure 5.10,
note that the long term modulation pattern (∼2.4 My for eccentricity and
precession, and∼1.2 My for obliquity) undergoes a distinctive disturbance
and re-organisation between∼24-30 Ma. This is due to a resonance switch
from 2:1 to 1:1 in the∼2.4 My and∼1.2 My modulation terms, which is not
visible in the solution La2001.
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Figure 5.12: Difference plot of joint time-frequency wavelet analyses for La2001 and
La1993 from 0-50 Ma. This figure was generated by subtracting the am-
plitude values of solution La1993 from those of La2001 (figures 5.11 and
5.10). The difference plot shows that between the two solutions the am-
plitude modulation pattern for both eccentricity and climatic precession
diverges at around ∼19 Ma, while that of obliquity diverges slightly longer
back into the past. At around ∼25 Ma all components are significantly out
of phase. The reason has been identified to be the absence of a switch from
a 2:1 to a 1:1 resonance between the∼2.4 and 1.2 My long amplitude mod-
ulation patterns of eccentricity and obliquity in the solution La2001.
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to a new resonance, where libration occurs with a 1 : 1 frequency ratio through a change

in the difference of the term (g4 − g3). The term (g4 − g3) also appears as an amplitude

modulation term in the obliquity and is visible as a bundling of one high amplitude

with one lower amplitude∼1.2 My cycle during a resonance with at a 1 : 2 ratio, and as

∼1.2 My cycles of similar amplitude when the resonance occurs at a 1 : 1 ratio. In order

to investigate the behaviour of both astronomical solutions, the amplitude modulation

patterns of eccentricity and obliquity were computed by complex demodulation (see

Bloomfield, 1976 [166]). This method extracts the amplitude variation in a signal at a

specified frequency, and can be thought of as the “envelope” of a bandpass filter. It

corresponds to a cross-section through the wavelet plots introduced earlier along the

time axis. Figure 5.13 shows the complex demodulation method applied to both as-

tronomical solutions, with the additional computation of the difference in amplitude

modulation between the two solutions. Figure 5.14 shows the same procedure applied

to the short (∼100 ky period) eccentricity cycle.

In figure 5.13, the switch to a 1 : 1 ratio is visible between ∼25 and ∼29.5 Ma in

the solution La1993, and appears as a change in the “bundling” of the obliquity ampli-

tude modulation. This is also apparent in the comparison of the wavelet plots for the

two solutions (figures 5.10 and 5.11). The solution La1993 also shows a more irregu-

lar appearance in the eccentricity amplitude modulation (figure 5.14). In contrast, this

switch in resonance from a 2 : 1 to 1 : 1 ratio does not seem to occur in the more re-

cent solution La2001 over the last 50 My, where the modulation pattern for eccentricity

as well as for obliquity is generally much more regular. This is an important observa-

tion since one of the reasons for the limitation in the calculation of the astronomical

solution into the past is the occurrence of this switch in the resonance behaviour.

This qualitative difference between the two solutions will provide a means to use

geological data to verify the calculations. On both complex demodulation plots times

where this distinct switch is observed for the La1993 solution are marked by a box. Eval-

uating figures 5.13 and 5.14, it is now possible to select time intervals where the differ-

ence between the astronomical models La1993 and La2001 is greatest for the long term

amplitude modulations. This should provide those crucial time intervals when geolog-

ical data might be able to test which model is more consistent with geological data.
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Figure 5.13: Comparison of obliquity amplitude complex demodulation for La1993 and

La2001 from 0–50 Ma. These curves reflect the amplitude of the obliquity
cycle that results from the interference of different frequency components,
producing distinctive “beat” patterns. Three main components are visi-
ble: very small scale cycles with a period of ∼170 ky, larger scale cycles
with a ∼1.2 My period, as well as a succession of large and small ∼1.2 My
cycles, corresponding to a ∼2.4 My amplitude modulation cycle. A criti-
cal transition is visible in the resonance behaviour between the ∼1.2 My
and ∼2.4 My amplitude modulation cycle for the La1993 solution, but not
for the La2001 solution (as indicated by boxes from ∼23-29 Ma). This has
been identified as the main reason for the longer term difference between
the two solutions, as shown in the difference plot at the bottom of the fig-
ure. Arrows mark those times particularly suitable for a test with geological
data, since both solutions are out of phase during these times.
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Figure 5.14: Comparison of ∼100ky eccentricity amplitude complex demodulation

from La1993 and La2001 for 0-50 Ma. These curves reflect the amplitude
of the eccentricity cycle that results from the interference of different fre-
quency components, producing distinctive “beat” patterns. Similar to fig-
ure 5.14, three main components are visible. Sharp small scale cycles with
a period of∼400 ky reflect the modulation of the∼100 ky eccentricity cycle
by the ∼400 ky eccentricity component. Longer term cycles are accentu-
ated in this figure by applying a 400 ky long running mean to the demod-
ulation, and illustrate a ∼2.4 My long cycle. This is in resonance with the
∼1.2 My long cycle visible in the obliquity record (see figure 5.13). Again,
a change in this resonance occurs in the La1993 solution, but not in the
La2001 solution, as indicated by boxes. During this interval the La1993 so-
lution shows a short switch from a ∼2.4 My long cycle to a ∼1.2 My long
cycle. This has been identified as the main reason for the longer term dif-
ference between the two solutions, as shown in the difference plot at the
bottom of the figure. Arrows mark those times particularly suitable for a
test with geological data, since both solutions are out of phase.
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5.3.4 Differences in obliquity amplitude modulation

Figure 5.13 demonstrates that both solutions are very similar with respect to the posi-

tion of the ∼1.2 My amplitude modulation terms, back to an age of approximately 20

Ma. Beyond this interval, one can see that the ∼1.2 My amplitude modulation in the

solution La1993 is of very similar amplitude between∼24 and∼29 Ma, whereas the so-

lution La2001 shows a continuation of a regular pattern over this time interval. This is

the first effect of the change in the resonance behaviour mentioned before. Before 29

Ma, the amplitude modulation cycles are consistently out of phase. At certain times,

there is a very strong difference between the two, e.g. where the old solution showed

a 0.6 My half-cycle of strong obliquity amplitude, this is now weak in the new solution

and vice versa. The time intervals that would be interesting to test with geological data

for this reason are at∼30, 31, 35, 38 and 40 Ma, as marked on figure 5.13.

5.3.5 Differences in the eccentricity modulation

Figure 5.9 shows that on short time scales, the old and new solutions show differences

already for ages younger than ∼8 Ma. This is the result of a new average frequency,

particularly in the 400 ky cycle, which is still the most stable cycle as discussed in Laskar

(1999) [89]. For ages older than 10 Ma, the two solutions are also significantly different

in their longer term (∼2.4 and∼1.2 My) modulation patterns. Intervals that are suitable

for a geological “test” (because troughs are close to peaks) are marked on figure 5.14,

and include the times of∼35, 41.5, 42.5, 45, 47, and 48.5 Ma.

By combining evidence from eccentricity and obliquity modulation patterns, ge-

ological data should be able to discern between the two astronomical models if one

considers times older than 30 Ma. Evaluating these amplitude modulation terms is

generally preferable to comparing individual cycles. This is because it should be easier

to remove the effects of “noise” and other geological processes, and exact timing is not

crucial to the same level as if one was to compare individual precession cycles. Thus,

amplitude modulation patterns allow a greater amount of uncertainty in time. Draw-

backs of considering long term amplitude modulation cycles are that a long record of

geological data is required, and that during that time interval the main transfer func-

tion from the forcing to deposition must not change significantly.
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Figure 5.15: Location map of ODP sites that were used to compare predictions from
different astronomical solutions with geological data.

5.3.6 Analysis of geological data and their limitations

An investigation is now made whether geological data are able to differentiate between

the two astronomical models, evaluating various time intervals. In this study data from

three different sites will be considered. Data are required that have been astronomically

tuned, and span at least several million years such that it is possible to discern varia-

tions in the amplitude modulation. Figure 5.15 shows ODP Sites that are considered

for this comparison. Data from ODP Leg 154 were already discussed in this chapter,

while data from ODP Legs 171B and 177 were presented in chapter three. These sites

are located in the equatorial Atlantic (ODP Leg 154), the western North Atlantic (ODP

Leg 171B), and the Southern Ocean (ODP Leg 177). Here, model and data will be com-

pared over the time intervals 18-30 Ma, and 33.5-39.5 Ma. Between the present and

18 Ma there is no significant difference in the amplitude modulation terms of the two

astronomical solutions, so no attempt is made to investigate the time interval younger

than 18 Ma, even though individual phase relationships between the two solutions are

different then.

At this stage it is appropriate to point out some of the problems that are inherent in

working with geological data to extract information about the forcing. First, there is al-

ways a considerable amount of variation that does not arise from a response to orbital
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forcing of the climate system. In this context, this can be called “noise”. However, part

of this “noise” is also a corruption of the sediment record that arises through changes in

the climate and ocean circulation system, e.g. via changes in dissolution cycles via vari-

ations in the carbonate compensation depth (CCD), changes in productivity according

to up-welling and down-welling regimes, changes in terrestrial sediment supply etc.

These factors have to be carefully considered before taking geological data at face value

with respect to orbital variations.

Second, there is invariably a considerable amount of uncertainty in the absolute

dating, even of astronomically calibrated sections, and this uncertainty generally in-

creases as one goes back in time. The uncertainty arises through many different fac-

tors, and partly involves the fact that astronomically tuned data will be calibrated to

a certain astronomical model, making several assumptions of the Earth system as a

whole. For this reason it is best to evaluate long term amplitude modulation patterns,

because they occur on a time scale that is comparable to realistic uncertainties in the

absolute ages of geological material, even if “tuned” to a different astronomical model.

This requires very long data series that are rare, and very time consuming to generate

and calibrate.

Moreover, it might be necessary to compare data from several different sites for a

given time interval, because otherwise it will be difficult to assess whether changes in

the amplitude response to a forcing at a certain frequency are local or global in ori-

gin. This problem can be partly addressed by analysing different proxy records, such

as stable isotopes in conjunction with lithological parameters like magnetic suscepti-

bility. This is restricted, though, by the fact that there is only a limited amount of data

available.

5.3.7 Feature comparison of data and models from 18 to 28 Ma

The astronomical tuning that was carried out by Shackleton et al. (1999) [55] with data

from ODP Leg 154 (Ceara Rise) provides the longest, astronomically tuned record that

can be used to evaluate astronomical models so far. Good quality data are available

from this location, covering the time interval from 18-28 Ma, with further data, that are

less well constrained, back to 30 Ma. This record was astronomically calibrated to the

La1993(1,1) time scale by considering the variation inherent in the magnetic suscepti-

bility and colour reflectance data. The strongest variation was found to occur in the
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obliquity (∼41 ky) frequency band, with additional power in the precession frequency

band, and a smaller amplitude variation in the eccentricity frequency band. Recently,

material from this record was used to generate stable isotope records over the time

interval from ∼20 to 25 Ma (Paul et al., 2000 [218]; Zachos et al., 2001 [126]). These in-

dividual proxy records can now be analysed to evaluate which astronomical solution is

more consistent with the data over this time interval. A deliberate decision was made

to use the data tuned to the solution La1993, since it will provide additional indepen-

dence for the evaluation of the new solution. Furthermore, it is necessary to establish

which solution is the better one before embarking on further analysis.

5.3.8 Obliquity amplitude modulation

It is the obliquity signal that is strongest in the lithological data from ODP Leg 154, and

therefore it is likely that this is the best “carrier” signal to record amplitude modula-

tions with fidelity. Complex demodulation (Bloomfield, 1976 [166], Shackleton et al.,

1999 [55]) was used to compute the amplitude envelope for the obliquity in the two

astronomical models and the geological data. Then, singular spectrum analysis (SSA)

(Yiou et al., 1996 [219]) was used in conjunction with lowpass filters to extract the∼1.2

My cycle. This last step is not strictly necessary but allows an easier visual compari-

son of the long term amplitude modulation. The SSA method can be thought of as a

data-adaptive filter, and is used to suppress the ∼170 ky modulation that arises from

the interference of the 54 ky and 41 ky components of obliquity (Hinnov, 2000 [92]).

Figure 5.16 shows how the signal that is contained in the ODP 154 geological data

(magnetic susceptibility and colour reflectance) compares with the two astronomical

models. Generally, the new solution La2001 fits much better to the data than the so-

lution La1993. Vertical grey bars are used in the figure to demonstrate those intervals

in time where the geological data seem to support the solution La2001 over La1993.

This is evident through a difference in phase, i.e. the position of peaks and troughs, as

well as a persistent variation in amplitude. As outlined before, the ∼2.4 My long cy-

cle is also present in the obliquity amplitude modulation for the solution La2001, but

briefly absent in the solution La1993 over the time interval∼23.6-28.4 My. This succes-

sion of larger and smaller ∼1.2 My amplitude modulation cycles, that is characteristic

for the absence of a switch in the resonance behaviour, can be seen in the data, and

thus also supports the solutions La2001. At around 29.5 Ma the geological data show a
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Figure 5.16: Obliquity amplitude modulation comparison for astronomical models La
2001 and La1933, and data from ODP 154 (18-30 Ma). Panel A1 shows the
amplitude modulation of the 41 ky obliquity component. This has been
smoothed to extract the ∼1.2 My long modulation component (panel A2).
Panel B1 shows the amplitude modulation of the 41 ky obliquity cycle in
the colour reflectance and magnetic susceptibility data, and also smoothed
in panel B2. The grey shaded areas show time intervals where the geolog-
ical data strongly support the solution La 2001. These are times when the
∼1.2 My amplitude cycles of La 1993 and La2001 are considerably out of
phase. The geological data were tuned to the La1993 solution, thus being
completely independent from the new solution La2001.
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peak in amplitude, which agrees well with the solution La2001, but not with the solu-

tion La1993. The amplitude variation is much weaker in the solution La1993 due to the

onset of a 1 : 1 resonance regime (the disappearance of the∼2.4 My cycle).

5.3.9 Eccentricity and climatic precession amplitude modulation

The variability associated with climatic precession and eccentricity in the sediments

from ODP Leg 154 is weaker than that associated with variations in obliquity. This

means that it is more difficult to extract a modulation signal that is as clear as that

obtained from obliquity variations. Indeed, Shackleton et al. (1999) [55] demonstrated

that the amplitude modulation of the precession is present in the magnetic susceptibil-

ity data, but they failed to extract a clear signal that is associated with the∼2.4 My am-

plitude modulation related to the (g4 − g3) term. In order to improve on these findings,

one can make use of the theoretical presence of this modulation term in the climatic

precession signal as well as in the eccentricity (Laskar, 1999), and gain more informa-

tion by combining the information encoded in both signals simultaneously. Indeed,

the term (g4 − g3) is present in the modulation of the short eccentricity cycle (∼96 and

126 ky periods), as well as in the ∼400 ky cycle, which in turn are both modulating

the climatic precession signal. The presence of the∼2.4 My amplitude modulation cy-

cle is a new finding, and is visible in figures 5.10 and 5.11. The presence of the terms

(g4 − g3) and (s4 − s3) in the amplitude modulation of the∼400 ky cycle does not arise

from the linear parts of the astronomical solution but are in fact some of the first non-

linear terms (Laskar, personal communication), which is qualitatively different to the

presence of these terms in the obliquity and short eccentricity amplitude modulation.

An attempt was made to enhance the signal-to-noise ratio of this signal in the data by

1. combining the eccentricity and precession component, and 2. combining the signal

inherent in the magnetic susceptibility as well as colour reflectance.

Figure 5.17 shows the results of this procedure. The first processing step computed,

by complex demodulation, the amplitude modulation of the climatic precession sig-

nal in the two magnetic susceptibility and colour reflectance data sets. This reflects

the amplitude modulation of precession by eccentricity and thus extracts both the long

and short eccentricity variability. The output was then demodulated again to extract

the amplitude modulation of the ∼100 ky component (which should be the ∼400 ky

cycle). The eccentricity amplitude modulation of the ∼100 ky cycle was then also de-
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Figure 5.17: Comparison of the amplitude modulation of the 400 ky eccentricity cy-
cle in the astronomical models La2001 and La1993, and data from ODP
154 (18–30 Ma). It was not possible to extract directly the ∼2.4 My ampli-
tude modulation cycle from the data. Thus, it was extracted from several
sources and combined. Panel B1 shows the amplitude demodulation of the
400 ky eccentricity cycle for magnetic susceptibility and colour reflectance.
These two contributions were added and filtered, as shown in panel B2.
Finally, the amplitude modulation was computed from this filter, and is
shown in panel B3. This can be compared with the same type of signal, as
extracted from the astronomical solutions La1993 and La2001. Due to the
additional processing steps, the data cannot be interpreted with the same
confidence as the obliquity demodulation shown in figure 5.16. However,
the grey-shaded areas indicate that it is again the La2001 solution that is
more consistent with the data over this interval.
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modulated directly in the two data sets. For each data set there are now two time series

that should reflect the∼400 ky cycle and its amplitude variation. To enhance the signal

one can now add the normalised contributions from eccentricity and climatic preces-

sion for each data set (shown in panel B1 of figure 5.17), and add these two curves to

further enhance the signal (panel B2). This process gave an enhanced signal compared

to amplitude modulation of eccentricity and climatic precession considered on their

own for each data set. One can then extract the ∼400 ky cycle by bandpass filtering

(panel B2, top) and finally extract the long-term amplitude variation (panel B3).

This can now be compared to the long term variation due to the term (g4 − g3) that

can be found in the astronomical models (figure 5.17, panel A). Grey shaded areas on

the plot mark those times where geological data seem to be able to differentiate be-

tween the two astronomical models. It is clear that the signal of the term (g4 − g3)

extracted from geological data is not as evident and stable as that extracted from varia-

tions in obliquity. However, it is possible to see that this comparison again favours the

astronomical solution La2001. At around 26 Ma a switch in resonance leads to a short

peak in amplitude in the solution La1993, which is not visible in the data. At around

∼27 Ma and ∼28.5 Ma the data also support the new solution. Note that the data were

“tuned” to the solution La1993. In the solution La2001 the 400 ky eccentricity cycles

are offset towards older ages by approximately 100 ky compared to the solution La1993

over this time interval, leading to an even better fit between geological data and the

solution La2001.

5.3.10 Comparison of data and models from 33 to 38 Ma

In this section a comparison is made between the predictions of astronomical models

and geological data that were presented in chapter three. During the late Eocene, the

computations for obliquity and eccentricity between the solutions La1993 and La2001

are very different in terms of their position of amplitude modulation minima and max-

ima. This is due to the absence of a resonance switch in the new solution La2001. Fig-

ure 5.18 shows a comparison of the obliquity amplitude modulation present in the two

solutions La1993 and La2001, compared with data from ODP Sites 1052 and 1090.

Figure 5.18 is analogous to figure 5.16, although here no smoothing was performed

to suppress the ∼170 ky component of amplitude modulation because the available

data span a shorter time span. Considering data from Sites 1052 and 1090 together
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again suggests that the new solution La2001 is more consistent with the data. This

record should be interpreted more cautiously than that obtained from Ceara Rise (Leg

154) for younger time intervals, due to the switch in the recording of orbital forcing

discovered in chapter three for data from Leg 171B, and because the data from ODP

Leg 177 are only from one hole, not allowing the complete elimination of core breaks.

An attempt was also made to extract the amplitude modulation patterns from both

sites for the eccentricity and climatic precession components. These signals are much

weaker in both records. Due to this, and due to the disruption of the precession signal

in data from Site 1052, the amplitude modulation patterns from both sites for eccen-

tricity and climatic precession do not agree very well with each other, nor do they agree

very well with either of the two astronomical solutions. Therefore, amplitude modula-

tion patterns for eccentricity and climatic precession from ODP Sites 1052 and 1090 are

not suitable for a comparison with astronomical calculations, and are excluded from

further analysis.

5.3.11 Comparison of solution La2001 with an independent calculation

In addition to the new astronomical calculation La2001 by Laskar, very recently a com-

pletely independent calculation was performed by Varadi et al. [220]. As of yet, data are

not published but available upon request from the author. Varadi et al. did not attempt

to calculate solutions for the obliquity or climatic precession component, but included

similar additional terms as in the 2001 solution of Laskar, such as a separate treatment

of the Earth-Moon system. Because this calculation was obtained completely indepen-

dently from that of Laskar, it can serve to give an indication of the robustness of these

astronomical calculations.

Figure 5.19 shows the eccentricity calculation of the new solution La2001, as well

as the difference between the eccentricity from La2001, and that obtained by Varadi et

al. in their most recent model run “R10”. Both calculations agree remarkably well over

the last 40 My, beyond which they diverge significantly. The close resemblance of the

two calculations over the last 40 My implies that the solution of Varadi et al. does not

contain a switch in the (g4−g3) term over this time interval, which would be responsible

for a change from the∼2.4 My amplitude modulation cycle to one with a period of∼1.2

My. This finding is encouraging and also implies that geological data will fit well with

the solution of Varadi et al. No comparison can be made for the obliquity or climatic
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Figure 5.18: Obliquity amplitude modulation comparison for astronomical models
La2001 and La1993, and data from ODP 171 and 177 (33-40 Ma). Similar
to figure 5.13, panel A shows the amplitude modulation of the 41 ky obliq-
uity component for the astronomical solutions La1993 and La2001. It is
clear that in the Eocene these two solutions are almost exactly out of phase
with respect to their modulation pattern. Panel B shows the same analysis
performed for colour reflectance and XRF elemental data from ODP 171B,
as discussed in chapter three. Panel C shows the amplitude demodulation
for obliquity from reflectance data of ODP 177, also discussed in chapter
3. Comparing B and C with A, astronomical model La2001 is more consis-
tent with the data, particularly where indicated by grey shaded areas. Data
from both sites are subject to more noise and some core breaks, and thus
should be interpreted with more caution than data from ODP 154.
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Figure 5.19: Comparison of eccentricity calculations La2001 and Varadi et al. (calcula-
tion R10) [220] from 0-50 Ma. Back to approximately 40 Ma the two solu-
tions are almost identical, but diverge before this time. The calculation by
Varadi et al. was obtained completely independently from that of Laskar,
and also does not show a switch in the ∼2.4 My amplitude modulation
term. Varadi et al. did not compute variations of obliquity or climatic pre-
cession, hence no further analysis was possible as to why the solutions di-
verge before 40 Ma.

precession components.

5.3.12 Is a rare orbital anomaly the trigger for the unusual oxygen and car-

bon isotope (“Mi-1”) event?

An additional implication of the findings presented here is that one of the hypotheses

proposed by Zachos et al. (2001) [126] is not compatible with the new astronomical

solution La2001, which is the solution supported by geological data. Zachos et al. sug-

gested that a major transient oxygen and carbon isotope event (the “Mi-1 event”) at

the Oligocene/Miocene epoch boundary (∼23 Ma) might be related to a response of

the climate system to an unusual alignment of a weak obliquity amplitude and low ec-

centricity values. This speculation was prompted by the coincidence of the Mi-1 event

with the orbital elements, according to the astronomical calibration of Shackleton et al.
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Figure 5.20: Comparison of orbital calculations (panel A: Laskar 1993, panel C: Laskar
2001) and the Mi-1 stable isotope event (panel B: stable isotope data from
ODP 154, Zachos et al. (2001) [126]). The new astronomical solution
La2001 does not show the rare congruence of a very low obliquity ampli-
tude and low eccentricity values at the Oligocene/Miocene boundary at
∼23 Ma. It is thus incompatible with one of the hypotheses put forward by
Zachos et al. (2001) [126] to explain the origin of the Mi-1 event.

(1999) [55].

However, this rare orbital congruence does not exist in the new orbital solution at

exactly this time, as shown in figure 5.20. A similar, but less extreme, orbital alignment

of low obliquity amplitude and low eccentricity occurs in the solution La2001 at ∼24.3

Ma.

The results presented in this chapter, illustrated by figures 5.16 and 5.17, broadly

strengthen the age calibration of Shackleton et al. and make it very unlikely that any

modification would move the Mi-1 event to ∼24.3 Ma. On the contrary, the astronom-

ically calibrated age of the Oligocene/Miocene boundary [221] is supported by long

term amplitude modulation patterns, and does fit equally well with both astronomical

solutions. This implies that the hypothesis put forward by Zachos et al. is not likely to

be correct.
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5.3.13 Findings from evaluation of astronomical solutions

It has been demonstrated that the established astronomical calculation of Laskar et al.

(1993) [86] is quite different to a more recent calculation that was completed by Laskar

in 2001. The main difference between the two astronomical models was found to be

the absence of a switch in the resonance behaviour between obliquity and eccentricity

amplitude modulation terms in the more recent calculation. This leads to significant

differences between the two solutions before ∼20 Ma, which would result in different

ages for studies that make use of long term amplitude modulation terms.

This study showed that it is possible to extract the amplitude modulation terms that

are indicative for a switch in resonance from long, high-resolution geological time se-

ries. A comparison between geological data from different locations and astronomi-

cal models demonstrates convincingly that the more recent astronomical calculations

show a significantly better fit with the signal extracted from different geological data, at

least as far back as ∼37 Ma. This important finding will significantly aid in the further

extension of an astronomically calibrated time scale, and also demonstrates for the first

time that geological data can be used to validate the predictions of astronomical mod-

els with respect to the presence of resonance features in the solar system. These find-

ings also imply that small changes (of the order of possibly 100-300 ky) will result from

the re-adjustment of established astronomically calibrated time scales to the more re-

cent astronomical calculations. The arguments in favour for the astronomical solution

La2001 now warrant its adoption, and re-tuning of data from Leg 154 to the new solu-

tion.

5.4 Conclusions

In this chapter it was shown how it is possible to extract various parameters that are

necessary to define astronomical calculations from geological data. The first section

demonstrated that the tidal dissipation and dynamical ellipticity of the Earth are likely

to have been very similar to present day values over the last ∼25 My. This puts impor-

tant constraints on astronomical and mantle convection models. A new interference

method was developed, which allows the detection of very small changes in the pre-

cession constant p, while at the same time allowing the elimination of effects that due

to using a particular astronomical solution to generate a geological age model.
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The second part of this chapter evaluated a new improved astronomical calculation

by extracting long term amplitude modulation patterns from astronomical solutions

and geological data. Results indicate that this new computation does fit geological data

significantly better over the last ∼35 My. This implies that over this time interval there

has not been a switch in the resonance system of the solar system, thus providing ad-

ditional constraints for astronomical calculations. The new solution should now be

used for further astronomical calibrations. Moreover, the new solution provides addi-

tional support for the Oligocene/Miocene time scale constrained by Shackleton et al.

(1999) [55], implying that a re-tuning of geological data to the new astronomical solu-

tion La2001 should be relatively straightforward.



Chapter 6

Conclusions and future work

6.1 Introductory remarks

The astronomical theory set out in chapter one demonstrated the rich set of features

that are inherent in astronomical calculations of the behaviour of the solar system.

These features form the basis for the identification of orbital signals in the geological

record. It was demonstrated that of particular significance are long term modulations

in the amplitude (and frequency) of specific orbital elements, which potentially allow

geological data to be placed in the correct position with respect to orbital calculations.

This, in turn, then allows the extraction of astronomical signals from the geological

record to improve orbital calculations. Constraints on orbital parameters obtained this

way should eventually facilitate detailed modelling studies that relate the modifications

the orbital signal undergoes before it is encoded in the geological record, to specific fea-

tures of climatic, ocean and atmospheric circulation processes.

6.2 Conclusions: An automated astronomical tuning method

In chapter two the need for an objective numerical method of stratigraphic correlation

and astronomical calibration was established. It was shown that a speech recognition

algorithm can be usefully adapted to provide an objective method for adjusting multi-

ple geological data to a “target curve”, which could be either an astronomical model, or

a different set of geological data, subject to a set of constraints for parameters such as

sedimentation rate, or specific calibration datums. It was possible to demonstrate, us-

ing synthetic data sets, that superior correlation results can be obtained by incorporat-
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ing dynamic bandpass filtering into the automated correlation algorithm. By applying

this modified algorithm to real geological data, and specifying a set of different bound-

ary conditions, it was shown that it is possible to obtain an objective measure for the

sensitivity of the calibration process to non-orbital signals in the geological record, as

well as a measure of uncertainty arising from the unknown exact position of tie points.

6.3 Conclusions: A new age calibration of the late Eocene

Chapter three documents how a high-resolution late Middle to Late Eocene record of

elemental concentration data was generated by using an X-ray fluorescence (XRF) core

scanner to perform measurements on marine sediments recovered during ODP Leg

171B from Site 1052. The XRF data allowed the establishment of a detailed stratigraphic

correlation across cores from different holes. This work showed that it is necessary to

compensate for intra-core stretching and squeezing by matching common features of

proxy records on a decimetre scale. This compensation resulted in the generation of

a new “rmcd” depth scale, which in turn facilitated the stacking of data from different

holes. The stacking process resulted in an improved signal-to-noise ratio.

The XRF data were then used to generate an astronomically calibrated age model,

making use of amplitude modulation variations in the data that reflect the most stable

[89] ∼400 ky orbital eccentricity. New estimates were obtained for the relative dura-

tion of magnetochrons C16 through C18, which are similar to previous estimates based

on an interpolation between radiometrically dated control points (Cande and Kent,

1995 [46]).

An additional significant finding was that certain long term amplitude modulation

patterns imply that the most recently published astronomical calculation of Laskar et

al. (1993) [86] is not compatible with the geological record during the late Eocene. For

the first time, a distinct change in the relative strength of orbitally driven obliquity and

climatic precession signals has been observed during the late Eocene. This event awaits

confirmation from studies from other locations, but might represent a sudden change

in the climatic and ocean circulation system at this time, and will be potentially useful

as a stratigraphic marker.

The new age model from Site 1052 was successfully transferred to ODP Site 1090

(Leg 177) by correlation of the XRF record from Site 1052 with the colour reflectance

record from Site 1090. The presence of orbitally driven variability of data from Site
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1090 allowed a verification of the consistency of magnetic reversal ages estimated from

Site 1052, as well as extending the astronomical calibration upwards to the base of the

Oligocene.

6.4 Conclusions: A detailed stable isotope record from the

Eocene

Chapter four reported results from an investigation of high-resolution stable isotope

records from Site 1052. The newly established astronomically calibrated time scale

from Site 1052 facilitated a detailed evaluation of orbitally driven variations in the cli-

mate system, as represented by oxygen and carbon stable isotope proxies. The stable

isotope data exhibit a weak orbital signal that is consistent with the time scale gener-

ated from the XRF record. Unexpectedly, the stable isotope data recorded an unusual

succession of events that coincide with the depth at which the XRF and colour records

show a switch in the dominant orbital signal. The causes for this unusual event are

unidentified as of yet, and require a comparison with data from additional locations

when they become available.

In conjunction with the detailed chronology developed, the combined record of

climate system proxies should provide constraints on climate modelling studies that

might improve the understanding of the interaction of processes that control the cli-

mate system. The availability of planktonic as well as benthic stable isotope data will

facilitate this process.

6.5 Conclusions: Extraction of orbital parameters encoded in

geological data

Chapter five presented two studies that, together with a new late Eocene time scale,

provide some of the most significant results reported in this dissertation. A new

method, based on interference patterns between orbital signals, was developed, which

allowed the estimation of the average values of the Earth’s precession constant p over

the last 25 million years. This result provides constraints for which astronomical mod-

els are most consistent with geological data, and has significant implications for the

study of mantle convection and the viscosity structure of the Earth’s mantle. It was
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found that the values of the Earth’s tidal dissipation and its dynamical ellipticity are

likely to have remained similar to present day values over the last 25 million years.

In addition, chapter five shows how geological data spanning the last ∼37 million

years were used to extract long term amplitude modulation patterns of the climatic sig-

nal encoded in the geological record. A comparison of the long term amplitude mod-

ulation derived from astronomical calculations on the one hand, and those derived

from a new calculation on the other hand (Jacques Laskar, 2001, unpublished), shows

that the geological record supports the validity of the newer solution. This implies that

the solar system has not experienced a switch in its resonance behaviour, thus provid-

ing for the first time constraints on its chaotic nature. In addition, this work supports

a previous astronomical time scale calibration near the Oligocene/Miocene boundary

[55; 221]. These results are, however, not compatible with the orbital anomaly hypoth-

esis of Zachos et al. (2001) [126].

6.6 Future work

• Work presented here provides the first astronomical calibration of the geological

time scale for the late Middle to Late Eocene. However, it is crucial to generate

suitable data from additional locations to verify and refine the results obtained

here.

• At present, the late Eocene chronology is still floating in time. Additional data

are also needed to connect the record presented here with the study of Shackle-

ton et al. (1999) [55], which provides a (tentative) calibration to the base of the

Oligocene.

• The extension and verification of the new late Eocene chronology will be facili-

tated by employing the newly developed automated tuning algorithm. This algo-

rithm can be improved further by including additional filtering constraints. Work

is in progress to dynamically match amplitude modulation patterns between data

and the target curve. This involves the application of complex demodulation

methods, and has still to be tested thoroughly.

• Although XRF data display a stronger orbital signal than previously used litho-

logical proxies such as magnetic susceptibility, the exact origin of this signal has
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yet to be established. The calcium and iron concentration data obtained by XRF

measurements correlate well with chemical measurements of calcium carbonate

content. Detailed petrographic and mineralogical studies are needed to establish

which mineral phases contain what proportions of different elements.

• Additional stable isotope measurements from planktonic, thermocline, and ben-

thic foraminifera are required from different locations and palaeodepths to estab-

lish the exact nature of the ocean circulation system during late Eocene time.

• Additional high-resolution stable isotope records should also be generated across

the unusual stable isotope excursion event reported in chapter four. This would

help to establish whether the record is local or global in origin.

• The determination of the evolution of tidal dissipation and dynamical ellipticity

of the Earth might be possible without the intermediate step of parameterisa-

tion of the astronomical model, as was done in this study. This will require con-

siderable computational facilities, which should be available in the soon future.

Together with additional high quality data, this would also allow to resolve the

apparent conflict between results reported in this study, and those reported by

Lourens et al. (2001) [156].

• Astronomically calibrated ages should be used to re-estimate spreading rates of

individual plate segments. Work is in progress to provide an updated compilation

of spreading profiles.

This study provides the necessary framework for a further extension and consoli-

dation of the astronomically calibrated geological time scale. It is now time for a co-

ordinated strategy between different research groups to make progress towards a con-

tinuous astronomical calibration for the entire Cenozoic, and beyond. A first step to-

wards this goal might be provided by the two forthcoming ODP Legs 198 and 199, which

are scheduled to recover deep-marine sediments from the Paleogene. An overview of

attempts to astronomically calibrate sections of the Cenozoic is given in figure 6.1, and

demonstrates that work in the field of astronomical time scale calibration will provide

work for many researchers for years to come, with the promise of exciting and impor-

tant results that will have an impact on the entire field of Earth sciences.
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XRF measurements from ODP 171B, Site 1052, Hole A
Leg Site Hole Core Sec cm mbsf K Ca Ti Mn Fe Cu Sr

[counts per second]
171B 1052 A 2X 1 4 3.54 164 10206 3 33 440 37 303
171B 1052 A 2X 1 8 3.58 204 11026 13 39 783 28 334
171B 1052 A 2X 1 17 3.67 132 7523 6 45 638 46 75
171B 1052 A 2X 1 24 3.74 129 7782 4 30 465 57 56
171B 1052 A 2X 1 25 3.75 153 9057 3 31 490 78 57
171B 1052 A 2X 1 32 3.82 156 8961 0 36 564 56 62
171B 1052 A 2X 1 38 3.88 125 8692 2 30 631 39 55
171B 1052 A 2X 1 47 3.97 142 7579 6 46 992 64 58
171B 1052 A 2X 1 56 4.06 142 8300 0 58 857 60 87
171B 1052 A 2X 1 61 4.11 106 8611 7 35 764 11 81
171B 1052 A 2X 1 73 4.23 210 8778 3 61 354 86 50
171B 1052 A 2X 1 83 4.33 161 10951 0 11 227 42 45
171B 1052 A 2X 1 88 4.38 181 9472 2 7 210 75 58
171B 1052 A 2X 1 99 4.49 250 12557 9 39 424 42 57
171B 1052 A 2X 1 104 4.54 203 11049 7 35 591 21 79
171B 1052 A 2X 1 112 4.62 223 11189 2 55 475 46 59
171B 1052 A 2X 1 120 4.70 201 10624 0 64 406 72 61
171B 1052 A 2X 1 128 4.78 220 9856 5 38 564 66 49
171B 1052 A 2X 1 136 4.86 233 9113 0 24 521 56 61
171B 1052 A 2X 1 144 4.94 226 10024 0 31 496 85 63

· · ·
· · ·
· · ·

remaining data of this table can be found on the enclosed CD-ROM
· · ·
· · ·
· · ·

171B 1052 A 12H 6 88 107.08 117 8609 0 22 201 62 51
171B 1052 A 12H 6 96 107.16 108 8274 2 20 197 55 61
171B 1052 A 12H 6 104 107.24 142 9606 3 28 294 63 55
171B 1052 A 12H 6 112 107.32 177 11665 3 27 320 30 61
171B 1052 A 12H 6 120 107.40 138 10388 0 31 268 43 62
171B 1052 A 12H 6 128 107.48 131 9305 0 23 213 59 57
171B 1052 A 12H 6 136 107.56 122 9453 3 20 203 44 49
171B 1052 A 12H 6 144 107.64 130 9078 2 8 205 44 64
171B 1052 A 12H 6 148 107.68 139 11264 0 18 270 40 73
171B 1052 A 12H 7 4 107.74 193 12543 3 19 297 59 68
171B 1052 A 12H 7 8 107.78 153 9877 3 29 272 64 55
171B 1052 A 12H 7 16 107.86 118 8642 0 18 220 64 62
171B 1052 A 12H 7 24 107.94 139 9046 2 19 224 54 73
171B 1052 A 12H 7 32 108.02 115 8095 3 26 185 52 57
171B 1052 A 12H 7 40 108.10 138 8631 3 14 195 44 59
171B 1052 A 12H 7 48 108.18 196 10988 4 24 279 54 58

Table A.1: XRF measurements from Leg 171B, Site 1052, Hole A. The data set is too large
to be included as hard copy. The remainder of the data can be found on the
enclosed CD-ROM, and a hard copy is available from the Godwin Laboratory
[123].
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XRF measurements from ODP 171B, Site 1052, Hole B
Leg Site Hole Core Sec cm mbsf K Ca Ti Mn Fe Cu Sr

[counts per second]
171B 1052 B 2H 1 4 5.04 212 6130 21 29 785 10 61
171B 1052 B 2H 1 8 5.08 256 7310 30 31 761 9 57
171B 1052 B 2H 1 11 5.11 166 5339 13 27 603 5 47
171B 1052 B 2H 1 19 5.19 216 12818 0 78 605 67 48
171B 1052 B 2H 1 25 5.25 358 11754 14 54 874 63 77
171B 1052 B 2H 1 33 5.33 285 7904 13 37 865 58 66
171B 1052 B 2H 1 40 5.40 280 8837 8 39 698 67 58
171B 1052 B 2H 1 50 5.50 265 7884 10 35 773 60 69
171B 1052 B 2H 1 56 5.56 272 8867 10 40 668 65 65
171B 1052 B 2H 1 64 5.64 282 10300 11 44 618 60 60
171B 1052 B 2H 1 72 5.72 264 9721 0 49 592 53 62
171B 1052 B 2H 1 80 5.80 277 9238 7 45 686 62 57
171B 1052 B 2H 1 88 5.88 278 8202 8 35 836 52 55
171B 1052 B 2H 1 96 5.96 279 8259 6 34 940 50 65
171B 1052 B 2H 1 104 6.04 314 8210 11 37 964 63 66
171B 1052 B 2H 1 112 6.12 322 9115 15 45 777 65 66
171B 1052 B 2H 1 120 6.20 289 8142 15 34 863 60 54
171B 1052 B 2H 1 128 6.28 282 8819 9 45 727 69 56
171B 1052 B 2H 1 136 6.36 292 9179 10 45 686 44 76
171B 1052 B 2H 1 144 6.44 278 9272 13 32 628 26 61

· · ·
· · ·
· · ·

remaining data of this table can be found on the enclosed CD-ROM
· · ·
· · ·
· · ·

171B 1052 B 13H 6 4 108.06 137 9615 4 37 290 78 53
171B 1052 B 13H 6 8 108.10 133 9016 5 38 261 98 60
171B 1052 B 13H 6 16 108.18 118 7405 3 21 216 49 58
171B 1052 B 13H 6 24 108.26 79 6241 2 22 194 63 64
171B 1052 B 13H 6 32 108.34 110 8304 5 17 203 66 51
171B 1052 B 13H 6 40 108.42 117 8015 0 19 207 63 65
171B 1052 B 13H 6 48 108.50 128 9339 4 7 233 74 66
171B 1052 B 13H 6 56 108.58 177 10533 3 63 405 69 68
171B 1052 B 13H 6 64 108.66 129 8915 4 35 302 65 74
171B 1052 B 13H 6 72 108.74 131 8931 0 24 299 58 65
171B 1052 B 13H 6 80 108.82 164 11337 3 44 330 89 67
171B 1052 B 13H 6 88 108.90 162 10917 2 21 258 56 69
171B 1052 B 13H 6 96 108.98 101 9563 4 26 249 54 65
171B 1052 B 13H 6 104 109.06 127 9706 0 26 228 48 55
171B 1052 B 13H 6 108 109.10 131 9217 4 40 231 85 57
171B 1052 B 13H 6 120 109.22 131 9190 4 25 259 72 58

Table A.2: XRF measurements from Leg 171B, Site 1052, Hole B. The data set is too large
to be included as hard copy. The remainder of the data can be found on the
enclosed CD-ROM, and a hard copy is available from the Godwin Laboratory
[123].
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XRF measurements from ODP 171B, Site 1052, Hole C
Leg Site Hole Core Sec cm mbsf K Ca Ti Mn Fe Cu Sr

[counts per second]
171B 1052 C 2H 1 9 9.59 244 8707 6 42 594 61 52
171B 1052 C 2H 1 16 9.66 230 7286 9 28 578 58 57
171B 1052 C 2H 1 24 9.74 250 9418 14 43 639 79 59
171B 1052 C 2H 1 32 9.82 191 8739 7 41 680 62 56
171B 1052 C 2H 1 40 9.90 192 9519 8 45 647 55 61
171B 1052 C 2H 1 48 9.98 170 8090 4 35 669 52 61
171B 1052 C 2H 1 56 10.06 166 8418 5 36 600 62 62
171B 1052 C 2H 1 64 10.14 137 7774 9 38 656 48 69
171B 1052 C 2H 1 72 10.22 141 6680 8 35 545 58 49
171B 1052 C 2H 1 80 10.30 170 6567 8 30 533 53 51
171B 1052 C 2H 1 88 10.38 270 5969 12 37 646 61 51
171B 1052 C 2H 1 96 10.46 163 9227 5 38 588 73 49
171B 1052 C 2H 1 104 10.54 209 9914 2 38 546 66 49
171B 1052 C 2H 1 112 10.62 282 10624 9 60 578 63 64
171B 1052 C 2H 1 120 10.70 257 9976 4 43 512 77 55
171B 1052 C 2H 1 128 10.78 250 10218 11 55 489 50 57
171B 1052 C 2H 1 136 10.86 277 10857 9 86 619 58 55
171B 1052 C 2H 1 144 10.94 243 10996 6 52 508 39 62
171B 1052 C 2H 2 4 11.03 269 11207 7 53 544 54 72
171B 1052 C 2H 2 8 11.07 269 10863 6 42 475 64 50

· · ·
· · ·
· · ·

remaining data of this table can be found on the enclosed CD-ROM
· · ·
· · ·
· · ·

171B 1052 C 2H 6 136 18.35 139 7924 4 28 509 33 62
171B 1052 C 2H 6 144 18.43 212 10304 7 48 580 55 76
171B 1052 C 2H 6 146 18.45 223 10696 5 41 571 51 66
171B 1052 C 2H 7 4 18.52 271 11410 15 43 656 17 85
171B 1052 C 2H 7 8 18.56 227 10602 7 34 582 68 75
171B 1052 C 2H 7 16 18.64 205 10610 4 41 518 68 70
171B 1052 C 2H 7 24 18.72 193 10628 3 43 492 75 70
171B 1052 C 2H 7 32 18.80 150 9856 7 25 449 53 65
171B 1052 C 2H 7 40 18.88 161 11005 4 44 424 69 73
171B 1052 C 2H 7 48 18.96 171 11192 2 64 436 61 61
171B 1052 C 2H 7 54 19.02 176 10911 2 63 404 40 68
171B 1052 C 2H 7 64 19.12 173 11077 3 47 397 35 66
171B 1052 C 2H CC 3 19.17 172 12323 9 42 419 16 90
171B 1052 C 2H CC 8 19.22 136 8737 2 37 303 47 66
171B 1052 C 2H CC 16 19.30 150 10385 4 33 367 4 76
171B 1052 C 2H CC 22 19.36 149 10495 2 42 431 35 76

Table A.3: XRF measurements from Leg 171B, Site 1052, Hole C. The data set is too large
to be included as hard copy. The remainder of the data can be found on the
enclosed CD-ROM, and a hard copy is available from the Godwin Laboratory
[123].
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XRF measurements from ODP 171B, Site 1052, Hole F
Leg Site Hole Core Sec cm mbsf K Ca Ti Mn Fe Cu Sr

[counts per second]
171B 1052 F 1H 1 24 0.24 132 4715 23 14 541 16 96
171B 1052 F 1H 1 80 0.80 143 7515 14 28 671 20 59
171B 1052 F 1H 1 88 0.88 229 12241 3 63 678 75 72
171B 1052 F 1H 1 96 0.96 217 10900 7 45 578 74 64
171B 1052 F 1H 1 104 1.04 215 9970 6 57 528 64 46
171B 1052 F 1H 1 112 1.12 192 9381 7 26 613 67 67
171B 1052 F 1H 1 120 1.20 166 7633 6 24 520 57 58
171B 1052 F 1H 1 128 1.28 201 8560 6 46 541 76 53
171B 1052 F 1H 1 136 1.36 187 9000 6 45 595 55 63
171B 1052 F 1H 1 144 1.44 190 8940 12 72 644 48 67
171B 1052 F 1H 1 148 1.48 233 10463 3 47 678 45 66
171B 1052 F 1H 2 4 1.54 243 13020 9 54 490 44 70
171B 1052 F 1H 2 8 1.58 219 11655 2 68 453 79 48
171B 1052 F 1H 2 16 1.66 262 11115 4 65 511 73 46
171B 1052 F 1H 2 24 1.74 165 8449 6 52 486 72 60
171B 1052 F 1H 2 32 1.82 180 8804 6 54 526 63 54
171B 1052 F 1H 2 40 1.90 178 8938 0 35 380 42 47
171B 1052 F 1H 2 48 1.98 132 6964 3 26 305 67 43
171B 1052 F 1H 2 56 2.06 226 11576 0 76 450 84 57
171B 1052 F 1H 2 64 2.14 192 8690 0 84 424 61 55

· · ·
· · ·
· · ·

remaining data of this table can be found on the enclosed CD-ROM
· · ·
· · ·
· · ·

171B 1052 F 13H 2 16 111.16 125 8890 3 9 219 14 66
171B 1052 F 13H 2 24 111.24 147 9646 6 19 233 0 77
171B 1052 F 13H 2 32 111.32 137 9724 3 15 223 18 70
171B 1052 F 13H 2 40 111.40 130 10037 0 29 2.10 21 71
171B 1052 F 13H 2 48 111.48 126 9792 0 16 215 20 63
171B 1052 F 13H 2 56 111.56 131 9790 4 16 227 15 60
171B 1052 F 13H 2 64 111.64 165 10386 4 20 230 14 69
171B 1052 F 13H 2 72 111.72 159 10268 0 34 280 14 65
171B 1052 F 13H 2 80 111.80 153 10987 0 29 318 10 69
171B 1052 F 13H 2 88 111.88 116 8737 4 10 235 8 70
171B 1052 F 13H 2 96 111.96 132 9904 2 37 239 11 74
171B 1052 F 13H 2 104 112.04 115 10458 3 25 274 19 57
171B 1052 F 13H 2 112 112.12 151 10888 3 28 286 17 80
171B 1052 F 13H 2 120 112.20 120 10119 5 31 273 11 79
171B 1052 F 13H 2 128 112.28 149 10217 3 30 263 10 78
171B 1052 F 13H 2 136 112.36 144 9229 4 16 211 6 80
171B 1052 F 13H 2 144 112.44 128 10837 9 36 316 10 60

Table A.4: XRF measurements from Leg 171B, Site 1052, Hole F. The data set is too large
to be included as hard copy. The remainder of the data can be found on the
enclosed CD-ROM, and a hard copy is available from the Godwin Laboratory
[123].



Appendix B

Mapping tables for ODP 171B-1052
(mbsf to rmcd; rmcd to age)



Appendix B: Mapping tables for ODP 171B-1052 (mbsf to rmcd; rmcd to age) 235

Mapping pairs from mbsf to rmcd, Leg 171B, Site 1052, Hole A
core mbsf rmcd core mbsf rmcd core mbsf rmcd

2 3.53 4.98 7 51.23 57.96 12 98.73 105.71
2 5.03 6.69 7 52.37 58.61 12 99.32 106.29
2 5.24 6.85 7 58.43 64.67 12 106.17 113.14
2 7.06 9.14 7 59.29 65.55 12 106.91 113.70
2 8.00 10.72 7 61.07 66.60 12 108.20 114.52
2 9.60 12.06
2 10.88 13.63 8 60.73 66.66 13 108.23 114.60
2 11.92 15.00 8 61.17 67.12 13 108.45 114.90

8 65.52 71.47 13 114.11 120.56
3 13.23 17.21 8 67.28 73.11 13 114.47 120.74
3 15.65 18.94 8 67.56 73.56 13 116.52 123.04
3 17.79 20.32 8 68.54 74.67 13 117.31 124.20
3 18.74 21.56 8 69.36 75.61 13 117.84 124.52
3 20.48 23.78 8 70.33 76.46
3 21.82 24.53 14 117.73 124.70
3 22.60 25.34 9 70.23 76.63 14 119.07 125.75

9 70.95 77.00 14 127.57 134.25
4 22.74 26.58 9 71.51 77.60
4 23.82 27.12 9 72.11 78.05 15 127.23 134.25
4 26.10 29.00 9 78.65 84.59 15 129.50 136.52
4 28.73 31.77 9 79.80 85.71
4 29.70 33.20 16 129.73 136.52
4 32.00 35.42 10 79.73 85.94 16 134.83 141.62
4 32.55 35.74 10 80.58 86.66

10 81.63 87.53
5 32.23 37.11 10 87.05 92.95
5 33.77 39.39 10 88.31 94.50
5 41.25 46.87 10 89.31 95.00
5 41.93 47.41

6 41.74 48.26 11 89.23 95.29
6 43.40 49.95 11 91.22 97.46
6 48.89 55.44 11 95.99 102.23
6 49.77 56.20 11 97.75 103.74
6 51.38 57.94 11 99.04 104.72

Table B.1: Mapping pairs from mbsf to rmcd for Site 1052, Hole A. Consecutive bold
figures indicate that these points define the splice path, i.e. the depth of data
between these points are not compressed or expanded. These data are also
available in electronic form from the enclosed CD-ROM, and a hard copy is
available from the Godwin Laboratory [123].
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Mapping pairs from mbsf to rmcd, Leg 171B, Site 1052, Hole B
core mbsf rmcd core mbsf rmcd core mbsf rmcd

2 5.03 6.89 6 43.03 48.85 11 81.53 88.85
2 5.92 7.76 6 45.14 50.90 11 82.69 90.13
2 8.88 10.72 6 45.86 51.60 11 83.32 90.75
2 10.54 12.54 6 47.04 52.53 11 84.28 91.55
2 11.67 13.62 6 48.69 54.10 11 86.08 92.95
2 13.62 16.15 6 49.47 54.85 11 90.59 97.46
2 14.82 17.39 6 50.11 55.50 11 91.22 97.88

6 50.80 56.20
3 14.53 17.43 6 51.02 56.25 12 91.03 98.68
3 15.38 18.94 6 52.31 57.24 12 94.50 102.23
3 16.55 20.32 12 98.56 106.29
3 17.86 21.45 7 52.53 58.18 12 99.09 106.90
3 21.63 25.22 7 54.59 60.37 12 99.60 107.28
3 23.76 27.35 7 56.97 62.45
3 24.34 27.73 7 57.51 63.47 13 100.53 108.66

7 58.59 64.67 13 101.94 110.41
4 24.03 28.25 7 61.04 67.12 13 104.89 113.14
4 25.27 29.16 7 61.91 67.82 13 106.65 114.90
4 27.83 31.72 13 109.26 116.28
4 31.46 35.42 8 62.04 68.77
4 33.70 37.30 8 62.38 68.94 14 110.03 116.92

14 111.39 118.09
5 33.53 37.35 9 62.53 69.51 14 113.17 120.56
5 33.80 37.49 9 64.45 71.47 14 118.36 125.75
5 35.70 39.39 9 71.03 78.05 14 119.66 127.17
5 35.88 39.47 9 71.53 78.50
5 37.06 40.97 9 71.92 78.69
5 37.96 42.09
5 38.23 42.81 10 72.03 79.17
5 39.09 44.24 10 73.35 80.38
5 40.71 46.04 10 77.99 84.59
5 43.30 48.55 10 80.93 87.53

10 81.70 88.38

Table B.2: Mapping pairs from mbsf to rmcd for Site 1052, Hole B. Consecutive bold
figures indicate that these points define the splice path, i.e. the depth of data
between these points are not compressed or expanded. These data are also
available in electronic form from the enclosed CD-ROM, and a hard copy is
available from the Godwin Laboratory [123].
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Mapping pairs from mbsf to rmcd
Leg 171B, Site 1052, Holes C (left) and D (right)
core mbsf rmcd core mbsf rmcd

2 9.53 12.10 1 0.02 0.00
2 9.81 12.54 1 0.76 0.60
2 10.38 13.63 1 1.47 1.45
2 18.20 21.45 1 2.61 2.85
2 19.36 22.34 1 4.80 5.00

1 9.47 9.04

2 9.53 6.47
2 12.36 9.30
2 13.70 10.77
2 16.19 13.85
2 17.27 15.10
2 17.67 16.23
2 18.43 17.16

Table B.3: Mapping pairs from mbsf to rmcd for Site 1052, Holes C and D. Consecutive
bold figures indicate that these points define the splice path, i.e. the depth
of data between these points are not compressed or expanded. These data
are also available in electronic form from the enclosed CD-ROM, and a hard
copy is available from the Godwin Laboratory [123].
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Mapping pairs from mbsf to rmcd, Leg 171B, Site 1052, Hole F
core mbsf rmcd core mbsf rmcd core mbsf rmcd

1 0.04 0.04 7 57.04 62.05 12 100.04 103.99
1 7.76 7.76 7 58.15 63.45 12 102.35 106.30
1 9.33 8.42 7 58.60 63.85 12 103.05 107.01

7 59.15 64.69 12 103.73 107.84
2 9.54 8.74 7 61.05 66.03 12 104.59 108.74
2 11.24 10.72 7 62.40 67.10 12 105.65 109.65
2 14.15 13.63 7 62.75 67.70 12 106.04 110.28
2 16.30 16.38 7 63.27 68.28 12 107.54 111.71
2 19.42 19.87 12 107.90 112.30

8 66.54 70.12 12 109.05 113.17
3 19.04 20.32 8 67.14 70.53 12 109.74 113.86
3 20.20 21.57 8 67.54 71.05
3 22.70 23.52 8 70.32 73.65 13 109.54 113.86
3 24.46 25.22 8 73.84 76.85 13 110.22 114.65
3 28.40 29.16 8 75.26 78.52 13 110.50 114.75
3 29.10 30.07 8 76.19 79.64 13 110.95 115.30

13 111.63 115.60
4 28.54 30.61 9 76.04 79.66 13 112.35 116.10
4 29.78 31.72 9 81.69 83.62 13 112.70 116.30
4 35.55 37.49 13 113.85 117.63
4 36.32 38.31 10 81.04 84.76 13 114.25 117.93
4 38.40 39.64 10 81.68 85.35 13 114.40 118.10

10 82.80 86.65 13 114.99 118.98
5 38.04 40.60 10 84.85 88.40 13 115.15 119.15
5 41.72 44.20 10 86.51 90.17 13 115.45 119.50
5 43.79 46.87 10 87.17 90.75 13 117.10 120.73
5 46.87 49.95 10 88.10 91.57 13 118.69 122.41
5 47.96 50.79 10 90.36 93.77 13 119.24 122.79

13 119.29 123.04
6 47.54 50.94 11 90.54 94.05
6 48.06 51.49 11 90.70 94.48 14 119.04 123.37
6 49.17 52.53 11 91.47 95.15 14 121.74 126.07
6 51.38 54.10 11 92.20 96.00 14 122.62 126.65
6 52.85 55.44 11 93.31 97.22 14 123.13 126.87
6 56.02 58.61 11 93.70 97.69 14 123.87 127.65
6 57.26 59.87 11 94.10 98.20 14 124.35 128.45

11 95.04 98.50 14 125.10 129.15
11 96.29 99.57 14 126.60 131.03
11 97.80 100.84 14 127.15 131.65
11 97.90 100.99 14 127.60 132.08
11 98.57 102.07 14 127.79 132.33
11 98.97 102.49 14 128.30 132.70
11 99.55 103.14 14 128.35 132.75
11 99.75 103.26

Table B.4: Mapping pairs from mbsf to rmcd for Site 1052, Hole F. Consecutive bold
figures indicate that these points define the splice path, i.e. the depth of data
between these points are not compressed or expanded. These data are also
available in electronic form from the enclosed CD-ROM, and a hard copy is
available from the Godwin Laboratory [123].
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Mapping pairs from rmcd to age, Leg 171B, Site 1052
rmcd age [Ma] rmcd age [Ma] rmcd age [Ma] rmcd age [Ma]

1.60 34.875 47.15 36.288 80.65 37.367 109.65 38.248
2.00 34.892 48.50 36.338 81.35 37.389 111.65 38.317
3.85 34.933 49.65 36.377 82.05 37.409 113.65 38.380
5.90 35.007 51.30 36.437 83.60 37.451 114.55 38.426
7.75 35.070 52.50 36.471 84.50 37.479 114.60 39.031
9.20 35.109 54.10 36.513 86.65 37.565 116.30 39.078

10.65 35.146 55.05 36.551 87.70 37.597 117.20 39.097
12.00 35.185 57.70 36.614 88.45 37.621 119.00 39.135
13.65 35.239 60.05 36.686 88.95 37.639 120.75 39.209
15.40 35.291 60.55 36.706 89.85 37.669 121.55 39.248
16.70 35.333 61.15 36.728 90.40 37.691 123.10 39.288
18.95 35.392 61.85 36.763 91.20 37.713 124.60 39.337
21.10 35.454 62.45 36.790 91.85 37.738 125.45 39.359
22.35 35.496 63.45 36.825 92.40 37.762 126.15 39.379
23.85 35.529 64.40 36.856 93.15 37.784 127.50 39.416
24.95 35.570 64.95 36.879 94.35 37.816 128.45 39.453
26.65 35.622 65.60 36.896 95.65 37.854 129.10 39.470
27.65 35.645 67.05 36.938 97.25 37.896 130.10 39.502
29.30 35.688 67.85 36.957 98.45 37.935 131.00 39.530
32.25 35.758 68.50 36.990 100.05 37.980 131.65 39.568
35.35 35.849 69.00 37.010 102.65 38.046 133.25 39.619
36.80 35.903 70.85 37.083 103.35 38.066 135.10 39.661
38.30 35.966 74.05 37.162 104.05 38.086 136.55 39.732
41.25 36.042 75.90 37.234 104.80 38.111 138.05 39.774
43.55 36.128 77.05 37.274 105.70 38.135 138.70 39.797
45.25 36.197 78.40 37.305 107.40 38.179 141.05 39.888
46.35 36.240 80.05 37.347 108.25 38.199

Table B.5: Mapping pairs from rmcd to astronomically calibrated age for Site 1052. Ages
were linearly interpolated between these tie points. These data are also avail-
able in electronic form from the enclosed CD-ROM, and a hard copy is avail-
able from the Godwin Laboratory [123].
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Colour reflectance and XRF data
(stacked and interpolated)

depth [rmcd] L* a* b* XRF Ca/Fe
0.05 53.32 0.73 6.80 -
0.10 50.58 2.40 9.49 -
0.15 51.78 2.61 10.18 -
0.20 47.05 1.25 8.01 -
0.25 51.95 3.14 11.33 -
0.30 54.48 3.94 12.88 -
0.35 55.48 3.72 12.92 -
0.40 56.35 3.38 12.79 -
0.45 57.22 3.04 12.66 -
0.50 58.08 2.70 12.53 -
0.55 58.95 2.36 12.40 -
0.60 59.82 2.02 12.27 -
0.65 60.69 1.68 12.14 -
0.70 61.55 1.34 12.01 -
0.75 62.42 1.00 11.88 -
0.80 63.29 0.66 11.75 12.59
0.85 65.87 0.30 11.75 16.23
0.90 76.96 -0.12 12.43 18.01
0.95 79.28 -0.24 12.72 18.76
1.00 79.57 -0.44 12.75 18.86
1.05 80.10 -0.44 12.81 18.42
1.10 80.39 -0.35 13.06 15.87
1.15 81.10 -0.43 13.36 15.18

· · ·
· · ·
· · ·

116.05 76.04 -3.15 4.25 36.30
116.10 75.64 -3.21 4.23 40.02
116.15 75.89 -3.32 4.19 38.57
116.20 75.66 -3.30 4.11 39.29
116.25 74.95 -3.23 3.95 36.86
116.30 74.13 -3.20 4.10 -
116.35 74.52 -3.24 4.41 -
116.40 75.15 -3.15 4.39 -
116.45 75.48 -3.05 4.36 -

· · ·
· · ·

remaining data of this table can be found on the enclosed CD-ROM
· · ·
· · ·

141.50 78.03 -1.61 2.53 -
141.55 77.12 -1.51 2.61 -
141.60 75.28 -1.31 2.72 -

Table C.1: Interpolated and stacked XRF and colour measurements from Leg 171B, Site
1052. The data set is too large to be included as hard copy. The remainder of
the data can be found on the enclosed CD-ROM, and a hard copy is available
from the Godwin Laboratory [123].
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Benthic stable isotope measurements Site 1052, Hole A
Sample Hole Core Sec top bot. mbsf rmcd age Species δ18O δ13C

cm cm [Ma] (VPDB) (VPDB)
M98/2841 ODP1052A 8H 1 113 116 61.87 67.82 36.956 CIBEO 1.075 0.961
M98/2842 ODP1052A 8H 1 123 126 61.97 67.92 36.961 CIBEO 0.803 1.210
M98/2843 ODP1052A 8H 1 133 136 62.07 68.02 36.966 CIBEO 0.969 1.397
M98/2844 ODP1052A 8H 1 143 146 62.17 68.12 36.971 CIBEO 0.728 1.146
M98/2845 ODP1052A 8H 2 3 6 62.27 68.22 36.976 CIBEO 0.945 1.314
M98/2847 ODP1052A 8H 2 13 16 62.37 68.32 36.981 CIBEO 1.009 1.352
M98/2848 ODP1052A 8H 2 23 26 62.47 68.42 36.986 CIBEO 0.977 1.314
M98/2849 ODP1052A 8H 2 33 36 62.57 68.52 36.991 CIBEO 0.745 1.144
M98/2850 ODP1052A 8H 2 43 46 62.67 68.62 36.995 CIBEO 0.284 1.003
M98/2851 ODP1052A 8H 2 53 56 62.77 68.72 36.999 CIBEO 0.874 1.306
M98/2854 ODP1052A 8H 2 83 86 63.07 69.02 37.011 CIBEO 0.866 1.169
M98/2855 ODP1052A 8H 2 93 96 63.17 69.12 37.015 CIBEO 0.883 1.194
M98/2856 ODP1052A 8H 2 103 106 63.27 69.22 37.019 CIBEO 0.801 1.254
M98/2857 ODP1052A 8H 2 113 116 63.37 69.32 37.023 CIBEO 0.978 1.124
M98/2858 ODP1052A 8H 2 133 136 63.57 69.52 37.031 CIBEO 0.756 1.168
M98/2859 ODP1052A 8H 2 143 146 63.67 69.62 37.035 CIBEO 0.843 1.308
M98/2860 ODP1052A 8H 3 3 6 63.77 69.72 37.039 CIBEO 0.880 1.311
M98/2861 ODP1052A 8H 3 13 16 63.87 69.82 37.043 CIBEO 0.942 1.235
M98/2862 ODP1052A 8H 3 23 26 63.97 69.92 37.046 CIBEO 0.979 1.313
M98/2863 ODP1052A 8H 3 33 36 64.07 70.02 37.050 CIBEO 0.897 1.245
M98/2864 ODP1052A 8H 3 43 46 64.17 70.12 37.054 CIBEO 0.934 1.194
M98/2865 ODP1052A 8H 3 54 57 64.28 70.23 37.059 CIBEO 0.911 1.242
M98/2866 ODP1052A 8H 3 63 66 64.37 70.32 37.062 CIBEO 0.690 1.168
M98/2867 ODP1052A 8H 3 73 76 64.47 70.42 37.066 CIBEO 0.886 1.059
M98/2868 ODP1052A 8H 3 103 106 64.77 70.72 37.078 CIBEO 0.933 1.254

Table D.1: Benthic foraminiferal stable isotope measurements, Site 1052, Hole A. Iso-
tope values are given as permil values relative to the VPDB standard. The
first column gives the Godwin laboratory sample code: Codes beginning
with “S” were measured using a VG Prism machine, “M” represents a VG Sira
machine. The species code represents the genus and species, e.g. CIBEO
represents Cibicidoides eoceanus, and NUTT stands for Nuttalides truempyi.
These data are also available in electronic form from the enclosed CD-ROM,
and a hard copy is available from the Godwin Laboratory [123].



Appendix D: Stable isotope measurements from ODP 171B-1052 244

Benthic stable isotope measurements Site 1052, Hole B
Sample Hole Core Sec top bot. mbsf rmcd age Species δ18O δ13C

cm cm [Ma] (VPDB) (VPDB)
M98/3231 ODP1052B 4H 2 33 36 25.98 29.87 35.702 CIBPM 0.532 1.376

M98/3237 ODP1052B 4H 2 63 66 26.28 30.17 35.709 CIBMIC 0.380 1.244
M98/3238 ODP1052B 4H 2 73 76 26.38 30.27 35.711 CIBEO 0.513 1.274
M98/3239 ODP1052B 4H 2 83 86 26.48 30.37 35.714 CIBEO 0.715 1.334
M98/3241 ODP1052B 4H 2 93 96 26.58 30.47 35.716 CIBEO 0.398 1.257
M98/3243 ODP1052B 4H 2 103 106 26.68 30.57 35.718 CIBEO 0.294 1.062
M98/3244 ODP1052B 4H 2 113 116 26.78 30.67 35.721 CIBEO 0.606 1.417
M98/3245 ODP1052B 4H 2 123 126 26.88 30.77 35.723 CIBEO 0.310 1.087
M98/3242 ODP1052B 4H 3 3 6 27.18 31.07 35.730 CIBEO 0.241 1.190

M98/0918 ODP1052B 5H 2 33 35 35.37 39.06 35.986 CIBMEX 0.804 1.628
M98/0922 ODP1052B 5H 2 43 46 35.47 39.16 35.988 CIBEO 0.756 1.582
M98/0925 ODP1052B 5H 2 63 66 35.67 39.36 35.993 CIBEO 0.868 1.510
M98/0927 ODP1052B 5H 2 73 76 35.77 39.42 35.995 CIBEO 0.793 1.555
M98/0931 ODP1052B 5H 2 93 96 35.97 39.58 35.999 CIBEO 0.757 1.451

M98/0936 ODP1052B 5H 2 113 116 36.17 39.84 36.006 CIBEO 0.774 1.522
M98/0937 ODP1052B 5H 2 123 126 36.27 39.97 36.009 CIBEO 0.841 1.600
M98/0940 ODP1052B 5H 2 133 136 36.37 40.09 36.012 CIBPM 0.834 1.456
M98/0942 ODP1052B 5H 2 143 146 36.47 40.22 36.015 CIBPM 1.013 1.623
M98/0945 ODP1052B 5H 3 13 16 36.67 40.47 36.022 CIBEO 0.636 1.214
M98/0949 ODP1052B 5H 3 33 36 36.87 40.73 36.029 CIBEO 0.616 1.322

· · ·
· · ·
· · ·

remaining data of this table can be found on the enclosed CD-ROM
· · ·
· · ·
· · ·

M01/2280 ODP1052B 10H 5 53 56 78.53 85.13 37.504 NUTT 0.703 0.940
M01/2281 ODP1052B 10H 5 63 66 78.63 85.23 37.508 NUTT 0.687 0.944
M01/2282 ODP1052B 10H 5 73 76 78.73 85.33 37.512 NUTT 0.652 0.882
M01/2283 ODP1052B 10H 5 83 86 78.83 85.43 37.516 NUTT 0.766 0.922
M01/2284 ODP1052B 10H 5 93 96 78.93 85.53 37.520 NUTT 0.721 1.011
M01/2286 ODP1052B 10H 5 113 116 79.13 85.73 37.528 NUTT 0.711 0.895
M01/2287 ODP1052B 10H 5 123 126 79.23 85.83 37.532 NUTT 0.735 0.896
M01/2288 ODP1052B 10H 5 133 136 79.33 85.93 37.536 NUTT 0.810 0.883
M01/2289 ODP1052B 10H 5 143 146 79.43 86.03 37.540 NUTT 0.775 0.982
S01/0641 ODP1052B 10H 6 3 6 79.53 86.13 37.544 NUTT 0.721 1.105
S01/0642 ODP1052B 10H 6 13 16 79.63 86.23 37.548 NUTT 0.779 0.931
S01/0643 ODP1052B 10H 6 23 26 79.73 86.33 37.552 NUTT 0.817 0.962
S01/0644 ODP1052B 10H 6 33 36 79.83 86.43 37.556 NUTT 0.835 0.940
S01/0645 ODP1052B 10H 6 43 46 79.93 86.53 37.560 NUTT 0.783 0.877
S01/0646 ODP1052B 10H 6 53 56 80.03 86.63 37.564 NUTT 0.762 0.909
S01/0647 ODP1052B 10H 6 63 66 80.13 86.73 37.568 NUTT 0.850 0.991
S01/0648 ODP1052B 10H 6 73 76 80.23 86.83 37.571 NUTT 0.878 1.044
S01/0649 ODP1052B 10H 6 83 86 80.33 86.93 37.574 NUTT 0.886 0.936
S01/0650 ODP1052B 10H 6 93 96 80.43 87.03 37.577 NUTT 0.874 0.989
S01/0651 ODP1052B 10H 6 103 106 80.53 87.13 37.580 NUTT 0.938 1.018
S01/0652 ODP1052B 10H 6 113 116 80.63 87.23 37.583 NUTT 0.846 1.010
S01/0653 ODP1052B 10H 6 123 126 80.73 87.33 37.586 NUTT 0.734 0.907

Table D.2: Benthic foraminiferal stable isotope measurements, Site 1052, Hole B. The
data set is too large to be included as hard copy. The remainder of the data
can be found on the enclosed CD-ROM, and a hard copy is available from
the Godwin Laboratory [123].
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Benthic stable isotope measurements Site 1052, Hole F
Sample Hole Core Sec top bot. mbsf rmcd age Species δ18O δ13C

cm cm [Ma] (VPDB) (VPDB)
M98/3457 ODP1052F 1H 1 84 86 1.08 1.08 34.853 CIBEO 1.062 1.222

M98/3460 ODP1052F 1H 1 104 106 1.28 1.28 34.861 CIBEO 0.932 1.443
M98/3462 ODP1052F 1H 1 124 126 1.48 1.48 34.870 CIBEO 1.217 1.009
M98/4041 ODP1052F 1H 1 144 146 1.68 1.68 34.878 CIBEO 1.219 1.443
M98/4043 ODP1052F 1H 2 14 16 1.88 1.88 34.887 CIBEO 1.741 1.323
M98/4044 ODP1052F 1H 2 24 26 1.98 1.98 34.891 CIBEO 1.175 1.515

M98/4047 ODP1052F 1H 2 54 56 2.28 2.28 34.898 CIBEO 1.101 1.353

M98/4051 ODP1052F 1H 2 84 86 2.58 2.58 34.905 CIBEO 1.282 1.305
M98/4052 ODP1052F 1H 2 94 96 2.68 2.68 34.907 CIBEO 1.393 1.507
M98/4053 ODP1052F 1H 2 104 106 2.78 2.78 34.909 CIBEO 0.987 1.437
M98/4056 ODP1052F 1H 2 124 126 2.98 2.98 34.914 CIBEO 0.893 1.511
M98/4057 ODP1052F 1H 2 134 136 3.08 3.08 34.916 CIBEO 1.064 1.539

M98/4063 ODP1052F 1H 3 34 36 3.58 3.58 34.927 CIBEO 1.010 1.697
M98/4066 ODP1052F 1H 3 44 46 3.68 3.68 34.929 CIBEO 1.036 1.617
M98/4069 ODP1052F 1H 3 54 56 3.78 3.78 34.931 CIBEO 1.451 1.577
M98/4070 ODP1052F 1H 3 64 66 3.88 3.88 34.934 CIBEO 0.815 1.611
M98/4111 ODP1052F 1H 3 74 76 3.98 3.98 34.938 CIBEO 0.969 1.711
M98/4113 ODP1052F 1H 3 84 86 4.08 4.08 34.941 CIBEO 0.970 1.610
M98/4114 ODP1052F 1H 3 94 96 4.18 4.18 34.945 CIBEO 1.016 1.707

· · ·
· · ·
· · ·

remaining data of this table can be found on the enclosed CD-ROM
· · ·
· · ·
· · ·

S01/0677 ODP1052F 10H 4 13 16 85.63 89.23 37.648 NUTT 0.876 1.095
S01/0678 ODP1052F 10H 4 23 26 85.73 89.34 37.652 NUTT 1.141 1.195
S01/0679 ODP1052F 10H 4 33 36 85.83 89.44 37.655 NUTT 0.877 1.003
S01/0680 ODP1052F 10H 4 43 46 85.93 89.55 37.659 NUTT 1.062 1.021
S01/0681 ODP1052F 10H 4 53 56 86.03 89.66 37.663 NUTT 0.658 1.009
S01/0682 ODP1052F 10H 4 63 66 86.13 89.76 37.666 NUTT 1.172 1.016
S01/0683 ODP1052F 10H 4 83 86 86.33 89.98 37.674 NUTT 0.908 0.974
S01/0684 ODP1052F 10H 4 93 96 86.43 90.08 37.678 NUTT 1.013 0.983
S01/0685 ODP1052F 10H 4 103 106 86.53 90.19 37.683 NUTT 0.888 0.926
S01/0686 ODP1052F 10H 4 113 116 86.63 90.28 37.686 NUTT 0.774 0.868
S01/0687 ODP1052F 10H 4 123 126 86.73 90.36 37.690 NUTT 0.819 0.965
S01/0688 ODP1052F 10H 4 133 136 86.83 90.45 37.692 NUTT 0.974 1.176
S01/0689 ODP1052F 10H 4 143 146 86.93 90.54 37.695 NUTT 0.779 1.025
S01/0690 ODP1052F 10H 5 3 6 87.03 90.63 37.697 NUTT 0.815 1.036
S01/0691 ODP1052F 10H 5 13 16 87.13 90.71 37.700 NUTT 0.990 1.081
S01/0692 ODP1052F 10H 5 23 26 87.23 90.80 37.702 NUTT 0.935 1.021
S01/0693 ODP1052F 10H 5 33 36 87.33 90.89 37.705 NUTT 0.791 1.156
S01/0694 ODP1052F 10H 5 43 46 87.43 90.98 37.707 NUTT 1.036 1.022
S01/0791 ODP1052F 10H 5 53 56 87.53 91.07 37.709 NUTT 0.777 0.964
S01/0696 ODP1052F 10H 5 63 66 87.63 91.16 37.712 NUTT 1.296 0.986
S01/0697 ODP1052F 10H 5 73 76 87.73 91.24 37.715 NUTT 1.031 1.094
S01/0698 ODP1052F 10H 5 83 86 87.83 91.33 37.718 NUTT 0.795 0.934

Table D.3: Benthic foraminiferal stable isotope measurements, Site 1052, Hole F. The
data set is too large to be included as hard copy. The remainder of the data
can be found on the enclosed CD-ROM, and a hard copy is available from
the Godwin Laboratory [123].



Appendix D: Stable isotope measurements from ODP 171B-1052 246

Stable isotope bulk sediment measurements Site 1052, Hole B
Sample Hole Core Sec cm mbsf rmcd age δ18O δ13C

[Ma] (VPDB) (VPDB)
S98/0071 ODP1052F 4H 1 63 24.78 28.80 35.675 0.371 1.997
S98/0281 ODP1052B 5H 2 33 35.37 39.06 35.986 0.493 1.978
S98/0282 ODP1052B 5H 2 43 35.47 39.16 35.988 0.045 1.964
S98/0283 ODP1052B 5H 2 53 35.57 39.26 35.991 0.376 2.041
S98/0284 ODP1052B 5H 2 63 35.67 39.36 35.993 0.418 2.021
S98/0285 ODP1052B 5H 2 73 35.77 39.42 35.995 0.389 1.789
S98/0286 ODP1052B 5H 2 83 35.87 39.47 35.996 0.430 1.951
S98/0287 ODP1052B 5H 2 93 35.97 39.58 35.999 0.212 1.972
S98/0288 ODP1052B 5H 2 103 36.07 39.71 36.002 0.303 1.886
S98/0289 ODP1052B 5H 2 113 36.17 39.84 36.006 -0.005 1.942
S98/0290 ODP1052B 5H 2 123 36.27 39.97 36.009 0.446 1.972
S98/0291 ODP1052B 5H 2 133 36.37 40.09 36.012 -0.163 2.049
S98/0292 ODP1052B 5H 2 143 36.47 40.22 36.015 0.329 2.013
S98/0293 ODP1052B 5H 3 3 36.57 40.35 36.019 0.670 1.930
S98/0294 ODP1052B 5H 3 13 36.67 40.47 36.022 0.332 1.890
S98/0295 ODP1052B 5H 3 23 36.77 40.60 36.025 0.443 1.921
S98/0296 ODP1052B 5H 3 33 36.87 40.73 36.029 0.540 2.006
S98/0297 ODP1052B 5H 3 43 36.97 40.86 36.032 0.641 2.048
S98/0298 ODP1052B 5H 3 53 37.07 40.98 36.035 0.493 2.046
S98/0299 ODP1052B 5H 3 63 37.17 41.11 36.038 0.244 2.025
S98/0300 ODP1052B 5H 3 73 37.27 41.23 36.042 0.076 2.065
S98/0301 ODP1052B 5H 3 83 37.37 41.36 36.046 0.567 2.094
S98/0302 ODP1052B 5H 3 93 37.47 41.48 36.051 0.438 2.069
S98/0303 ODP1052B 5H 3 103 37.57 41.60 36.055 0.540 2.090
S98/0304 ODP1052B 5H 3 113 37.67 41.73 36.060 0.361 2.002
S98/0305 ODP1052B 5H 3 123 37.77 41.85 36.065 0.603 2.039
S98/0306 ODP1052B 5H 3 133 37.87 41.98 36.069 0.184 2.110
S98/0307 ODP1052B 5H 3 143 37.97 42.12 36.074 0.035 2.032
S98/0311 ODP1052B 6H 1 73 43.77 49.57 36.374 0.590 1.893
S98/0312 ODP1052B 6H 1 83 43.87 49.66 36.378 0.541 1.873
S98/0313 ODP1052B 6H 1 93 43.97 49.76 36.381 0.752 1.845
S98/0314 ODP1052B 6H 1 103 44.07 49.86 36.385 0.643 1.828
S98/0315 ODP1052B 6H 1 113 44.17 49.96 36.388 0.484 1.738
S98/0316 ODP1052B 6H 1 123 44.27 50.05 36.392 0.925 1.798
S98/0317 ODP1052B 6H 1 133 44.37 50.15 36.395 0.545 1.736
S98/0318 ODP1052B 6H 1 143 44.47 50.25 36.399 0.686 1.743
S98/0319 ODP1052B 6H 2 3 44.57 50.35 36.402 0.427 1.709
S98/0320 ODP1052B 6H 2 13 44.67 50.45 36.406 0.488 1.815
S98/0321 ODP1052B 6H 2 23 44.77 50.54 36.409 0.899 1.823
S98/0322 ODP1052B 6H 2 33 44.87 50.64 36.413 0.570 1.717
S98/0323 ODP1052B 6H 2 43 44.97 50.74 36.417 0.531 1.793
S98/0324 ODP1052B 6H 2 53 45.07 50.84 36.420 0.405 1.693
S98/0325 ODP1052B 6H 2 63 45.17 50.93 36.424 0.466 1.745
S98/0326 ODP1052B 6H 2 73 45.27 51.03 36.427 0.667 1.738
S98/0327 ODP1052B 6H 2 83 45.37 51.13 36.431 0.688 1.727
S98/0328 ODP1052B 6H 2 93 45.47 51.22 36.434 0.749 1.747
S98/0329 ODP1052B 6H 2 103 45.57 51.32 36.438 0.439 1.747
S98/0330 ODP1052B 6H 2 113 45.67 51.42 36.440 0.430 1.727
S98/0331 ODP1052B 6H 2 123 45.77 51.52 36.443 0.711 1.707
S98/0332 ODP1052B 6H 2 133 45.87 51.61 36.446 0.612 1.722
S98/0333 ODP1052B 6H 2 143 45.97 51.69 36.448 0.673 1.699

Table D.4: Stable isotope bulk sediment measurements, Site 1052, Hole B. The data are
also available in electronic form from the enclosed CD-ROM, and a hard
copy is available from the Godwin Laboratory [123].
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Stable isotope bulk sediment measurements Site 1052, Hole F
Sample Hole Core Sec cm mbsf rmcd age δ18O δ13C

[Ma] (VPDB) (VPDB)
C99/0001 ODP1052F 4H 1 63 29.21 31.21 35.733 0.530 1.930
C99/0041 ODP1052F 4H 1 63 29.21 31.21 35.733 0.480 1.890
C99/0081 ODP1052F 4H 1 63 29.21 31.21 35.733 0.350 1.950
S98/0071 ODP1052F 4H 1 63 29.21 31.21 35.733 0.371 1.997
S98/0101 ODP1052F 4H 1 63 29.21 31.21 35.733 0.647 2.001
C99/0002 ODP1052F 4H 1 73 29.31 31.30 35.735 0.940 2.030
C99/0042 ODP1052F 4H 1 73 29.31 31.30 35.735 0.790 1.980
C99/0082 ODP1052F 4H 1 73 29.31 31.30 35.735 0.660 1.980
S98/0072 ODP1052F 4H 1 73 29.31 31.30 35.735 0.384 2.018
S98/0102 ODP1052F 4H 1 73 29.31 31.30 35.735 0.350 2.022
C99/0003 ODP1052F 4H 1 83 29.41 31.39 35.738 0.940 2.070
C99/0043 ODP1052F 4H 1 83 29.41 31.39 35.738 0.740 1.990
C99/0083 ODP1052F 4H 1 83 29.41 31.39 35.738 0.610 2.010
S98/0073 ODP1052F 4H 1 83 29.41 31.39 35.738 0.437 2.071
S98/0103 ODP1052F 4H 1 83 29.41 31.39 35.738 0.403 2.011
C99/0004 ODP1052F 4H 1 93 29.51 31.48 35.740 0.870 2.120
C99/0044 ODP1052F 4H 1 93 29.51 31.48 35.740 0.940 2.040
C99/0084 ODP1052F 4H 1 93 29.51 31.48 35.740 0.690 2.040
S98/0074 ODP1052F 4H 1 93 29.51 31.48 35.740 0.440 2.071
S98/0104 ODP1052F 4H 1 93 29.51 31.48 35.740 0.386 2.065
C99/0005 ODP1052F 4H 1 103 29.61 31.57 35.742 0.700 2.010
C99/0045 ODP1052F 4H 1 103 29.61 31.57 35.742 0.690 2.010
C99/0085 ODP1052F 4H 1 103 29.61 31.57 35.742 0.720 2.000

· · ·
· · ·
· · ·

remaining data of this table can be found on the enclosed CD-ROM
· · ·
· · ·
· · ·

S98/0258 ODP1052F 6H 5 70 54.24 56.83 36.593 0.703 1.924
S98/0259 ODP1052F 6H 5 80 54.34 56.93 36.596 0.895 1.962
S98/0260 ODP1052F 6H 5 90 54.44 57.03 36.598 0.798 1.903
S98/0261 ODP1052F 6H 5 100 54.54 57.13 36.601 0.580 1.816
S98/0262 ODP1052F 6H 5 110 54.64 57.23 36.603 0.532 1.840
S98/0263 ODP1052F 6H 5 120 54.74 57.33 36.605 0.585 1.851
S98/0264 ODP1052F 6H 5 130 54.84 57.43 36.608 0.727 1.816
S98/0265 ODP1052F 6H 5 140 54.94 57.53 36.610 0.699 1.679
S98/0266 ODP1052F 6H 6 0 55.04 57.63 36.612 0.681 1.720
S98/0267 ODP1052F 6H 6 10 55.14 57.73 36.615 0.714 1.742
S98/0268 ODP1052F 6H 6 20 55.24 57.83 36.618 0.686 1.723
S98/0269 ODP1052F 6H 6 40 55.44 58.03 36.624 0.718 1.756
S98/0270 ODP1052F 6H 6 50 55.54 58.13 36.627 0.701 1.822
S98/0271 ODP1052F 6H 6 60 55.64 58.23 36.630 0.663 1.857
S98/0272 ODP1052F 6H 6 70 55.74 58.33 36.633 0.685 1.815
S98/0273 ODP1052F 6H 6 80 55.84 58.43 36.637 0.588 1.895
S98/0274 ODP1052F 6H 6 90 55.94 58.53 36.640 0.640 1.873
S98/0275 ODP1052F 6H 6 100 56.04 58.63 36.643 0.772 1.860
S98/0276 ODP1052F 6H 6 110 56.14 58.74 36.646 0.775 1.808
S98/0277 ODP1052F 6H 6 120 56.24 58.84 36.649 0.697 1.780
S98/0278 ODP1052F 6H 6 130 56.34 58.94 36.652 0.899 1.850
S98/0279 ODP1052F 6H 6 140 56.44 59.04 36.655 0.472 1.791

Table D.5: Stable isotope bulk sediment measurements, Site 1052, Hole F. The data set
is too large to be included as hard copy. The remainder of the data can be
found on the enclosed CD-ROM, and a hard copy is available from the God-
win Laboratory [123].
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Lightness values from ODP Leg 177, Site 1090, Hole B
interpolated at 2 cm intervals

depth light. depth light. depth light. depth light.
[mbsf] [mbsf] [mbsf] [mbsf]
212.00 102.4 246.52 148.3 281.04 103.5 315.56 136.3
212.02 109.6 246.54 147.3 281.06 110.2 315.58 145.8
212.04 105.2 246.56 151.1 281.08 115.3 315.60 150.7
212.06 99.6 246.58 155.1 281.10 122.9 315.62 154.5
212.08 97.1 246.60 153.4 281.12 133.2 315.64 158.6
212.10 96.8 246.62 149.0 281.14 137.0 315.66 164.6
212.12 100.6 246.64 143.0 281.16 137.0 315.68 161.0
212.14 102.8 246.66 143.0 281.18 138.3 315.70 166.8
212.16 104.8 246.68 136.1 281.20 139.4 315.72 175.2
212.18 105.8 246.70 136.0 281.22 137.8 315.74 172.2
212.20 110.8 246.72 136.7 281.24 135.4 315.76 173.3
212.22 115.2 246.74 139.0 281.26 135.2 315.78 178.8
212.24 122.8 246.76 141.1 281.28 136.6 315.80 182.4
212.26 127.8 246.78 144.0 281.30 136.3 315.82 180.5
212.28 136.8 246.80 145.0 281.32 136.7 315.84 166.0
212.30 139.0 246.82 147.1 281.34 135.6 315.86 165.1
212.32 138.0 246.84 146.1 281.36 139.9 315.88 172.6
212.34 139.6 246.86 148.6 281.38 145.6 315.90 170.5

· · ·
· · ·

remaining data of this table can be found on the enclosed CD-ROM
· · ·
· · ·

246.18 154.6 280.70 138.2 315.22 154.8 349.74 124.6
246.20 145.1 280.72 138.8 315.24 150.5 349.76 125.2
246.22 136.1 280.74 137.3 315.26 141.3 349.78 127.0
246.24 145.6 280.76 123.0 315.28 129.9 349.80 128.3
246.26 126.8 280.78 116.6 315.30 128.1 349.82 136.3
246.28 121.5 280.80 112.6 315.32 129.1 349.84 135.0
246.30 120.5 280.82 109.3 315.34 129.3 349.86 133.6
246.32 126.0 280.84 106.6 315.36 126.9 349.88 133.2
246.34 125.1 280.86 105.8 315.38 127.0 349.90 132.1
246.36 126.3 280.88 105.5 315.40 127.2 349.92 132.6
246.38 128.2 280.90 104.7 315.42 125.9 349.94 139.0
246.40 131.6 280.92 102.8 315.44 127.7 349.96 141.6
246.42 136.8 280.94 100.9 315.46 134.7 349.98 144.6
246.44 138.5 280.96 102.5 315.48 131.8 350.00 146.7
246.46 138.5 280.98 108.4 315.50 136.1
246.48 143.2 281.00 102.6 315.52 131.8
246.50 146.1 281.02 103.3 315.54 131.9

Table E.1: Interpolated colour reflectance data from Leg 177, Site 1090, Hole B. Values
can range from 0 (black) to 255 (white). The data set is too large to be in-
cluded as hard copy. The remainder of the data can be found on the enclosed
CD-ROM, and a hard copy is available from the Godwin Laboratory [123].
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Mapping pairs from mbsf to age, Leg 177, Site 1090, Hole B
mbsf age [Ma] mbsf age [Ma] mbsf age [Ma]

212.02 32.126 246.54 34.487 303.40 36.199
213.92 33.082 246.90 34.509 304.86 36.287
215.04 33.101 247.18 34.529 305.40 36.328
215.82 33.123 248.08 34.578 306.94 36.439
216.42 33.137 248.70 34.621 307.54 36.457
216.98 33.160 249.60 34.658 308.62 36.512
217.68 33.180 249.94 34.676 310.14 36.578
220.58 33.251 250.22 34.693 311.08 36.615
221.20 33.281 251.34 34.733 312.04 36.685
222.48 33.321 253.00 34.830 312.52 36.706
223.44 33.364 254.24 34.883 313.54 36.779
225.74 33.407 254.78 34.903 315.34 36.824
228.06 33.467 256.70 34.925 317.46 36.898
229.20 33.495 258.66 34.949 318.94 36.967
230.28 33.533 263.00 35.007 320.44 37.024
233.98 33.760 266.64 35.106 321.90 37.062
234.76 33.804 269.76 35.185 322.82 37.087
235.60 33.852 274.86 35.280 324.26 37.117
236.10 33.875 278.66 35.373 325.74 37.191
237.52 33.948 279.36 35.407 326.18 37.214
238.42 34.002 280.48 35.451 327.92 37.305
238.86 34.021 281.94 35.529 330.68 37.437
239.52 34.042 282.64 35.570 331.36 37.498
240.26 34.090 285.30 35.646 331.72 37.552
242.56 34.265 286.38 35.685 332.80 37.670
243.20 34.298 288.22 35.756 334.22 37.781
244.06 34.347 289.68 35.811 335.50 38.186
244.64 34.385 291.16 35.849 348.00 39.828
245.62 34.428 293.90 35.911
246.18 34.466 296.56 35.964

Table E.2: Mapping pairs from mbsf to age for Site 1090, Hole B. These data are also
available in electronic form from the enclosed CD-ROM, and a hard copy is
available from the Godwin Laboratory [123].


