
UNIVERSITY OF SOUTHAMPTON
FACULTY OF PHYSICAL SCIENCES AND ENGINEERING

SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE

Design and Optimisation of
User-Centric Visible-Light Networks

by

Xuan Li

B.Eng

A doctoral thesis submitted in partial fulfilment of the

requirements for the award of Doctor of Philosophy

at the University of Southampton

August 2016

SUPERVISOR:

Prof. Lajos Hanzo

FREng, FIEEE, FIEE, DSc, EIC of IEEE Press

Chair of Southampton Wirelss Group

and

Dr. Rong Zhang

School of Electronics and Computer Science

University of Southampton

Southampton SO17 1BJ

United Kingdom

c© Xuan Li 2016



Dedicated to my family



UNIVERSITY OF SOUTHAMPTON

ABSTRACT

FACULTY OF PHYSICAL SCIENCES AND ENGINEERING

SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

Design and Optimisation of User-centric Visible-Light Networks

by Xuan Li

In order to counteract the explosive escalation of wireless tele-traffic, the communication spec-

trum has been gradually expanded from the conventional radio frequency (RF) band to the opti-

cal domain. By integrating the RF band relying on diverse radio techniques and optical bands,

the next-generation heterogeneous networks (HetNets) are expected to be a potential solution for

supporting the ever-increasing wireless tele-traffic. Owing to its abundant unlicensed spectral re-

sources, visible light communications (VLC) combined with advanced illumination constitute a

competent candidate for complementing the existing RF networks. Although the advantages of

VLC are multi-fold, some challenges arise when incorporating VLC into the classic RF HetNet

environments, which may require new system architectures. This motivates our research on the

system design of user-centric (UC) VLC.

Our investigations are focused on system-level design of VLC and it is constituted by three ma-

jor aspects, namely 1) by the cooperative load balancing (LB) in hybrid VLC and wireless local area

network (WLAN) as discussed in Chapter 2; 2) by the UC cluster formation and multiuser schedul-

ing (MUS) of Chapter 3; 3) as well as by the energy-efficient scalable video streaming design

example of Chapter 4. Explicitly, we first study VLC as a complementary extension of the existing

WLAN. In Chapter 2 we study various conventional cell formations invoked for networks in order

to tackle the significant inter-cell interference (ICI) problem, including the traditional unity/non-

unity frequency reuse (FR) techniques as well as the advanced combined transmission (CT) and

vectored transmission (VT) schemes. Then a distributed LB algorithm is proposed for a hybrid

VLC and WLAN network, which is then evaluated from various perspectives.

In order to further mitigate the ICI in VLC networks, we focus our attention on novel UC-VLC

cluster formation techniques in Chapter 3 and Chapter 4. The concept of UC cluster formation is

a counterpart of the conventional network-centric (NC) cell formation, which is dynamically con-

structed according to the users’ location. Relying on graph theory, the joint cluster formation and

MUS problem is solved in Chapter 3. Furthermore, another important optimisation aspect in most

wireless networks is the achievable energy efficiency (EE). Hence, we design an energy-efficient

scalable video streaming scheme for our UC-VLC network, which achieves superior performance

compared to the NC cells in terms of its throughput attained, EE as well as the quality of service

(QoS).
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Chapter 1
Introduction

1.1 Background

As a truly revolutionary paradigm shift [1], wireless technology relying on radio waves has become

an integral part of our everyday life, facilitating basic services, such as making a phone call or

sending a message, as well as radio reception on near-field-communication-enabled mobile pay-

ment. As shown in Figure 1.1, the radio waves occupy the 3 kHz∼300 GHz electromagnetic band,

which has been widely used for communication purposes. However, with the huge increase of tele-

traffic, the radio frequency (RF ) band is becoming more and more crowded. Following the launch

of the global 5G research initiatives [2] conceived for tackling the explosive escalation of wireless

tele-traffic, the horizon of communication bands has been expanded from the conventional RF band

both to the millimetre wave [3] and to the visible light [4] frequency band spanning from 400 to

800 THz.

The earliest known use of visible light communications (VLC) dates back to 1880, when Bell

developed a photophone transmitting voice by employing sunlight [5]. With the development of

solid-state lighting, white light-emitting diodes (LEDs) were invoked for constructing VLC systems

in the early 2000s for the dual function of illumination and communications by Tanaka et al. in

Japan [6]. In VLC, the intensity of light is modulated and transmitted by a light source, which
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Figure 1.1: Stylised partitioning of the electromagnetic spectrum.
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Figure 1.2: A general VLC link structure.

flickers above the fusion-frequency of the human eye. As a benefit of their high switching rate

and energy efficiency, LEDs may be the best choice for indoor VLC systems, which are capable

of serving the dual function of illumination and communications. In the rest of this chapter, point-

to-point VLC links will be introduced in Section 1.2 including the devices and other components,

the VLC channels as well as the physical layer techniques. An overview of VLC networks will

be presented in Section 1.3. Furthermore, the applications and the open challenges of VLC-based

systems will be discussed in Section 1.4 and Section 1.5, respectively. Finally, in Section 1.6, the

contributions and the outline of this thesis will be summarised.

1.2 VLC Links

A general VLC link structure is shown in Figure 1.2. The optically modulated signal is superim-

posed on the average direct current (DC) level, which drives the LED and converts the electrical

signals into intensity modulated optical signals. The received optical signal arrives at the optical

filter and it is focused on a photodetector (PD), where the optical signal is converted back to elec-

trical signal. Due to the thermal agitation of charge carriers and owing to the ambient light, noise

is imposed. In Figure 1.2, only the electronic domain noise is shown, although noise is accumu-

lated at every stage. Relying on the process of amplification, signal processing and demodulation,

etc. the transmitted signals are then recovered. In this section, VLC is treated as a point-to-point

data transmission technique. Its transmitter and receiver, its channel model as well as the appli-

cable modulation techniques will be introduced. Additionally, since the primary function of light

luminaries is to provide illumination in indoor environments, adjustable dimming and safety to the

human eye should also be considered as constraints, when integrating VLC with indoor lighting

systems.
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1.2.1 Devices and Components

1.2.1.1 VLC Transmitter: Light-Emitting Diode

Owing to the rapid development of solid-state lighting, which refers to the fact that light is emitted

by solid-state electro-luminescence as opposed to incandescent bulbs or fluorescent tubes, VLC

using LEDs as the data ‘transmitters’ has intensified during the past decade or so. Exhibiting the

dual function of illumination and data transmission, the advantages of LEDs are multi-fold, such as

low heat generation [7], low power consumption [8], high energy conversion efficiency/luminous

efficacy [9] as well as a potentially high bandwidth [10], etc. Diverse types of LEDs have been

developed, which are available in commercial markets, including phosphor converted LEDs (PC-

LEDs) [11], multi-chip LEDs (MC-LEDs) [12], organic LEDs (OLEDs) [13] and micro-LEDs [14].

Apart from the study of the specific types of LEDs mentioned above, the basic characteristics

of white LEDs have been widely investigated in [8, 10, 15–17], for the sake of constructing a VLC

system. Since LEDs perform dual functions in indoor environments, the typical characteristics of

LEDs are usually studied from two perspectives, namely in terms of their photometric parame-

ters and radiometric parameters. The photometric parameters quantify the LEDs characteristics in

terms of indoor illumination, while the radiometric parameters describe the radiated electromag-

netic energy of the light, which are related to the communication characteristics of LEDs. Let us

now provide a brief description of the most important parameters:

• luminosity function V(λ): the function reflecting the human eyes’ sensitivity to different

colours, which provides design guidelines for the associated lighting technology [18];

• spectral power distribution Sp(λ) [W/nm]: the function reflecting the power of the LED at

all wavelengths in the visible light spectrum [19];

• luminous flux Φ [lumen]: calculating the power emitted by an LED, which can be perceived

by the human eye [20];

• luminous intensity IL [candelas]: a parameter defined as the luminous flux per unit solid

angle, which describes the brightness of an LED;

• semi-angle at half power: the angle at which the luminous intensity in candelas decreases to

half of the intensity at 0◦ solid angle, etc.

To elaborate further, the luminous flux Φ may be characterised as

Φ = Vm

∫ λ2

λ1

V(λ)Sp(λ)dλ, (1.1)

where Vm is the maximum visibility, which is around 683 lm/W at λ = 555 nm. Furthermore,

according to its definition, the luminous intensity IL may be written as IL = dΦ/dθ, where θ is
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the spatial angle. In order to calculate the illuminance of an illuminated surface, from a different

perspective, we may also calculate IL in angle φ as

IL(φ) = IL(0) · cosw(φ), (1.2)

where IL(0) is the centre luminous intensity of an LED and φ is the angle of irradiance. Fur-

thermore, w denotes the order of Lambertian emission 1 and is given by w = ln 2/ ln(cos φ1/2),

where φ1/2 is the semi-angle at half-illuminance of the LED. Now we are ready to calculate the

illuminance EL at a certain point of the illuminated surface, which is given as

EL = IL(0) · cosw(φ)/d2
a,u · cos(ψ), (1.3)

where da,u is the distance between the LED transmitter and the receiver’s surface, while ψ is the

angle of incidence.

Since illumination is the primary function of LEDs, the illumination requirements should be

considered before invoking their communication function. As an example, we investigate the illu-

mination distribution of a typical 15 m × 15 m room covered by 8×8 uniformly distributed LED-

array transmitters at a height of 2.5m. Our simulation parameters are summarized in Table 2.1.

Figure 1.3 shows the illuminance distribution of the room model for different VLC transmitters ar-

rangements. In Figure 1.3(a), 8×8 LED-array transmitters are uniformly distributed on the ceiling,

while 4×4 uniformly distributed transmitters are assumed in Figure 1.3(b). Furthermore, the total

transmitted optical power is the same in both settings. The illuminance range is between 300-1500

lx in Figure 1.3(a), which satisfies the lighting standard of a typical room. However, the illumi-

nance may be excessively bright for human eyes in some areas in Figure 1.3(b). since it is as high

as 1600 lx.

1.2.1.2 VLC Receiver: Photodetector

PDs are widely used as the receivers in VLC systems. A PD is a semiconductor device, which

converts the information-bearing optical radiation into the equivalent electrical signal with the aim

of recovering the transmitted information [21]. In particular, the electrical signal power is generated

proportionally to the square of the instantaneous received optical power. A relevant parameter to

characterise a PD is termed as quantum efficiency, which may be defined as the ratio of the number

of the electron-hole pairs 2 and that of the incident photons in a given time. Apart from the quantum

efficiency, the speed of response and the bandwidth of a PD are also essential, which are dependent

on the transit time through the depletion regions, the electronic frequency response and the slow

diffusion outside the depletion regions, etc. Furthermore, when employing many PDs together as

1In Lambertian emission, the optical power radiated from a unit area into a unit solid angle is constant [21]. The

maximum luminous intensity IL(0) is perpendicular to the planar surface but reduced proportional by the cosine of the

angle φ.
2An electro-hole is the phenomenon that an electron leaves its position in an atom or atomic lattice.
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Figure 1.3: (a) Illuminance distribution of a 15 m × 15 m room covered by 8×8 uni-

formly distributed LED-array transmitters at a height of 2.5m, where the transmitted op-

tical power is 9 W per LED array. Min. 520.2 lx, Max. 1430.0 lx, Ave. 1120.2 lx. (b)

Illuminance distribution of the same room covered by 4×4 uniformly distributed LED-

array transmitters at a height of 2.5m, where the transmitted optical power is 36 W per

LED array and the total power is the same as in (a). Min. 439.0 lx, Max. 1612.9 lx, Ave.

1157.0 lx.
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Figure 1.4: Propagation model of VLC links, including the LoS links, the first reflection

as well as the kth reflection. However, the average received optical power from all links,

which are reflected more than once, may be negligible according to [15].

an array, the imaging sensor can also be adopted as the VLC receiver. However, due to its low

sampling rate, the achievable rate of an imaging sensor is much lower than that of a stand-alone

PD [17].

1.2.2 VLC Channels

Figure 1.4 shows a stylised propagation model of VLC links, including the line-of-sight (LoS)

links, the first reflection as well as the high-order reflections. However, the average optical power

received from all links, which are reflected more than once, may be negligible according to [15].

In the model of Figure 1.4, a VLC transmitter TX located on the ceiling transmits data to a VLC

receiver RX. The angles of irradiance in the LoS link and the first-reflection link are denoted as

φd and φr, while correspondingly the angles of incidence in each link are denoted as ψd and ψr,

respectively. The LoS optical channel’s total DC attenuation hd[u, a] from a VLC transmitter TX

to the receiver RX is given by [22, 23]

hd[u, a] =





(w + 1)DPA

2πd2
a,u

· cosw(φd) · Ts(ψd) · g(ψd) · cos(ψd), ψd ≤ ψF,

0, ψd > ψF,
(1.4)

where the Lambert index w depends on the semi-angle φ1/2 at half-illuminance of the source,

which is given by w = −1/ log2(cos φ1/2). DPA is the detector’s physical area for a PD and

ψF represents half of the receiver’s field-of-view (FoV). In a direct LoS path, the irradiant angle

equals to the incident angle, where both the transmitter and the receiver point vertically. As shown

by Figure 1.4, we have φd = ψd. Still referring to Equation (1.4), Ts(ψd) and g(ψd) denote the

gain of the optical filter and of the optical concentrator employed, respectively, while g(ψd) can be
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written as [22]

g(ψd) =





n2
r

sin2 ψd
, 0 ≤ ψd ≤ ψF,

0, ψd > ψF,

(1.5)

where nr is the refractive index of a lens at a PD.

Furthermore, according to [15], when the incidence angle ψr is no larger than the FoV, the

channel’s DC attenuation dhr[u, a] on the first reflection is given by

dhr[u, a] =
(w + 1)DPA

2π2l2
1 l2

2
· ρ · dDwall · cosw(φr) · cos(β1) · cos(β2) · Ts(ψr) · g(ψr) · cos(ψr),

(1.6)

where l1 represents the distance between the transmitter TX and a reflective point, while l2 is the

distance between this point and the receiver RX. The reflectance factor and the reflective area are

denoted by ρ and dDwall, respectively. Additionally, β1 and β2 represent the irradiance angles to the

reflective point and to the receiver, respectively. Our parameter values are summarized in Table 2.1.

1.2.3 PHY Techniques

1.2.3.1 Modulation Schemes

Modulation schemes constitute one of the most important physical-layer techniques in communi-

cation systems. This is especially true when jointly considering indoor illumination requirements,

since the modulated signals can be used to switch on/off the LEDs, which conveys the on-off

pattern-based binary information to the receiver. Since LEDs emit incoherent light, where photons

have different wavelength and phase, it is an open challenge to collect appreciable signal power

in a single electromagnetic mode in a practical low-cost VLC system. Hence, often the intensity

modulation direct detection (IM-DD) scheme is employed, where the transmitted signal modulates

the instantaneous optical power of the LEDs. Hence, IM-DD constitutes an attractive scheme and

has been widely used in VLC systems.

Let us now elaborate a little further. The simple on-off keying (OOK) technique is realised

by switching a LED, where the binary signals are transmitted as the presence or absence of light

[15, 24]. In [25], an aggregate parallel data transmission rate of 1.5 Gb/s was achieved by employ-

ing OOK modulation. Furthermore, various pulse position modulation (PPM) schemes have been

introduced into VLC systems for achieving different design objectives [26–28], where the basic

concept is to map the modulated signal into 2M legitimate time-slots for M-ary PPM [29]. Another

bandwidth-efficient baseband modulation technique is constituted by pulse amplitude modulation

(PAM) [22], which was also invoked and evaluated in VLC systems [10, 30]. However, the sig-

nals modulated by multiple intensity levels may suffer from nonlinear distortions due to the LEDs

intensity-dependent luminous efficacy [16]. On the other hand, in order to provide high data rates,

multiple-carrier techniques have also been applied in VLC systems, such as the quadrature ampli-
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2004

2015

Komine et al. [15] analysed a typical VLC system relying on white LEDs and they con-

sidered OOK modulation scheme.
2004

Armstrong and Lowery [42] proposed ACO-OFDM and analysed its performance.

2006
Li et al. [36] investigated the channel capacity of ACO-OFDM.

2007 Grubor et al. [10] investigated the performance of the room model of [15] relying on

QAM-based DMT-aided transmission.2008

The CSK scheme using multi-chip LEDs was standardised in IEEE 802.15.7 [39].

2011

Tsonev et al. [38] proposed U-OFDM for optical wireless systems.

2012

Das et al. [34] proposed a colour-independent GCM scheme.

2013

Dissanayake and Armstrong [43] compared the performance of ACO-OFDM, DCO-

OFDM and asymmetrically clipped DC biased OOFDM (ADO-OFDM).
2013

Noshad and Brandt-Pearce [27, 28] proposed the expurgated PPM scheme for providing

a wide range of peak to average power ratios needed for dimming.2014
Jiang et al. investigated an uncoded M−CSK scheme and provided both the simulation-

based and the analytical BER results.2015

Figure 1.5: A brief summary of popular modulation schemes reported in VLC systems.

tude modulation (QAM)-based discrete multitone (DMT) transmission technique [10].

Apart from the widely known modulation schemes, some unique modulation techniques have

also been developed for VLC systems, including colour shift keying (CSK) [31–33], generalised

colour modulation (GCM) [34, 35], optical orthogonal frequency division multiplexing (OOFDM)

[36–38], etc. Explicitly, the CSK scheme using multi-chip LEDs was standardised in the IEEE

802.15.7 recommendation [39], which may be a potential modulation scheme for future VLC sys-

tems, although it relies on sophisticated implementation. In [33], Jiang et al. investigated an un-

coded M-CSK scheme relying on a joint maximum likelihood hard-detection based VLC system,

where both simulation-based and analytical bit-error-rate (BER) results were derived. By contrast,

a colour-independent GCM scheme was proposed in [34], which had the advantages of flicker-free

operation, accurate dimming control and the ability to function independently of the number of

LEDs at the transmitter or the PDs at the receiver [35]. Moreover, there are three popular types of

OOFDM proposed for VLC systems, i.e. asymmetrically clipped OOFDM (ACO-OFDM) [36,40],

DC biased OOFDM (DCO-OFDM) [37,41] as well as unipolar OFDM (U-OFDM) [38]. The mile-

stones of popular modulation schemes in VLC systems are summarized in the timeline of Figure

1.5.
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1.2.3.2 Dimming Control and Flicker Mitigation

According to [18], different levels of illuminance are required in different scenarios. Owing to

the fact that an LED can be dimmed to an arbitrary level, integrating dimming control into VLC

systems is required for the sake of saving energy [24]. The light should be dimmable arbitrarily

in VLC systems, without the communications becoming interrupted, which means that the data

should be modulated in such a way that any desired level of dimming is supported [17]. Numerous

valuable modulation schemes supporting dimming control have been proposed for the LEDs, such

as the variable OOK VOOK [24, 44], variable PPM (VPPM) [45], pulse width modulation with

DMT (PWM-DMT) [46], etc.

When the light intensity changes, it should be flickering above the human eyes’ fusion fre-

quency, so that the human eye cannot perceive it. Otherwise, serious physiological problems may

be caused. Hence, the speed of the changes in light intensity, termed as flickering, should be care-

fully considered when designing modulation schemes for VLC systems. As suggested by [39],

flickering faster than 200MHz can avoid harmful effects to the human eye. In order to mitigate

flickering, run length limited (RLL) codecs have been incorporated into modulation schemes for

avoiding long runs of 0s and 1s, which is believed to be the most common reason of flickering.

1.3 VLC Networks

Beyond point-to-point links, VLC is also considered as a new member in the small-cell family of the

heterogeneous networks (HetNets) landscape for complementing the overloaded radio frequency

band [47]. In this section, the layout of the visible-light-aided networks is investigated, ranging

from a regular network-centric cell-layout associated with different frequency reuse (FR) patterns

to the radically new user-centric (UC) cluster formation employing advanced transmission schemes.

Furthermore, the family of multiuser techniques such as multiuser signal processing, scheduling

and resource management are reviewed.

1.3.1 Network-Centric versus User-Centric Cell-Structure

1.3.1.1 Network-Centric Optical Attocells

In a typical VLC down-link (DL) network, each optical access point (AP) illuminates only a small

confined cell, as shown in Figure 1.6. The coverage of the single-AP optical cell is usually limited to

room-size (∼m) and it is considerably smaller than the coverage of the traditional RF cells (∼km),

which is referred to as an optical attocell [48], where atto means 10−18 in physics and mathematics.

The concept of optical attocells is borrowed from the RF attocell, which was originally announced

by the company Ubiquisys to represent the personal femtocell in 2011. Considering a specific

optical attocell, its coverage is dependent both on the illumination requirements as well as on the
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Figure 1.6: Example of an indoor LED-based VLC system.

FoV of the VLC receivers. Relying on these optical attocells, the indoor VLC network may be

operated by assuming the full functionality of a RF cellular DL system. Note that the optical

attocell is merely limited to the single-AP optical cell in the discussion of this section.

When there are multiple optical attocells in a VLC network, the inter-cell interference (ICI)

imposed both by the LoS ray as well as by the non-LoS (NLoS) links has to be carefully treated,

since the performance may become dramatically degraded at the cell edge due to ICI [49]. This

degradation itself both in terms of the signal-to-interference-plus-noise ratio (SINR), the BER,

the bandwidth efficiency, etc. and consequently vertical handovers may be frequently activated in

VLC-based HetNets [50]. In order to reduce the effect of the ICI and to improve the performance,

valuable research has been dedicated to

1) the initial design of the optical APs deployment [51–53],

2) the frequency planning within the optical spectrum available [54–57], as well as

3) the cell coordination between the multiple neighbouring optical attocells [58, 59].

To elaborate a little further, the ICI avoidance methods were considered at the preliminary

design stage of the entire VLC-network design cycle by the authors of [51–53,56]. A novel VLC AP

arrangement was advocated in [51], where 12 LEDs constitute a circle and 4 LEDs are placed in the

corners, which are referred to here as the circular-LED arrangement and corner-LED arrangement,

respectively, as shown in Figure 1.7. Compared to the arrangement of [15], where a single LED

lamp is placed in the centre of the ceiling illuminating the entire room with the same total emitted

optical power as in Figure 1.7, the arrangement proposed in [51] provides a much lower variance

of the received signal-to-noise ratio (SNR) and of the received power at different locations in the

room. Furthermore, the radius of the circle constituted by the circular-LED arrangement may be

optimised according to the receivers’ specific locations as well as to the various layouts of the room
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Figure 1.7: A novel VLC AP arrangement was advocated in [51], where 12 LED lamps

constitute a circle and 4 LED lamps are placed in the corners, which are referred to here

as the circular-LED arrangement and corner-LED arrangement, respectively.

considered. The optimisation problem of the LED-lamp placement was also formulated and solved

in [52] for the sake of maximising the average area spectral efficiency [bits/s/Hz/m2] [60]. Upon

studying the optimum layout of two LED lamps with different FoV of the receiver, they found that

the average area spectral efficiency is degraded, when imposing the classic lighting requirements

on the communication performance maximisation problem. Moreover, instead of optimising the

placement of the LED lamps, the authors of [53] investigated two LED deployment schemes, i.e.

the single-LED-based deployment scheme and the array-LED-based deployment scheme. They

used the classic particle swarm optimisation algorithm, in order to minimise the average outage

area. Both of their proposed schemes are superior to the conventional random deployment scheme.

Following the traditional cellular design principle, FR is an appealingly simple solution for ICI

mitigation. Marsh and Kahn [54] contributed one of the early studies investigating FR schemes

conceived for optical communications, where an indoor infrared wireless communication system

employing fixed-channel reuse for optical base stations was examined. In contrast to the static

FR planning scheme, the resources are dynamically reused relying on a self-organising allocation

mechanism in [55] and a scalable orthogonal frequency-division multiplexing access (OFDMA)-

based VLC system is proposed in [56]. More recently, the authors of [57] designed a pair of

fractional frequency reuse schemes for the DCO-OFDM-based optical attocell based networks,

where strict fractional frequency reuse and soft frequency reuse were employed. However, although

FR planning is an effective solution, the system has to obey the classic trade-off between having
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Figure 1.8: The amorphous UC multi-AP clusters constructed for jointly transmitting data

to a single UE by employing CT, where the multiple APs convey the same information on

the same visible carrier frequency and served a single UE at a time. When multiple UEs

can receive data from the same AP, only one of them can be granted access for the sake

of avoiding extra interference.

reduced bandwidth efficiency and an improved SINR. Furthermore, an inherent disadvantage of FR

is that switching between optical frequencies every few meters degrades the user experience [47].

On the other hand, advanced cooperative transmission by multiple LEDs may be conceived

by relying on the elegant time-of-arrival synchronisation advocated in [58], where multiple LEDs

transmit simultaneously to the same receiver. In [59], three modulation techniques, namely OOK,

PPM and pulse width modulation, were employed in the neighbouring optical cells and this scheme

was expected to achieve a data rate of 71 Mb/s whilst providing seamless coverage. The milestones

of the ICI mitigation schemes in VLC systems are summarised in the timeline of Figure 1.10.

Broadly speaking, most techniques conceived for ICI avoidance and performance improvement

in VLC networks were designed from a network-centric perspective, where fixed-shape regular

optical attocells were investigated. By contrast, the amorphous user-specific cluster formation phi-

losophy exemplified in Figure 1.8 is designed from the user-centric perspective discussed in the

next subsection.
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1.3.1.2 User-Centric Cluster Formation

Against the above-mentioned network-centric design philosophy, a UC cluster formation regime

is proposed and studied in [47, 61–66], as a beneficial counterpart of the existing network-centric

cells. By definition, UC design is different from the network-centric design, where the network

configuration is fixed, regardless of the tele-traffic. First the so-called combined transmission (CT)

technique is employed in each UC cluster, where multiple APs jointly convey the same information

mapped to the same visible carrier frequency, while serving a single user equipment (UE) at a time.

Considering the example seen in Figure 1.8, each hollow square and multiple APs (sometimes a

single AP) constitute a UC cluster. When multiple UEs can receive data from the same AP, only

one of them can be granted access for the sake of avoiding extra interference, as discussed in [62].

For example, the solid square on the bottom right of Figure 1.8 and the other two neighbouring

hollow squares can receive information from the same APs, while the solid square is not scheduled

during the current slot. Its potential cluster is surrounded by a dashed ellipse. All the disjoint

groups seen in Figure 1.8 are scheduled in a parallel manner upon using the scheduling algorithm

of [62].

In order to further improve the bandwidth efficiency and serve multiple UEs at the same time,

the so called vectored transmission (VT)-aided UC cluster formation philosophy was proposed

in [47,63], where each user-centric-vectored-transmission-aided (UC-VT) cluster is served by a set

of VLC APs, which simultaneously serve multiple UEs by employing VT. An example of two APs

serving two UEs by using VT will be shown and discussed in the context of Figure 2.2(d). More

explicitly, a UC-VT cluster includes a set of APs and UEs as well as the transmission links between

them. The concept of cluster formation is different from the concept of cell formation. Explicitly,

the former may be defined as forming a UC cluster, where a set of VLC APs simultaneously serve

multiple users by employing the advanced VT scheme of [49], which will be discussed in the

context of Figure 4.2. However, the concept of cell formation is more conventional, which may

be defined as combining several optical APs to form a large multi-AP cell and to transmit data

cooperatively, as shown in Figure 2.2(c).

Figure 1.9 portrays the conventional cell formation structure (left) and the amorphous UC clus-

ter formation (right) for a 15m×15m indoor VLC system having 8×8 APs (marked by squares)

and 20 UEs (marked by circles) under three typical scenarios, where the UEs’ positions are drawn

from a uniform random distribution. Conventional cells typically have a fixed shape. For example,

we may partition the 15m×15m indoor environment into four square-shaped cells having (4×4) =

16 APs per cell, where the users are associated with cells depending on the UEs’ positions relative

to the square-shaped boundary amongst the cells. We may switch off the communications function

of the specific APs having no LoS links to the users in their vicinity (indicated by hollow small

squares), in order to improve the energy efficiency. The related examples may be seen in the left of

Figure 1.9. Note that the number of APs per cell may be pre-set as any feasible number.
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(f) Less number of cells

Figure 1.9: Illustration of the conventional (left) and the amorphous structure (right) for

VLC indoor systems. The active VLC APs are marked by solid squares, while the idle

APs are marked by hollow squares. The UEs are marked by circles.
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2010

2016

Prince and Little [58] investigated the advanced cooperative transmission regime of mul-

tiple LEDs relying on the time-of-arrival synchronisation.
2010

Wang et al. [51] proposed a novel VLC AP arrangement for reducing the SNR variance.

2012

Ghimire and Haas [55] deployed a self-organising allocation mechanism for dynamically

reuse the resources in an aircraft cabin.

2012

Wu et al. employed OOK, PPM and PWM techniques in the neighbouring optical cells,

in order to achieve a high data rate with seamless coverage.2012
Stefan and Haas [52] formulated and solved the optimisation problem of the LED-lamp

placement.

2013
Guan et al. [53] investigated two LED deployment schemes by using the classic swarm

optimisation algorithm, in order to minimise the average outage area.2013

Sung et al. [56] proposed a scalable OFDMA-based VLC system.

2014 Li et al. [49] investigated various VLC cell formations in a hybrid VLC/WiFi system.

2015

Chen et al. [57] designed a pair of fractional FR schemes for the DCO-OFDM-based

optical attocell-based networks.
2015 Li et al. [63] proposed the UC cluster formation for interference mitigation in VLC net-

works.

2016

Zhang et al. [64] designed an energy-efficient VLC system relying on the amorphous

UC cluster formation.2016

Li et al. [66] designed an energy-efficient UC-VLC system for scalable video streaming.

2016

Figure 1.10: A brief summary of ICI mitigation schemes in VLC systems.

Observe from the left subfigures of Figure 1.9 that this arrangement may not be the most ap-

propriate one. For example, in the bottom-left corner of cell of Figure 1.9(a), the ‘boundary UE’

‘A’ is clearly far from UE ‘C’ in the same cell, but it is more close to UE ‘B’ in the neighbouring

cell. This is good reason for UE ‘A’ to be separated from user ‘C’ and to join UE ‘B’, as seen

in Figure 1.9(b) of the distance-based UC cluster. This is also true for the ‘boundary UE’ ‘D’ in

Figure 1.9(a), since it is more close to the UEs located in the bottom-right cell, than to the rest of

the distant UEs in the same cell. More examples are shown in Figure 1.9(c), where two clusters of

boundary users - namely those highlighted by ellipses - join the UC clusters of Figure 1.9(d). In

addition to a different UE-to-AP association, the status of APs is also different, where for example,

APs (‘a’,‘b’,‘c’) were switched from idle mode in the conventional cells of Figure 1.9(a) to active

mode in the UC clusters of Figure 1.9(b), since they have LoS connections to the associated UEs.

Hence, the proposed UC cluster formation is capable of rearranging the conventional boundaries,

leading to five and three AP-UE clusters in Figure 1.9(d) and Figure 1.9(f), whilst in Figure 1.9(b)

there are four clusters. Hence, without a dynamic cell boundary, the UC cluster formation is up-

dated to include the users moving in, arriving at or departing from the system, which leads to a

flexible, “breathing” and evolving cell structure.
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1.3.2 Multiuser Signal Processing

In order to support multiple UEs simultaneously, multiuser signal processing techniques have to be

invoked for UC cluster formation. Let us hence embark on a brief review of the multiuser signal

processing techniques proposed for VLC systems.

Multiple input multiple output (MIMO) systems are capable of offering an increased data rate

compared to the single input single output (SISO) systems. Hence, the research of advanced MIMO

transmission techniques has also been intensified in the optical domain [67–77]. In particular, the

authors of [67] and [68] investigated the free-space optical MIMO systems equipped with multiple

lasers and PDs, while the treatises [69, 70, 72, 74] are based on VLC systems. Explicitly, Zeng et

al. [69] studied and compared the non-imaging and imaging MIMO techniques 3, which provided

deep insights concerning optical MIMO systems. An experimental 2× 2 imaging-based MIMO

system was reported in [70], but the illumination requirements were not given any cognisance. In

addition, a MIMO system using an imaging receiver relying on a hemispherical lens was designed

and analysed in [74] for improving the spatial diversity order. Relying on the wide FoV achieved

by using the hemispherical lens, the optical signals received are effectively separated. Hence, the

correlations between the elements of the channel matrix are relatively low, which provides a bene-

ficial spatial diversity gain for the efficient decoding of the signal in a MIMO system. Furthermore,

a transmission rate of 1 Gb/s was achieved by an imaging MIMO system, as reported in [72].

In contrast to the above single-user MIMO systems, the family of multiuser-multiple-input-

single-output (MU-MISO) techniques designed for VLC systems have also attracted much attention

[73,75–77]. In [73], a transmit precoding and biasing scheme was designed for the transmitter of a

MU-MISO broadcast system. As a further advance, the MU-MISO transceiver designed for VLC

systems was improved by considering the LED’s optical power constraints in [75]. Furthermore,

optical-OFDM schemes were also studied in a multi-user MIMO (MU-MIMO) system [76], while

Shen et al. [77] optimised the achievable data rate of the VLC DL in a MU-MISO system.

1.3.3 Multiuser Scheduling and Resource Management

When multiple UEs are present in the VLC system, fair and efficient multiuser scheduling (MUS)

and resource management constitutes one of the salient problems, which in fact affects all multiuser

networks. The problem has been lavishly studied in the context of RF networks [79–82], but

in VLC-based networks the problem has remained to a large extent hitherto unexplored in the

3In a conventional non-imaging MIMO system, each of the multiple LED transmitters conveys an independent data

stream simultaneously and an individual non-imaging optical concentrator is used by each receiver, where the desired

signal, delayed multipath components, ambient light noise, and co-channel interference are combined into a single

electrical signal. By contrast, in an imaging MIMO system, light propagates from each LED as before, but is projected

onto a detector array [78]. The projected images may activate a single pixel or a group of pixels on the array, where each

pixel of the detector array represents a receiver [69].
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open literature. Nonetheless, recently some valuable studies were disseminated in the context of

network-centric single-AP VLC cells [77, 83–90].

In particular, Bykhovsky and Arnon [83] proposed a heuristic scheme for beneficially allocat-

ing sub-carriers in a VLC multiple access system relying on DMT modulation, in order to improve

the aggregate throughput. Biagi et al. [84] designed a logical framework aiming for localizing, ac-

cessing, scheduling and transmitting in VLC systems, which was capable of achieving a substantial

throughput at a modest complexity. However, similar to most of the literature studying resource al-

location in VLC-based systems, both [83] and [84] endeavoured to improve the attainable through-

put without giving any cognisance to the fairness experienced by the UEs. By taking fairness into

account, Huang et al. [85] proposed an incremental scheduling scheme, where the global schedul-

ing phase is responsible for assigning the resources to the UEs, while the local scheduling phase

regularly adjusts the resource allocation by tracking the UEs’ movements. Since the VLC APs

are sending beacon frames periodically, the users can send a response message whether they have

received the beacons. Then the scheduler can find the moving users according to the feedback infor-

mation. Furthermore, Babatundi et al. [86] proposed a proportional fairness (PF) based scheduling

algorithm for a centrally controlled VLC system, which outperformed the maximum-rate schedul-

ing policy in terms of balancing the achievable throughput against the fairness experienced by the

UEs. Additionally, compared to RF communications, VLC has some unique features, which should

be carefully treated. Specifically, blocking is one of the most significant physical characteristics of

VLC. Kim et al. [87] proposed three resource-allocation-based service modes for the VLC DL, in

order to maintain both a high system throughput as well as satisfying the lighting requirements.

Moreover, considering the nonnegativity of the intensity-modulated signals as another distinguish-

ing feature of VLC, Park et al. [88] designed an optical MIMO system and proposed an optical

power allocation (PA) scheme for the sake of maximising the system’s spectral efficiency.

1.4 Applications and Extensions of VLC

As a promising complimentary extension to the well-established RF networks, VLC is becoming

a promising enabler for providing indoor coverage, owing to its energy-efficient nature, whilst

simultaneously supporting both communications and illumination. In this section, we focus our

attention on the application of VLC-based systems, including video streaming, VLC-based HetNets

as well as its broader extension to the Internet of Things (IoT).

1.4.1 Video Streaming

According to the global mobile data traffic statistics recently released by Cisco [91], video stream-

ing is and will continue to be the most dominant form of tele-traffic, which will account for three

quarters of all tele-traffic in 2020, as seen in Figure 1.11. As one of the ‘killer’-applications in
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Figure 1.11: The global mobile data traffic forecast for 2015-2020 [91].

contemporary wireless communications systems [92–94], video streaming has become a popular

research topic, including efficient compression standards [95–97], error-concealment/error-resilient

streaming techniques [93, 98, 99], as well as reliable transmission schemes [100–102], etc.

In order to meet the requirements of the various transmission scenarios in the era of the Internet

and of mobile networks, the advanced scalable extension of the so-called high-efficiency video

coding (SHVC) techniques [97] has emerged and gained popularity, as a benefit of its scalable

nature. Explicitly, this scheme is capable of offering diverse visual qualities by promptly adapting

to the time-variant channel conditions of different UEs. The SHVC-based layered video stream is

constituted by multiple unequal-importance layers, which are generated by using carefully designed

source codecs [103, 104] as well as adaptive modulation and channel coding schemes [105, 106].

According to [107], if a carefully constructed subsets of the original video sequence may lead

to video reconstruction either at a reduced picture size or at a reduced frame rate compared to

the original one, then this video scheme is deemed to exhibit either spatial or temporal scalability,

respectively. Another popular scalability mode is the so-called quality-scalability, where the subsets

of bits may provide a reduced video fidelity. Explicitly, the fidelity is often represented in terms

of the peak signal-to-noise ratio (PSNR). As a further advance, the afore-mentioned modes of

scalability may be supported by a single scalable video sequence. The benefits of scalable video

are multi-fold, amongst others, allowing for example the video decoder to progressively refine

the reconstructed visual quality, as the channel-quality improves. The hierarchical structure of

the video-stream also facilitates energy-efficient video communications by jointly considering the

scalable video quality and the power consumption, as demonstrated for traditional RF networks

in [108–110]. This motivated us to support energy-efficient scalable video streaming in the radically

new context of UC-VLC networks.
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1.4.2 VLC-aided Heterogeneous Networks

In order to support the rapidly increasing demand improved wireless data rates, as shown in Figure

1.11, both industry and academia are dedicated to seeking effective solutions, since we are practi-

cally approaching the theoretical limit of the RF channel capacity [111]. Exploiting new spectral

bands may be expected to be one of the radical solutions, such as for example the millimetre-

wave [3] and the optical wireless/VLC band [4]. In this thesis, we focus our attention on the

family of VLC systems, which is deemed to be a promising complementary extension to the well-

established indoor RF networks. On the other hand, a stand-alone VLC system may exhibit several

potential disadvantages, such as the lack of up-link transmission, poor performance in NLoS sce-

narios and small coverage for a single VLC AP. Hence, its RF counterpart may be invoked as a

cooperative ‘partner’ in order to realise seamless communications. Although this integration may

be an effective solution for satisfying the increasing throughput demand, there are some open chal-

lenges, such as for example the conception of cooperative load balancing and of efficient handovers.

1.4.2.1 Load Balancing

The concept of load balancing (LB) is interpreted in [112] as matching the demand for resources

(‘load’) with the supply of resources (‘capacity’), which constitutes one of the fundamental prob-

lems in many fields of engineering, logistics and economics. Moreover, the LB problem also af-

fects all cooperative multi-rate HetNets. Substantial related work has been undertaken based on

the LB problem in RF networks [2, 113–119]. In particular, Andrews et al. [112] investigated di-

verse technical approaches to the LB problems of HetNes and furthermore provided valuable design

guidelines for OFDMA-based cellular systems. As also suggested in [112], the primary approaches

included centralized optimisation, game theory, Markov decision processes and the family of cell

range expansion techniques.

Broadly speaking, the LB problem can be formulated as the constrained optimisation of a care-

fully selected utility function [120], while satisfying the users’ quality of service (QoS) require-

ments, which may be written as the generic optimisation problem formulated below:

max
x

U0(x) (1.7)

s.t. f c
i (x) ≤ Ci 1 ≤ i ≤ m, (1.8)

f t
j (x) ≥ Tj 1 ≤ j ≤ k, (1.9)

where x ∈ Rn is the independent variable and U0 is the selected utility function. Furthermore,

f c
i is the ith cost function and Ci is the corresponding ith AP/network resource limit, while f t

j

denotes the jth UEs achievable data throughput and Tj corresponds to its throughput requirement.

If Equation (1.7)-Equation (1.9) are all convex 4, the problem is a convex optimisation problem
4A function f : Rn → R is convex if, ∀x, ∀y ∈ dom f and θ ∈ [0, 1], θx + (1− θ)y ∈ dom f (i.e. the domain is a

convex set) and f (θx + (1− θ)y) ≤ θ f (x) + (1− θ) f (y).
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[120]. However, due to the coupled relationship between the user association and scheduling, the

problem of Equation (1.7)-Equation (1.9) is usually NP-hard and may not be directly computable in

a centralised manner. Since the subject of convex optimisation has been widely studied [121, 122],

a straightforward way is to relax the optimisation problem Equation (1.7)-Equation (1.9) and make

it convex. For example, with the aid of the classic dual decomposition approach, the authors of

[118] developed a distributed resource allocation algorithm for the UEs associated with multi-

homing capability in HetNets. Furthermore, by using the dual decomposition approach, Ye et

al. [119] proposed a low-complexity near-optimal algorithm for the essential user association and

LB problem after relaxing the binary variable. In Chapter 2, we will provide more details about the

dual decomposition approach and propose a related distributed algorithm for VLC-based HetNets.

1.4.2.2 Efficient Handover

When considering a mobile user coming in a hybrid VLC/RF network, it may experience a high

QoS in the centre of the VLC AP, while the QoS will be dramatically degraded, when it moves to

the cell edge or when the LoS transmission is blocked. In this scenario, vertical handover (VHO)

to the over-sailing RF cell should be invoked to maintain a smooth service quality. On the other

hand, a VHO also occurs, when a RF user receives a stronger VLC signal and thus changes its

connection from RF to VLC. Apart from the VHO, when the VLC APs are densely deployed, a

user may experience several horizontal handovers between different VLC APs within a few dozen

of metres.

Similarly to the existing RF-based HetNets, there are some potential problems, when invoking

handovers in hybrid RF/VLC networks. Let us consider a user switching its connection from VLC

to RF. When a new user arrives, the load of the RF AP is increased and the resources should

be reallocated. Consequently, some of the existing users served by this RF AP only granted a

reduced data throughput, while others may be assigned to the VLC network or to another RF

AP. Conversely, in the specific VLC AP, where a user terminates his/her session, more resources

become available for enhancing the QoS of its users. This is referred to as the knock-on handover

effect [123]. Another problem is caused by transient LoS link blockages, which results in the

user switching back and forth between the RF and VLC networks, hence increasing the system’s

signalling overhead. This is the so-called ping-pong effect [124]. In order to mitigate the adverse

effects of frequent handovers, efficient handover techniques are essential for the success of VLC-

based HetNets.

Although there is plenty of valuable research on handovers in RF networks [124–126], han-

dover techniques conveived for VLC-based HetNets have remained to a large extent hitherto un-

explored. In [127], the horizontal handovers between multiple VLC APs were studied in both

non-overlapping spotlighting and in overlapping uniform lighting scenarios. Rahaim et al. [128]

investigated the VHO criteria of a hybrid VLC/wireless fidelity (WiFi) network in order to improve



1.4.3. Internet of Things 21

both the service quality and the total throughput. As a further development, Liang et al. [129] pro-

posed an advanced VHO algorithm relying on the prediction of transfer delay in a hybrid VLC/LTE

system, which may be determined by service interruption duration, message size, access delay, etc.

Wang and Haas [50] optimised the LB by taking into account the handover signalling overhead

of a hybrid VLC/WiFi system. Furthermore, the classic decision-making algorithms, such as the

fuzzy-logic decision making approach [130] as well as the Markov decision process [131], were

also introduced into VLC-based HetNets for designing effective handover schemes. In particular,

Hou and O’Brien [130] proposed a fuzzy-logic-based VHO algorithm by jointly considering a pair

of VHO techniques. Specifically, for their immediate handover scheme, there is no dwell time

and the VHO is immediately triggered when the optical channel is interrupted. By contrast, for

their dwell-based handover scheme, the dwell time is set to the maximum tolerable duration of a

short service interruption, after which the VHO will be triggered. Moreover, Wang et al. [131]

formulated the VHO problem as a Markov decision process and solved it in a dynamic manner in a

VLC/RF system at a low signalling cost without any obvious system performance degradation.

1.4.3 Internet of Things

HetNets relying on a diverse spectrum allocation constitute an integral part of the IoT, where VLC

provides a vast supply of unregulated spectrum and plays an important role. Let us now discuss

two significant applications of VLC techniques in IoT scenarios, namely in indoor positioning and

vehicular communications.

Location-aware technologies will revolutionise many aspects of the commercial and public

services, as well as the military sectors, and are expected to spawn numerous unforeseen appli-

cations [132]. Although the global positioning system (GPS)-based outdoor localisation has been

widely utilised, the accuracy of the indoor localisation techniques may not be satisfactory. Com-

pared to the metre-level accuracy of the outdoor localisation, the error range of the indoor en-

vironment should be much lower, since the area of the indoor environment is usually limited to

dozens of square metres. The straightforward approach is to use low-cost WiFi-based indoor lo-

calisation [133], but the achievable accuracy is low, on the order of 3-6 meters provided by the

conventional WiFi-based localisation approach. As a member of the indoor communication family,

VLC is also expected to provide indoor localisation services. It was shown in [134] that the num-

ber of LED lamps is usually more than that of the WiFi APs, which is a potential advantage of the

triangulation based indoor localisation technique. A practical VLC-based localisation scheme was

proposed in [134], where the localisation accuracy is around ∼0.4 m. Valuable research has also

been undertaken related to VLC-based positioning in [65, 135–141].

Apart from the indoor localisation applications, VLC techniques have also been employed

in outdoor vehicle to vehicle (V2V) and vehicle to infrastructure (V2I) communication scenar-

ios [142–150]. One of the most important applications of VLC-based vehicular communications
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is related to road traffic safety, where the traffic lights broadcast signals and approaching vehicles

send hazard warnings. In these processes, the undesirable interference imposed by ambient light

may not be negligible, as exemplified by street lights and the light emanating from the buildings.

This problem was discussed in most of the relevant literature. On the other hand, the advantages

of employing VLC for vehicular communications are multi-fold. Specifically, as a benefit of the

self-positioning capability, the real-time information of neighboring vehicles is readily available for

sharing and the drivers can adjust their driving conditions accordingly, which is capable of dramati-

cally reducing the risk of collisions. Furthermore, LED lamps have already been routinely installed

on vehicles, which reduces the extra cost of communications compared to deploying RF-based

devices.

1.5 Open Challenges

Since the uplink transmission from the mobile devices relying on VLC may be wasteful in terms

of its energy-consuming and may impose visual disturbances, most of the open literature focuses

on the VLC DL transmission [49]. In order to solve this uplink problem, both RF- [128] and infra-

red-based [151] techniques may be employed. Furthermore, WiFi has been ubiquitously rolled out

in indoor environments, which is capable of providing convenient uplink transmissions for VLC-

based HetNets. In the meantime, WiFi can also ensure a seamless coverage and an uninterrupted

service, when the VLC channel is poor or blocked [50].

Apart from the up-link transmission, the provision of a high-speed, low delay back-haul is

another important design issue in VLC-based HetNets. The popular approaches rely on power-line

and on fibre, respectively. Since power-line communication (PLC) uses the existing power-lines

and the ubiquitous wires for communication, it may be readily employed. Various integrated VLC

and PLC systems were proposed and investigated in [152,153]. However, the highly dispersive and

noisy nature of the power-line constitutes a bottleneck, limiting the achievable data rate of the VLC

system. An alternative approach is the fibre-based system. Given the high-density deployment

of LEDs, the cost of the fibre-based infrastructure may be deemed expensive. Hence, the most

appropriate design of the VLC back-haul is still a challenging problem to explore.

Due to the random blockage of LoS by the users’ movement or owing to obstructing objects, the

received optical power may be dramatically reduced and the performance of VLC is consequently

degraded. Frequently switching between the VLC and cooperative RF networks may result in the

so-called ping-pong effect, as stated in Section 1.4.2.2. In order to mitigate the amount of control

signalling and to reduce latency, a predictive handover decision should be adopted [154]. However,

except for the preliminary study of [155], the research of the blockage patterns remains limited in

the literature.

When the users are moving, mobility management constitutes another significant issue in VLC-
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based HetNets. Within a single VLC cell, the mobile user will experience substantially varying

channel quality between the cell centre and the cell edge. This effect should be taken into consid-

eration, when deploying the VLC APs as well as designing link-level techniques. Furthermore, the

overlapping areas of neighbouring VLC APs may be contaminated by ICI, which dramatically de-

grades the QoS. Hence, the transmission schemes conceived for these ICI-infested areas should be

carefully designed for ensuring the service remains uninterrupted. Although various FR techniques

have been proposed, an inherent disadvantage is that switching between different optical frequen-

cies every few meters degrades the user experience. Therefore, seamless horizontal handover and

VHO should be supported in VLC-based HetNets.

1.6 Contributions and Thesis Outline

1.6.1 Main Contributions

The novel research contributions provided by this treatise are summarised as follows:

• We investigate the LB problem in a hybrid VLC/WiFi DL, as part of next-generation HetNets,

which relies on a hybrid combination of several VLC APs and a WiFi AP. The VLC system

is capable of providing a high throughput, while the WiFi AP is capable of assisting the

VLC DL both by supporting the uplink as well as when the light propagation is blocked, as

well as when the VLC signals are ICI-contaminated or the VLC cell is overloaded. More

explicitly, a systematic solution is provided, where the LB problem is carefully formulated

as a network utility maximisation problem relying on the users’ proportional fairness utility

function. This joint AP-association control and resource allocation problem constitutes a

mixed-integer non-linear programming (MINLP) problem. Upon discretizing the resources,

we arrive at a near-optimal solution. Furthermore, by relaxing the original joint association-

control and resource-allocation problem to a pure association control problem, we propose

a distributed algorithm using dual decomposition. Upon invoking this dual decomposition

technique, the solution approaches the optimal one within a low number of iterations, as it

will be demonstrated in Section 2.4 with the aid of our simulation results. By using this

distributed algorithm, each AP becomes capable of accomplishing its user association and

resource allocation without the aid of a central resource manager. Furthermore, various VLC

cell formations are considered, where the performances are investigated and compared in

terms of the attainable area spectral efficiency (ASE), fairness, etc.

• We investigate the MUS problem relying on the UEs’ PF as a measure by assigning each

UE a specific scheduling priority, which is inversely proportional to its anticipated resource

consumption [156] and then maximizing a carefully selected network utility function [157],

in the meantime, considering amorphous UC-VT cluster formations for the VLC DL. More
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explicitly, the optimal solution of this joint UC-based cluster formation and MUS problem

is first found by a high-complexity exhaustive search, which may have an overwhelming

complexity even for a modest-scale system. In order to reduce the computational complexity,

the original problem is formulated as a maximum weighted matching (MWM) problem and

multiple UEs are scheduled by solving the Kuhn-Munkres (KM) algorithm [158–162]. To

further improve the grade of practicability, a greedy algorithm is proposed, which operates

at a considerably lower complexity, despite taking into account the dynamics of the UC-

VT clusters. Moreover, the computational complexity of both the exhaustive search and of

the proposed schemes is analysed and various cluster formations are evaluated in terms of

diverse VLC characteristics, such as the FoV, the LoS blocking probabilities, the optical AP

arrangement, etc.

• We design an energy-efficient scalable video system relying on dynamic UC cluster formation

in VLC networks, while jointly considering adaptive modulation (AM) mode assignment

and power allocation. To be more specific, we propose a distance-based localisation-aided

UC cluster formation technique and employ two different joint transmission schemes within

the clusters, which we refer to as CT and VT. The beneficial construction of UC clusters

constitutes the basis of an inherently energy-efficient VLC network. We propose a heuristic

3-tier dynamic-programming-based algorithm for solving our carefully formulated energy

efficiency (EE) maximisation problem, including the user/layer-level AM mode assignment,

the AP-level PA and the cluster-level EE optimisation, for maximising the system-level EE

of our UC-VLC network. We evaluate the proposed EE scheme by transmitting a SHVC

sequence and characterise our UC design in terms of its achievable EE, throughput and video

quality in comparison to the conventional cells utilising FR. For our simulations results of

the full video clips, please refer to http://www.wireless.ecs.soton.ac.uk/.

1.6.2 Thesis Outline

Let us now highlight the outline of this thesis, as explicitly shown in Figure 1.12. Chapter 1 is

mainly constituted by four parts, namely by the portrayal of the VLC links, VLC networks, VLC

applications as well as of the open challenges in VLC systems. The first two parts provide the

preliminaries for the following chapters, which introduce some sedimentary knowledge concerning

VLC systems. Then the VLC applications are extended as VLC-based HetNets, UC-VLC networks

as well as scalable video streaming in Chapter 2, Chapter 3 and Chapter 4, respectively. Finally,

Chapter 5 offers our conclusions based on the simulation results and outline our potential future

work by jointly considering the open challenges discussed in Chapter 1. Let us continue with an

overview of following chapters as follows.

• Chapter 2: Cooperative load balancing in hybrid VLC and WiFi
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Figure 1.12: Organisation of this thesis.

In Chapter 2, as a complementary extension of the established RF Wireless Local Area Net-

work (WLAN), VLC relying on commercially available LED transmitters offers a huge data

rate potential in this license-free spectral domain, whilst simultaneously satisfying energy-

efficient illumination demands. Various VLC cell formations, ranging from a regular cell-

layout associated with different FR patterns to merged cells are investigated by employing

advanced transmission schemes. Furthermore, a hybrid DL offering full RF-coverage by a

WLAN and additionally supported by the abundant spectral resources of a VLC network is

studied. Cooperative LB achieving PF is implemented by using both centralised and dis-

tributed resource-allocation algorithms. The performance of this hybrid RF/VLC system is

analysed both in terms of its throughput and fairness in diverse cell formation scenarios. Our

simulation results demonstrate that the VLC system advocated is capable of providing a high

ASE and our hybrid RF/VLC system achieves the highest throughput and the highest grade

of fairness in most of the scenarios considered.

• Chapter 3: Users first: UC cluster formation for interference-mitigation in visible-light

networks

VLC combined with advanced illumination may be expected to become an integral part of

next generation heterogeneous networks. In order to mitigate the performance degradation

imposed by the ICI, a UC cluster formation technique employing VT is proposed for the

VLC DL system, where multiple users may be simultaneously supported by multiple APs.

In contrast to the traditional network-centric (NC) design, the UC-VT cluster formation is

dynamically constructed and adjusted, rather than remaining static. Furthermore, we con-

sider the critical issue of MUS relying on maximizing the ’sum utility’ of this system, which

leads to a joint cluster formation and MUS problem. In order to find a practical solution, the

original problem is reformulated as a MWM problem relying on a user-AP distance-based
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weight and then a low-complexity greedy algorithm is proposed, which offers a subopti-

mal yet compelling solution operating close to the optimal value found by the potentially

excessive-complexity exhaustive search. Our simulation results demonstrate that the pro-

posed greedy MUS algorithm combined with the UC-VT cluster formation is capable of pro-

viding an average user throughput of about 90% of the optimal throughput, which is about

three times the throughput provided by the traditional cellular design in some of the scenarios

considered.

• Chapter 4: UC VLC for energy-efficient scalable video streaming

An energy-efficient indoor VLC system relying on dynamic UC cluster formation is designed

for scalable video streaming. Explicitly, the radically new UC cluster formation technique is

based on an amorphous user-to-network association structure, which is ultimately the basis of

our energy-efficient indoor VLC system. Furthermore, in order to optimise the system-level

energy efficiency, our objective function is selected by jointly considering both the video

quality and the power consumption. We then propose a 3-tier dynamic-programming-based

algorithm for user/layer-level adaptive modulation mode assignment, for access-point-level

power allocation and for cluster-level energy efficiency optimisation, respectively. Based on a

scalable video coded sequence, our simulation results demonstrate the superior performance

of our UC clusters compared to the conventional cell design in terms of its energy efficiency,

throughput as well as video quality in most of the scenarios considered.

• Chapter 5: Conclusions and future work

In Chapter 5, we summarise the major findings of this thesis and some potential research

topics are outlined for future work as well.



Chapter 2
Cooperative Load Balancing in Hybrid

Visible Light Communications and WiFi

As hypothesised in Chapter 1, VLC may be expected to become an integral part of the next-

generation HetNets. In this chapter, the essential LB problem of a hybrid VLC/WiFi DL is inves-

tigated by taking into account various cell structures. Note that all the cell formations considered

in this chapter are NC, while the radically new UC design principle will be introduced in Chapter

3 and Chapter 4. Figure 2.1 shows the organisation of this chapter, which commences with the

motivation of the VLC and WiFi integration as well as with a brief review of the LB studies in

RF HetNets in Section 2.1. After the discussion of the VLC link, in Section 2.2, various NC cell

formations are presented and comparatively analysed with special emphasis on their area spectral

efficiency. Our methodology of finding the optimum load balancing in the hybrid VLC/WiFi sys-

tem, including both centralised as well as distributed LB, are critically appraised in Section 2.3 and

Section 2.4, respectively. Finally, Section 2.5 offers our conclusions.

2.1 Chapter Introduction

2.1.1 Background of the Hybrid System

With the promise of gaining access to a huge unlicensed bandwidth, which is available in the opti-

cal domain of the electromagnetic spectrum, the research of optical wireless (OW) communications

intensified during the past decade or so [4]. Apart from the substantial amount of research on the

infrared region of the optical spectrum [22,26], as a benefit of the rapid development of sol id-state

lighting, high data rate VLC combined with advanced illumination has become a reality in indoor

scenarios [10,15,21]. Specifically, the LEDs exhibit a high energy efficiency and additionally they

are capable of exploiting a vast unregulated spectrum. Extensive investigations have been dedi-

cated to the physical layer of VLC [43, 163–166], as also indicated by the IEEE 802.15.7 standard
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Figure 2.1: Outline of this chapter. Note that all the cell formations considered in this

chapter are network-centric, while the radically new user-centric design principle will be

introduced in Chapter 3 and Chapter 4.

ratified for short-range visible light wireless communication [39]. As far as the network level of

our VLC system is concerned, stand-alone VLC networks may exhibit some potential drawbacks,

such as for example: 1) VLC networks perform poorly in non-line-of-sight scenarios owing to the

predominantly LoS propagation of light; 2) In VLC networks, each optical AP illuminates only a

small confined cell compared to cellular RF networks; 3) VLC networks fail to provide convenient

up-link coverage at the current-state-of-the-art. To overcome the above drawbacks, it is necessary

to develop cooperative HetNets, which additionally rely on RF techniques as a complementary ex-

tension. As a result, the widely used WiFi network may be invoked as a cooperative partner of

the VLC networks in indoor scenarios. As mentioned above, the proposed hybrid VLC/WiFi sys-

tem is capable of providing high-data-rate connections as well as a seamless reliable coverage [4].

Compared to the traditional WiFi-only and VLC-only systems, the integration of VLC and WiFi is

expected to significantly improve the aggregate throughput, which has been shown both by analyt-

ical and simulation results in [128] and the independent efforts disseminated in [167] led to similar

conclusions. This motivates our research of the hybrid VLC/WiFi system by investigating fair and

efficient cooperative LB, where a salient problem is the appropriate formation of VLC cells.

2.1.2 Related Works of Load Balancing in Radio Frequency Heterogeneous Net-
works

There is a paucity of studies on the formulation of VLC cells, although recently some valuable stud-

ies were disseminated in the context of a stand-alone VLC-only system. In particular, the authors

of [168] discussed fractional frequency reuse for VLC cells and subsequently a joint transmission

regime was derived in [169] for VLC cells. On the other hand, LB constitutes one of the fundamen-

tal problems, which in fact affects all cooperative multi-rate HetNets. Broadly speaking, this prob-
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lem can be formulated as the constrained optimisation of a carefully selected utility function [120].

Substantial related work has been undertaken based on this problem in RF networks [2, 113–119].

Specifically, the authors of [2] investigated diverse technical approaches to the LB problems of

HetNes and provided valuable design guidelines for OFDMA-based cellular systems. Moreover,

the authors of [113–115] proposed centralised solutions, which rely on a centralised resource man-

ager, while the authors of [116–119] addressed the LB problems of cellular networks with the aid

of distributed algorithms. More particularly, Burchardt et al. [116] introduced a fuzzy logic based

system, while Heliot et al. [117] proposed the employment of the Newton-Raphson-based method.

However, both of them considered a homogeneous single-network scenario, rather than a VLC/RF

HetNet scenario. As a further advance, in [118, 119] the LB problem of a RF-based HetNet was

solved by using the dual decomposition approach and provided a near-optimal solution at a low

complexity. However, the LB problem of VLC-based HetNets has remained to a large extent hith-

erto unexplored [170], especially when combined with various VLC cell formations.

2.1.3 Chapter Contributions

Against the above-mentioned background, in this chapter,

• we investigate the LB problem between several VLC APs and a WiFi AP relying on the

users’ PF as a measure;

• various VLC cell formations are jointly considered, ranging from the traditional cellular

design philosophy to merged cells;

• the hybrid system’s performance is analysed from the perspectives of both the unique VLC

parameters as well as of the different WiFi standards.

2.2 Hybrid System Model

A hybrid VLC/WiFi DL system model is considered in this chapter, where the IEEE 802.11 WLAN

is complemented by an optical network. The hybrid network has a set of VLC APs as well as a

WiFi AP, but this scenario may be readily extended to other AP configurations. More explicitly,

each VLC AP relies on an LED lamp constructed from several LEDs. Let us first discuss a range of

VLC cell formations in this section before investigating our LB problems, as shown in Figure 2.1.

2.2.1 Link Characteristics

For a given transmitted optical power Pt of each VLC AP, the average optical power Pr received by

a PD is the sum of the power received from all the corresponding transmitting VLC APs within its
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vicinity, which is hosted in the set S and it is given as 1

Pr = ∑
a∈S

Pr,i = ∑
a∈S

hd[u, a] · Pt. (2.1)

According to [22,23], the optical channel’s total DC attenuation from each VLC AP to the receiver

u is given by Equation (1.4) and Equation (1.5). Our parameter values are summarised in Table 2.1.

According to [15], the average received power including all reflections may be negligible com-

pared with the direct received average power of the LoS path. Therefore we may ignore the reflected

optical power for simplicity and consider only the LoS-power as the desired received power. As

a result, when the incoming optical radiation having an average power Pr impinging on a PD, the

electronic current generated by the PD is given by

< iPD >= γ · Pr, (2.2)

where γ [A/W] denotes the PD’s responsivity and is assumed to be 0.53[A/W]. Let us now define

the SINR as the aggregate electronic power received from signal set SS ⊆ S over the noise power

in a bandwidth of B [MHz] [10] plus the sum of the electronic power received from other optical

sources in interference set SI , which is the complementary set of SS. Since the corresponding

electronic power is proportional to the square of the amplitude of the electronic current, we can

write the SINR as

ξ =
γ2 ∑a∈SS

P2
r,a

N0B + γ2 ∑a∈SI
P2

r,a
, (2.3)

where N0 [A2/Hz] is the noise power spectral density dominated by the shot noise Nshot [15], given

as N0 ∼= Nshot = qIa(Pr) ∼ 10−22, where q denotes the electron charge and Ia(Pr) is the photo-

current at the receiver [10], which relies on the received power. The expression in Equation (2.3) is

in its common form and it will be different for each of the VLC cell formations, which are discussed

next.

2.2.2 Regular Cell Formation

2.2.2.1 Unity Frequency Reuse

The most straightforward way of constructing a VLC cell is to simply assume that each VLC

AP illuminates an individual cell, which corresponds to adopting unity FR (UFR) across all cells.

Figure 2.2(a) shows the UFR design, where each single VLC AP illuminates an individual cell and

the same frequency f is reused across all cells. The shaded areas represent the ICI imposed by the

LoS ray conveying different information and arriving from the neighbouring cells at the cell edge.

1Since our major concern is that of investigating various VLC cell formations and finding an efficient LB solution

for this hybrid system, some of the practical VLC channel characteristics have been simplified. The optical channel

of Equation (1.4) may be widely adopted, when considering a Lambertian source in indoor optical wireless scenarios.

Our algorithm is a generic one, which may be readily adapted to other types of optical channels.
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Figure 2.2: Different cell formations. (a) is a regular cell formation, (b) has a FR factor

of two, (c) represents two merged 2-AP cells with CT and (d) shows two merged 2-AP

cells using VT. The triangle and circle denote certain points of reception. The shaded

areas covered with dotted lines represent the ICI imposed by the LoS ray of neighbouring

cells at the cell edge. The shaded areas covered by solid lines represent the overlapping

areas within the merged 2-AP cells. In (a), (c) and (d), the entire frequency band f is

used by each small cell, while in (b) orthogonal frequencies f1 and f2 are employed by

neighbouring cells, where we have f1 = f2 = f /2.
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VLC parameters

Semi-angle at half power (φ1/2) 70◦

Gain of an optical filter (Ts(ψ)) 1.0

Refractive index of a lens at a PD (nr) 1.5

Modulation bandwidth (B) [10] 20 [MHz]

Detection area of a PD (DPA) 1.0 [cm2]

O/E conversion efficiency (γ) 0.53 [A/W]

Half of the receiver’s FoV (ψF) 60◦/62.5◦

Room model parameters

Room size 15m×15m×3m

Height of VLC APs 2.5m

Distribution of VLC APs 4×4

No. of users 50

Algorithmic parameters

BER threshold 10−5

Nyquist Roll-off factor (ρ) 1

Normalised WiFi capacity for DL (pDL) 0.8

Supply and demand gap (δtarget) 1

Table 2.1: Simulation parameters of the hybrid VLC/WiFi system.

For the triangular point shown in Figure 2.2(a), the SINR is given by

ξUFR =
γ2P2

r,A

N0B + γ2(P2
r,B + P2

r,C + P2
r,D)

, (2.4)

which shows that ICI arrives from all the other three neighbouring cells in this scenario. If the

FoV was sufficiently narrow, the ICI may be mitigated since the user can only receive data from a

single VLC AP. However, this would potentially lead to isolated ’coverage islands’ and ’coverage

holes’, which consequently may result into frequent horizontal handovers and outage event, when

the DL user is walking between VLC APs, since the user will experience dramatic performance

degradation in the area without LoS coverage.

2.2.2.2 Non-Unity Frequency Reuse

Following the traditional cellular design principle, non-unity FR patterns may be employed for

reducing the ICI, while each VLC AP still functions as an individual cell. Since the first-tier

neighbouring cells contribute most of the ICI, while the second-tier cells generally have a negligible

influence, an FR factor of two may be used. For the triangular point shown in Figure 2.2(b), the
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SINR is given by

ξFR-2 =
γ2P2

r,A

N0B/2 + γ2P2
r,D

. (2.5)

Hence, the ICI emanating from the neighbouring cells B and C can be removed. Although this is

an appealingly simple solution, when using an FR factor larger than one, the system has to obey

the classic trade-off between reduced bandwidth efficiency (BE) and improved cell-edge SINR.

In fact, supporting mobility is the most grave problem associated with non-unity FR during VLC

cell formation, since switching between frequencies every few meters during the user’s movement

degrades the user experience. This is also the reason for not considering FFR [168], which exhibits

a more elaborate frequency planning and triggers even more frequent handovers.

2.2.3 Merged Cell Formation

In order to reduce the size of the ICI-infested areas, whilst improving the mobility, several neigh-

bouring cells can be merged into a large multi-AP cell, where advanced transmission techniques

may be employed in their overlapping areas. In the following, we use UFR across multi-AP cells

for simplicity, although non-unity FR might be also used.

2.2.3.1 Combined Transmission

In this arrangement, each individual VLC AP of a multi-AP cell conveys the same information on

the same visible carrier frequency in their overlapping areas. In Figure 2.2(c), A and B are merged

into a 2-AP cell and transmit identical signals in their overlapping area as a single source, which

we refer to as CT. Thus the potential ICI is beneficially turned into useful signals which may be

combined and the original cell edges of Figure 2.2(a) become the cell centers of Figure 2.2(c). For

the triangular point shown in Figure 2.2(c), the SINR is given by

ξCT-2 =
γ2(P2

r,A + P2
r,B)

N0B + γ2(P2
r,C + P2

r,D)
. (2.6)

Although the SINR may be enhanced, CT results in a reduced BE, since only a single user is served

at a time by several APs in the overlapping area within a merged cell.

2.2.3.2 Vectored Transmission

In order to eliminate the BE-reduction imposed by CT, zero-forcing ()-based VT techniques can

be employed for serving multiple users at the same time in the overlapping area. The underlying

principle of ZF-based VT is to totally eliminate the ICI at the multiple transmitters, so that the

multiple users receive mutually interference-free signals.

To elaborate a little further, let na denote the number of APs in a merged na-AP cell and a

vector of nu users are served simultaneously within the overlapping area. Let further xt ∈ Rnu×1
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and yr ∈ Rnu×1 denote the vectors of transmitted and received signals, respectively. By using VT,

we have

yr = γ · Pt · H ·G ·Ω · xt + n, (2.7)

where n includes both the noise and the ICI received from the neighbouring merged cells, while the

channel-matrix H ∈ Rnu×na hosts the DC attenuations between nu users and na APs. Furthermore,

the matrix G = HH(HHH)−1 obeys the ZF criterion, which hence results in a beneficial ICI-free

identity matrix for HG = Inu . Finally, the matrix Ω is introduced to enforce the per-AP power

constraints. According to [171], we have

Ω = ωInu , ω = min
a=1,2,...,na

√
1

‖G(a, :)‖2
F

, (2.8)

where G(a, :) is the ath row of G. As a result, the SINR of a particular user may be written as 2

ξJT =
γ2P2

t ω2

N0B + γ2 ∑i∈SI
P2

r,i
. (2.9)

In general, to facilitate VT from na APs to nu users, both the (nu × na)-element DC attenuation

matrix and the users’ data have to be shared amongst the na APs [172]. For VLC channels, the

requirements may be readily satisfied, since the VLC users are predominantly stationary. This is

similar to the successful employment of ZF-based transmit pre-coding techniques, which is referred

to as VT in the state-of-the-art digital subscriber line based G.fast system (Recommendation ITU-T

G.9701) invoked for coping with the far end cross talk between twisted pairs.

As an example, in Figure 2.2(d), A and B form a VT-aided 2-AP cell and two users are served

simultaneously in the originally ICI-infested areas. For the paired points shown in Figure 2.2(d),

the SINRs are given by

ξ•JT-2 =
γ2P2

t ω2

N0B
; ξNJT-2 =

γ2P2
t ω2

N0B + γ2(P2
r,C + P2

r,D)
. (2.10)

2.2.4 Area Spectral Efficiency

To gain further quantitative insights, Figure 2.3 illustrates both the classic BE surface and the mean

bandwidth efficiency (MBE) of different VLC cell formations. The BE is calculated as

ηUFR = log2(1 + ξUFR); ηFR-2 =
1
2

log2(1 + ξFR-2);

ηCT = h̄ log2(1 + ξCT-2); ηJT = log2(1 + ξJT); (2.11)

where h̄ accounts for the loss of resource under utilisation of CT, which is 0.9122 and 0.8737 when

the FoV is 120◦ and 125◦ under our simulation setup, respectively. In Figure 2.3(c), h̄ is given by

h̄ =
1
2
· Ds

Dmc
+

Dmc − Ds

Dmc
, (2.12)

2Since the interference power received by the merged cell under consideration is influenced by the ZF-based VT

within its neighbouring merged cells, for simplicity, we assume that the interference imposed is always equal to its

maximum value, which characterises the worst-case situation in our VT cell formation scenario.
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where Ds and Dmc denote the area of the shaded areas within the merged 2-AP cell and the total area

of the merged cell, respectively. In our simulations, a 15m×15m×3m room model is considered,

including 4×4 uniformly distributed optical APs at a height of 2.5m. The parameters of the VLC

APs are summarised in Table 2.1. Compared to UFR as shown in Figure 2.3(a), a FR of two

sufficiently reduces the ICI-contaminated areas, but results into a significantly reduced BE as shown

in Figure 2.3(b). By contrast, all of our proposed merged cell formations shown in Figures 2.3(c),

2.3(d), 2.3(e) improve the MBE, as suggested by Figure 2.3(f). More explicitly, when a 2-AP cell

is created, the MBE of VT is only marginally better than that of CT. However, when forming all

VLC APs as a single cell, a substantial MBE improvement can be achieved with the aid of VT,

since the resultant system becomes reminiscent of a large-scale MIMO system.

2.3 Methodology for Finding the Optimum Load Balancing

Let us now determine the optimum LB for a set of users in this hybrid VLC/WiFi system by taking

into account various VLC cell formations. We would like to introduce some notations first. Let

VA be the set of the single-AP or multi-AP VLC cells, where |VA| is the number of cells. In this

section, we illustrate our methodology in the UFR scenario, which can be readily extended to other

cell formations. VW denotes the set of the WiFi APs and we have |VW | = 1. At the same time,

the users of the set VU are assumed to be uniformly distributed at random in this hybrid VLC/WiFi

system. Since each user has a limited FoV, they can only communicate with each other using VLC,

if one or more optical APs reside within the FoV of the user. Let RVLC be the matrix of throughput

between the VLC cells a and the user u, which is defined as RVLC = (rau : a ∈ VA, u ∈ VU). Let

furthermore RWiFi = (rau : a ∈ VW , u ∈ VU) be the matrix of throughput allocated by the WiFi

AP to the user u.

The LB problem is a connection level issue, which can be performed according to the con-

nection level statistics [20]. Since no fast-fading is experienced in VLC propagation, as long as

the users’ positions remain static, the channel information does not change. When considering a

low-mobility indoor scenario, the coherence time of WiFi propagation is sufficiently long. Hence,

both the VLC and WiFi propagation changes slowly in the given period. The required channel

information only has to be collected infrequently before activating this optimisation procedure. As

a result, we consider a static system without the arrival of new users and the departure of exist-

ing users. In general, this resorts to the NUM framework [120] and three methodologies will be

employed in this section. We commence with an exact non-linear formulation and then discretize

this non-linear formulation. Furthermore, we come to the classic distributed algorithm, which is

capable of approaching the performance of the near-optimal centralised solution.
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Figure 2.3: BE surface and the MBE of different VLC cell formations. (a) is a regular

UFR cell formation, (b) has a FR factor of two, (c) represents merged 2-AP cells with CT,

(d) shows merged 2-AP cells with VT, (e) is a merged 16-AP cell with VT and (f) shows

the MBE of (a)-(e), where the receivers’ FoV is 120◦. The corresponding simulation

parameters are summarised in Table 2.1.
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2.3.1 Centralised Approach

Our objective is to find the optimal LB using the objective function (OF) of maximizing the sum of

all users’ utility functions under the PF constraints [114] in this hybrid VLC/WiFi system, which is

ultimately a joint association control and resource allocation problem. In this context, the authors

of [173] have shown that we can achieve proportional allocation by optimizing the OF of:

maximize ∑
u∈VU

log(βu), (2.13)

where βu is the actual throughput allocated to a user u. The logarithm of βu may be interpreted as

the utility function of a user, as argued for example in [157].

At this stage, a binary variable xau is introduced to indicate, whether the user u is assigned to

the AP a, where we have xau = 1 if u and a do have a connection, while 0 otherwise. Note that a

may denote either a certain VLC cell or the WiFi AP, namely a ∈ VA ∪ VW in this section. Hence,

the actual throughput βau of the user u allocated by the AP a may be expressed as xaurau pau, where

pau is a fractional variable between 0 and 1, which is denoted as the proportion of time that a is

allocated to u. For a given user u, the total actual throughput becomes

βu = ∑
a∈VA∪VW

xaurau pau. (2.14)

By substituting (2.14) into the OF of (2.13), we have

Γ(x, p) = ∑
u∈VU

log ∑
a∈VA∪VW

xaurau pau. (2.15)

Since only a single AP a′ is assigned to a given user, i.e. we have xa′u = 1, we can write:

log ∑a xaurau pau = ∑a xau log(rau pau). Therefore Equation (2.15) may equivalently be written

as

Γ(x, p) = ∑
u∈VU

∑
a∈VA∪VW

xau log(rau pau), (2.16)

Several optimisation constraints may be formulated based upon various assumptions as well as

on a range of practical limitations. The mathematical formulation of this maximisation problem

becomes:

maximize Γ(x, p) (2.17)

subject to ∑
a∈VA∪VW

xau = 1 ∀u ∈ VU ;

∑
u∈VU

xau pau ≤ 1 ∀a ∈ VA;

∑
u∈VU

xau pau ≤ pDL ∀a ∈ VW ;

xau ∈ {0, 1} ∀a ∈ VA ∪ VW , ∀u ∈ VU ;

0 ≤ pau ≤ 1 ∀a ∈ VA ∪ VW , ∀u ∈ VU .
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Firstly, for each user u, there is one and only one AP a′ in order to satisfy xa′u = 1 for an extended

period of time. At this stage, we do not impose any constraint on the users’ resource demand,

hence all the users may either connect to the VLC APs or to the WiFi AP. Secondly, each AP has to

request resources confined to its maximum capacity. By contrast, for the DL WiFi AP, the available

normalised capacity is assumed to be less than pDL instead of 1, because it may allocate (1− pDL)

of its total resources for example to the uplink. Furthermore, pDL may be set up as any feasible

value between 0 and 1 according to the specific system design and traffic requirements. Finally,

the variable xau should be binary, while pau is a real value between 0 and 1. As a result, the above

problem represents an MINLP problem that may be solved directly by using the OPTI Toolbox,

albeit this would be time-consuming.

2.3.2 Discretized Linear Programming Approximation

Instead of solving the MINLP directly, we might opt for a linear relaxation of the original problem.

Following the work in [114], we discretize the scheduling time period of each access point into T

discrete intervals, where T is κ times the number of the users. In practice, κ = 10 turns out to be

sufficient to obtain an acceptable approximation of the non-linear problem. A new binary variable

yaut is introduced. If and only if the access point a is associated with the user u and allocates t

(0 ≤ t ≤ T) time slots to user u, we arrive at yaut = 1. Thus, we arrive at the linear OF of

ΓD(y) = ∑
u∈VU

∑
a∈VA∪VW

T

∑
t=1

yaut · log(rau
t
T
). (2.18)

Accordingly, our linear program is then formulated as

maximize ΓD(y); (2.19)

subject to ∑
a∈VA∪VW

T

∑
t=1

yaut = 1 ∀u ∈ VU ;

∑
u∈VU

T

∑
t=1

yaut ·
t
T
≤ 1 ∀a ∈ VA;

∑
u∈VU

T

∑
t=1

yaut ·
t
T
≤ pDL ∀a ∈ VW ;

yaut ∈ {0, 1} ∀a ∈ VA ∪ VW , ∀u ∈ VU .

The first constraint of Equation (2.19) states that only one and exactly one AP is assigned to each

user. The second and third indicate that each AP restricts its time-resource allocation to capacity.

This discretized linear problem has been solved with the aid of the CPLEX solver. Then we translate

the solution in Equation (2.19) to the non-linear program Equation (2.17) as follows:

xau =
T

∑
t=1

yaut, pau =
T

∑
t=1

t
T

yaut. (2.20)
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2.3.3 A Dual Decomposition Method

We now conceive an efficient and scalable distributed algorithm for Equation (2.17).

2.3.3.1 Transformation

According to [114], when the AP/user association matrix x is given, the unique optimal solution

becomes pau = xau/Na, where Na = ∑u∈VU
xau is the number of users associated with the access

point a. As a result, the optimisation in Equation (2.17) may be transformed to a pure association

control problem, hence we now have the primal OF of:

Γde(x,N ) = ∑
u∈VU

∑
a∈VA∪VW

xau log(
rau

Na
). (2.21)

Additionally, we have three constraints as well:

∑
u∈VU

xau = Na ∀a ∈ VA ∪ VW ; (2.22)

∑
a∈VA∪VW

xau = 1 ∀u ∈ VU ; (2.23)

xau ∈ {0, 1} ∀a ∈ VA ∪ VW , ∀u ∈ VU . (2.24)

Furthermore, the dual objective g(ν) is formulated as

g(ν) = sup
x,N

L(x,N , ν), (2.25)

where L(x,N , ν) is the Lagrangian function for Equation (2.21) using the constraints of Equation

(2.22) after relaxation of (2.24), yielding

L(x,N , ν)

= ∑
u∈VU

∑
a∈VA∪VW

xau(log rau − νa)

︸ ︷︷ ︸
Sa

+ ∑
a∈VA∪VW

Na(νa − log Na)

︸ ︷︷ ︸
Sb

, (2.26)

where N = (Na : a ∈ VA ∪ VW) constitutes a set, whose elements are given by the number

of users associated with each AP, while ν = (νa : a ∈ VA ∪ VW) is the vector of Lagrangian

multipliers corresponding to the constraint of Equation (2.22).

2.3.3.2 Decomposition

The problem of Equation (2.25) is further partitioned into two sub-problems in a distributive - rather

than centralised - fashion.

• On the user’s side, we solve the sub-problem of maximizing Sa. Since we have xau ∈ {0, 1}
and ∑a∈VA∪VW

xau = 1, for each u ∈ VU we find

a∗ = argmax
a∈VA∪VW

(log rau − νa). (2.27)
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Then we set xa∗u = 1. Hence we could compute the number of users N (1) associated with

each AP corresponding to Sa.

• On the AP’s side, upon applying the Karush-Kuhn-Tucker (KKT) conditions [122], for each

a ∈ VA ∪ VW we have

∂g(2)

∂Na
= νa − log Na + 1 = 0⇒ Na = exp(νa − 1);

Then we can obtain N (2) corresponding to Sb.

A variable δ is introduced to reflect the difference between the resource demand Sa and resource

supply Sb, defined as

δ = |N (1) −N (2)|. (2.28)

An acceptable target difference of δtarget is pre-set before iteratively solving the sub-problems. If

each element of δ is smaller than the target gap, the iterations will be curtailed and the allocation

result of (x̂, N̂ ) is obtained; otherwise ν will be adjusted for the next iteration according to the

gradient method, which is given as

νa(i + 1) = νa(i)− ε(i)(Na − ∑
u∈VU

xau), (2.29)

where ε(i) is a sufficiently small step size in the ith iteration. In this chapter, we set ε(i) = ε0 ·
i−

1
2+τ, where ε0 and τ are positive constants appropriately chosen for satisfying limi→∞ ε(i) = 0

and ∑i=∞
i=0 ε(i) = ∞ for achieving the convergence of the gradient algorithm towards the optimal

solution.

2.3.4 Optimality Analysis

Although the convergence of the distributed algorithm may be proved analytically, e.g. in [119],

it is difficult to theoretically study how far the converged solution found is away from that of the

true original problem, since the original problem contains a binary integer. Upon comparing the

solutions provided by LP approximation, we experimentally study the optimality of the solution

provided by the distributed algorithm, which has not been discussed in the literature.

2.3.4.1 Justification

Let us now consider the relationship between the OF value Γ of the original MINLP problem Equa-

tion (2.17), the LP OF value ΓD for Equation (2.19) and the solution Γ̂de provided by the distributed

algorithm. Since the distributed algorithm is performed after relaxing Equation (2.24), which pre-

vents us from theoretically proving the optimality of the solution Γ̂de of the problem Equation

(2.21), we opt for an empirical analysis of the optimality of Γ, ΓD and Γ̂de.
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(i) NLP vs. LP: The authors of [114] have characterised the relationship between the NLP and

LP formulations for any feasible solution (y) and its corresponding translation (x, p), which

may be written as

ΓD ≤ Γ. (2.30)

(ii) NLP vs. Distributed: We would like to introduce the notation (2.21’) for the relaxation of the

problem of Equation (2.21). Furthermore, we know that Γ̂de upper bounds (2.21’) [122].

Intuitively, Γ̂de may also upper bound Equation (2.21), since the solution of xau always

satisfies the constraint Equation (2.24) in the process of solving (2.21’).

(iii) NLP, LP and Distributed: Combing (i) and (ii) above, for any feasible pair, we may use Γ̂de

and ΓD as the upper bound and the lower bound for the original MINLP problem, respectively.

Please note that all the above discussions are here related to the resource allocation lemma

detailed at the beginning of Section III-C [114]. Under this lemma Equation (2.17) may be

written as Equation (2.21).

Figure 2.4 shows the empirical optimality of our distributed algorithm with the aid of simulations

relying on the parameters discussed in Section 2.4.1. The discretized LP approximation is imple-

mented in our simulation scenarios and the near-optimal solution of the LP OF is shown by the

dashed line in Figure 2.4. We obtain a fairly accurate solution of the distributed OF within a dozen

of iterations, which is within a margin of about 1.5% from the sub-optimal LP solution. Since we

may derive from (iii) that the optimal NLP OF value Γ may be between ΓD and Γ̂de, the difference

between Γ̂de and Γ may be even smaller. This demonstrates that the distributed algorithm is capable

of converging to the optimal value of the original NLP problem, whilst providing a near-optimal

solution within a few dozens of iterations.

2.3.4.2 Implementation

As a benefit of the above optimality analysis, we opt for the distributed algorithm. Indeed, the

distributed algorithm converges to a near-optimal solution significantly faster than the centralised

approaches. In each iteration, each AP initialises and broadcasts a feasible price value νa to all

the users within its coverage. Here we assume that different APs use pre-allocated orthogonal fre-

quency bands for simultaneously broadcasting νa. Each user finds the optimal AP a∗ according to

Equation (2.27) and sends its user-identifier back to a∗. Thus each AP becomes capable of calcu-

lating the user demand N (1). At the same time, the supply vector N (2) can also be calculated by

the APs. Each AP compares its supply and user demand. When the difference between the demand

and supply becomes sufficiently small, the iterations are curtailed and a near-optimal solution has

been found. In this way, each AP becomes capable of performing its own resource allocation. The

total number of information exchange operations is proportional to (na + nu), where na and nu

denote the number of APs and users, respectively. Let us now provide an overview of the dual

decomposition algorithm in form of Algorithm 1, which has been verified using our simulations.
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Figure 2.4: Empirical optimality of the distributed algorithm relying on the simulation

parameters discussed in Section 2.4.1. The solid line shows the average user throughput

in each iteration, while small vertical tick-marks show the solution of the LP problem

provided by CPLEX. The corresponding simulation parameters are summarised in Table

2.1.

2.4 Performance Evaluation of the Hybrid System

In this section, we will present our simulation results for the LB problem, with special emphasis on

the various aforementioned VLC cell formations in our hybrid VLC/WiFi system, since we know

from Figure 2.3 that the performances of the different cell formations may be significantly different.

We commence by studying the user’s average throughput for different FoVs and LoS blocking

probabilities, followed by investigating the fairness both from the system’s and the individual users’

perspectives for the sake of characterizing the quality of service experienced by the users under

different cell formation schemes. Finally, different WiFi standards are introduced and compared in

the hybrid system.

2.4.1 Simulation Setup

A 15m×15m×3m room model is considered, which is only covered by a VLC system including

4×4 uniformly distributed optical APs at a height of 2.5m. Additionally, the room is entirely

covered by an IEEE Std 802.11n WiFi AP supporting a data rate as high as 120 Mbits/s within

25m. The parameters of the LED lamps are summarised in Table 2.1. The normalised WiFi DL

capacity pDL is assumed to be 0.8 and 50 users are assumed to be distributed uniformly at random
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Algorithm 1: Dual Decomposition Algorithm for solving our association control prob-

lem
Input: RVLC, RWiFi, δtarget;

Initialisation: ν, i← 0, ε0;

while max(δ) ≥ δtarget do

for each u ∈ VU do

find a∗ = argmax
a∈VA∪VW

(log rau − νa(i));

end

calculate demand N (1);

for each a ∈ VA ∪ VW do

Na = exp(νa(i)− 1);

νa(i + 1) = νa(i)− ε(i)(Na − ∑
u∈VU

xau)

end

calculate supply N (2);

δ = N (2) −N (1);

ε(i)← ε0 · i− 1
2+τ;

i← i + 1;

end

Calculate x, p;

during each simulation run. All of the results shown are averaged over 50 simulation runs. To

be more realistic, we introduce specific modulation schemes for calculating the users’ achievable

throughput. For simplicity, we consider baseband transmissions without subcarrier modulation at

this stage. PAM having an order of M (M-PAM) is used. Based on our BER performance results,

given a certain target BER, SNR and signal to interference ratio (SIR), the maximum affordable

M-PAM order capable of maintaining the target-BER can be determined 3. Thus the attainable

throughput becomes rau = 2B log2 M/(1+ ρ), where the roll-off factor of the raised-cosine pulses

is assumed to be ρ = 1.

3We could also consider the joint effects of noise and interference. According to [10], the relationship between the

BER and ξ for M-PAM signals is given by

BERM−PAM ∼=
M− 1

M
2

log2 M
Q
( √

ξ

M− 1

)
.

Given a certain target BER and the above-mentioned SINR value ξ, this is an alternative technique of determining the

maximum PAM order M, which agrees with our simulation results.
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Figure 2.5: Average user throughput of various cell formations with different FoV after

performing LB in the hybrid VLC/WiFi system. The corresponding simulation parameters

are summarised in Table 2.1.

2.4.2 Throughput Investigations

2.4.2.1 Throughput Investigations for Different Field-of-View

The FoV is one of the factors that is expected to significantly influence the ICI in VLC-based

networks. Increasing the FoV leads to the expansion of the ICI-contaminated areas and corre-

spondingly the employment of ICI reduction techniques may become more important. Figure 2.5

shows the average user throughput of different cell formations with different FoV after performing

LB in the hybrid VLC/WiFi system. We can see that the throughput provided by the merged cells

is higher than the regular cell formations for both FoV values. Since the increase of FoV may result

in 1. an increased probability of having user in the ICI-contaminated areas and 2. an decease of

received signal power and an increase of received noise power, the average throughput is reduced

in all cell formation scenarios for FoV = 120◦, 125◦. In particular, the UFR scheme is the most

badly affected one upon increasing the FoV, which supports the lowest throughput, when the FoV

is increased to 125◦. Furthermore, FR-2 does not change much.

2.4.2.2 Line-of-Sight Blocking Analysis

As mentioned in Section 2.1, the WiFi AP is also capable of providing seamless DL coverage,

when the LoS VLC-DL receptions are blocked. We introduce the LoS blocking probability Pblock

to represent the probability that the LoS VLC path is blocked, which may lead to a reduction of the
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Figure 2.6: Average user throughput and proportion of VLC users under various LoS

blocking probabilities, FoV = 120◦. The corresponding simulation parameters are sum-

marised in Table 2.1.

data rate experienced by some VLC users. Then the VLC DL data rate becomes R̃ = Pblock · 0 +

(1− Pblock) · R. At this stage, we assume that all LoS paths are blocked with an equal probability.

Figure 2.6 indicates that, as expected, the average user throughput and the proportion of VLC users

is reduced upon increasing the LoS blocking probability in all cell formation scenarios, hence more

users are allocated to the WiFi AP. This demonstrates that the WiFi AP plays an important role in

this hybrid system, especially when the LoS paths may be blocked.

2.4.3 Fairness Grade Investigations

2.4.3.1 Average Fairness

Next we will analyse both the network’s average fairness as well as the individual user’s fairness,

given a certain total throughput. The grade of fairness (GoF) for the network is defined as

σa-VLC =

∣∣∣∣1−
VLC-fraction of total throughput

fraction of VLC-users

∣∣∣∣ . (2.31)

For example, in the UFR scenario, the VLC throughput proportion of the total VLC/WiFi through-

put is 95.25%, while 57.76% of the users is supported by the VLC APs, rather than by WiFi. Hence

the grade of the average fairness becomes σa =|1 - 95.25%/57.76%| ≈ 0.649. The system provides

the highest grade of average fairness, when the VLC (WiFi) throughput accounts for a certain pro-

portion of the total throughput and at the same time, the number of the VLC (WiFi) users accounts

for the same proportion of the total number of users in the hybrid system. Hence for the highest
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Figure 2.7: Throughput and user percentage in different cell formations, FoV = 120◦. The

corresponding simulation parameters are summarised in Table 2.1.

possible GoF we have σa = 0. It is plausible that the system will provide a higher grade of average

fairness, when σa is closer to zero, provided that no multi-service requirements are considered at

this stage [170]. Since the sum of VLC throughput (users) and WiFi throughput (users) constitutes

the total throughput (users) of the system, the VLC system and the WiFi system provide a similar

grade of average fairness. When the difference between the VLC (WiFi) throughput proportion and

the fraction of VLC (WiFi) users is smaller, σa is also reduced, i.e. the hybrid system provides a

higher grade of average fairness.

We know that the size of ICI-contaminated areas is significantly smaller when the FR factor is

two and no ICI occurs when all the VLC APs are merged into a 16-AP cell employing VT. Hence

more users are expected to be supported by VLC APs in these two scenarios compared to the UFR,

CT-2 and VT-2 schemes. We can see from Figure 2.7 that the VLC (WiFi) network throughput

and the corresponding user-proportion are closest to each other, since the FR-2 and VT-16 scenario

have a higher percentage of VLC users, as indicated by the circles in Figure 2.7. Specific values of

σa are plotted in Figure 2.8.

2.4.3.2 Individual Fairness

We will use the service fairness index (SFI) of [174] to reflect the individual fairness experienced by

the users. The objective of ensuring fairness amongst the users is to guarantee that all users benefit

from the same throughput within a given period, provided that the users’ data rate requirements

are identical. However, this is often unrealistic. The SFI of [174] is introduced to represent the
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Figure 2.8: The GoF, SFI and average user throughput, FoV = 120◦. The GoF/SFI per-

ceived is reduced upon increasing its value. The corresponding simulation parameters are

summarised in Table 2.1.

difference between the maximum and the minimum amongst all the users’ throughput. When the

SFI is low, the throughput-difference of different users is small, hence they are served fairly. By

contrast, if the SFI is high, the users experiencing a lower data rate may complain about their

unfair treatment. Therefore a lower SFI means a higher grade of individual fairness. The specific

SFI values of the different cell formation scenarios considered are plotted in Figure 2.8. It can be

clearly seen that the users’ throughput-difference is the smallest in the VT-16 scheme, which is

expected on the basis of Figure 2.3(e), where VT-16 provides the smoothest BE distribution.

Considering the average user throughput and fairness performance comprehensively in Fig-

ure 2.8, the merged 16-AP cell relying on VT is the most attractive one having the highest through-

put as well as the highest GoF and SFI. However, its implementation complexity is also significantly

higher than that of the regular designs and of CT.

2.4.4 1Gbits/s-Data-Rate WiFi

Since 802.11ac may support a data rate over 1Gbits/s, it is realistic to investigate a hybrid system

having a WiFi data rate of 1Gbits/s. Figure 2.9 shows the average user throughput, the throughput

and user percentages in the different cell formations having a WiFi data rate as high as 1Gbits/s

and FoV = 120◦. The average user throughput is increased in all the scenarios considered. Both

the percentage share of WiFi throughput and the proportion of its users are increased with the

improvement of the WiFi data rate. The merged cells still provide a higher throughput, however the
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Figure 2.9: Throughput and user percentage in different cell formations, FoV = 120◦.

WiFi data rate is set to 1Gbits/s. The corresponding simulation parameters are summarised

in Table 2.1.

single 16-AP cell relying on VT may no longer have the absolute advantage in terms of its average

throughput. This may provide some insights for this hybrid systems’ design, when the WiFi data

rate is increased.

2.5 Chapter Conclusions

In this chapter, various VLC cell formation schemes and a heterogeneous system constituted by

WLANs and VLC networks were investigated. We studied the regular design concept borrowed

from cellular networks relying on different FR factors in VLC environments as well as of merged

multi-AP cells employing either CT or ZF-based VT. To solve the essential LB problem in the

context of our VLC/WiFi hybrid system, both centralised and distributed algorithms were invoked

for implementing a PF scheduler. We analysed the MBE of different VLC cell formations as well

as the throughput and fairness of the hybrid VLC/WiFi system. By employing a sophisticated VT

among all the 16 VLC APs, the VLC network becomes capable of providing a higher MBE, while

the hybrid system is capable of providing a higher average throughput without any sacrifice of the

fairness, when the WiFi data rate is modest.

In Table 2.2, we compared the percentage of the VLC throughput, VLC users, WiFi throughput,

WiFi users and the average user throughput with respect to different cell formations and different

WiFi standards, which were extracted from Figure 2.7 and Figure 2.9. Comparing the two different

WiFi standards, when the WiFi AP is capable of supporting as high a data rate as 1Gbps, the average
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802.11 n

UFR FR-2 CT-2 VT-2 VT-16

VLC throughput 95.25% 93.22% 95.92% 95.96% 96.08%

VLC user 57.76% 91.32% 69.72% 69.80% 95.24%

WiFi throughput 4.75% 6.78% 4.08% 4.04% 9.92%

WiFi user 42.24% 8.68% 30.28% 30.20% 4.76%

Ave. throughput [Mbps] 42.39 28.32 47.03 47.50 48.88

802.11 ac

UFR FR-2 CT-2 VT-2 VT-16

VLC throughput 72.87% 63.06% 76.06% 76.29% 75.53%

VLC user 46.24% 61.36% 58.92% 57.60% 72.00%

WiFi throughput 27.13% 36.94% 23.94% 23.71% 24.47%

WiFi user 53.76% 38.64% 41.08% 42.40% 28.00%

Ave. throughput [Mbps] 58.99 43.31 66.83 67.47 65.38

Table 2.2: The percentage of the VLC throughput, VLC users, WiFi throughput, WiFi

users and the average user throughput for different cell formations and for different WiFi

standards, which were extracted from Figure 2.7 and Figure 2.9. The percentage of the

VLC/WiFi throughput indicates the ratio of the throughput provided by the VLC/WiFi

network and the total throughput of the system. Similarly, the percentage of the VLC/WiFi

users denotes the ratio of the number of the VLC/WiFi users and the total number of the

users in the hybrid system. The corresponding simulation parameters are summarised in

Table 2.1, where users’ FoV is 120◦.

user throughput is increased in all the cell formation scenarios considered. In the meantime, the

WiFi AP provides a higher fraction of the throughput in the range spanning from about 10% to

around 30%. The fraction of the users supported by the WiFi network is increased correspondingly

when employing the 802.11ac standard. Furthermore, as observed from Table 2.2, both changing

the cell structure and increasing the WiFi data rate is capable of improving the system performance

in terms of throughput.

In the following chapters, we will focus our attention on the user-centric cell formation of the

VLC network, which is dynamically changed according to the user’s information.



Chapter 3
Users First: User-Centric Cluster

Formation for Interference-Mitigation

in Visible-Light Networks

In Chapter 2, VLC was discussed as the complementary link of the existing RF network, along

with its traditional NC cell formation. In this chapter, we will introduce a radically new user-

centric design principle for the VLC network, which is capable of significantly improving the

attainable system performance. We mainly focus our attention on the UC cluster formation and on

the MUS problem in Chapter 3, while in Chapter 4, an energy-efficient scalable video provision

will be conceived for the UC-VLC network. Figure 3.1 shows the outline of this chapter. The

motivation of our UC design and the chapter contributions are briefly introduced in Section 3.1. In

Section 3.2, a graph based model is constructed for finding the optimal UC cluster formation and

the transmission scheme associated with each cluster is also discussed. The joint cluster formation

and MUS problem is formulated and solved in Section 3.3. Section 3.4 offers the performance

characterisation of the UC-VLC network from various perspectives. Finally, Section 3.5 provides

our chapter conclusions.

3.1 Chapter Introduction

3.1.1 Background and Motivation of User-Centric Design

Owing to its huge unlicensed bandwidth, high data rate potential, energy-efficient illumination etc.,

the research of VLC intensified during the past decade or so [4]. As a complementary extension

of classic radio frequency communications, extensive investigations have been dedicated to the

point-to-point transmission and reception techniques in VLC networks [10, 15, 36, 37, 43, 72, 175–

177], as also indicated by the IEEE 802.15.7 standard ratified for short-range visible light wireless
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Figure 3.1: Outline of this chapter.

communication [39]. Apart from their multi-fold advantages, naturally, VLC systems also exhibit

several potential drawbacks, such as reduced performance in non-line-of-sight scenarios, lack of

native up-link support, a confined coverage compared to cellular radio frequency networks etc.

Amongst all the design challenges, the performance degradation imposed by ICI at the cell

edge may lead to dramatic reduction of the QoS in a VLC DL system. As a result, careful VLC

cell formation becomes crucial, since it is the salient design stage of the entire system design cy-

cle. Traditional designs conceived for VLC cells operating both with and without FR or fractional

frequency reuse planning, have been studied in [49, 168, 170], where each optical AP illuminates a

small confined cell. As a further advance, a multi-AP joint transmission scheme relying on CT and

VT 1 were also investigated in [49]. In contrast to the above-mentioned NC design philosophy, a

novel UC cell formation regime was proposed in [47,61,62], where amorphous user-specific multi-

AP cells are constructed for jointly transmitting data to a single 2 by employing CT, which we

referred to as UC-CT. By definition, UC design is different from the NC design, where the network

configuration is fixed, regardless of the tele-traffic. In order to further improve the achievable band-

width efficiency of the previously proposed UC-CT and to allow each multi-AP cell simultaneously

serve multiple UEs as discussed in [49], we propose the UC-VT-based cluster formation principle

in this chapter. UC-VT cluster formation may be defined as forming the UC-VT clusters, where

each UC-VT cluster is served by a set of VLC APs, which simultaneously serve multiple UEs by

employing VT. More explicitly, a UC-VT cluster includes a set of APs and UEs as well as the

1In [49], relying on CT, each individual VLC AP of a multi-AP cell conveyed the same information on the same

visible carrier frequency in their overlapping areas and served a single user at a time. In order to eliminate the bandwidth

efficiency reduction imposed by CT, ZF-based VT techniques were employed for serving multiple users at the same time

in the overlapping area, which will be exemplified in Section 3.2.2.
2A single UE represents a communication device equipped with a VLC receiver in our DL VLC system, which could

be a smart phone, a personal computer, a tablet, a printer, etc.
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transmission links between them. Note that the previously proposed UC-CT-based cell formation

of [47,61,62] may be regarded as a special case of our UC-VT-based cluster formation, when only

a single UE resides within the coverage of the UC-VT cluster.

When multiple UEs are present in a VLC network, efficient resource allocation and MUS con-

stitutes one of the salient problems, which in fact affects all multi-user networks. However, the

problem of VLC-based networks has remained to a large extent hitherto unexplored in the open lit-

erature, although recently some valuable studies were disseminated in the context of NC single-AP

VLC cells [83–86]. In particular, the authors of [83] proposed a heuristic scheme for allocating

interference-constrained sub-carriers in a multiple access VLC system relying on DMT modula-

tion, in order to improve the aggregate throughput. The authors of [84] carefully designed a logical

framework aiming to localise, access, schedule and transmit in VLC systems, which was capable

of achieving a substantial throughput at a modest complexity. However, similar to most of the liter-

ature studying resource allocation in VLC-based systems, both [83] and [84] endeavour to improve

the attainable throughput without giving any cognisance to the fairness experienced by the UEs. By

taking fairness into account, the authors of [85] proposed an incremental scheduling scheme ISS,

where the global scheduling phase is responsible for assigning the resources to the UEs, while the

local scheduling phase regularly adjusts the resource allocation by backtracking the UEs’ move-

ments. Furthermore, the authors of [86] proposed a PF based scheduling algorithm for a centrally

controlled VLC system, which outperformed the maximum-rate scheduling policy in terms of bal-

ancing the achievable throughput against the fairness experienced by the UEs. Broadly speaking,

most studies of the MUS problem encountered in VLC systems are based on single-AP VLC cells.

By contrast, we are going to tackle the problems of MUS and UC-based cluster formation relying

on VT.

3.1.2 Chapter Contributions

Against the above-mentioned background, in this chapter,

• we investigate the MUS problem relying on the UEs’ PF as a measure by assigning each

UE a specific scheduling priority, which is inversely proportional to its anticipated resource

consumption [156] and then maximizing a carefully selected network utility function [157],

when jointly considering amorphous UC-VT cluster formations for the VLC DL.

• More explicitly, the optimal solution of this joint UC-based cluster formation and MUS prob-

lem is first found by a high-complexity exhaustive search, which may have an overwhelming

complexity even for a modest-scale system. In order to reduce the computational complexity,

the original problem is formulated as a MWM problem and multiple UEs are scheduled by

solving the KM algorithm [158–162].

• To further improve the grade of practicability, a greedy algorithm is proposed, which operates
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at a considerably lower complexity, despite taking into account the dynamics of the UC-VT

clusters.

• Moreover, the computational complexity of both the exhaustive search and of the proposed

schemes is analysed and various cluster formations are evaluated for diverse VLC character-

istics, such as the FoV, the LoS) blocking probabilities, the optical AP arrangement, etc.

VLC can be considered as a new member in the small-cell family of the HetNets landscape

for complementing the overloaded radio frequency band [47]. The UC cluster formation principle

designed for VLC environments constitutes a novel and competitive design paradigm for the super

dense multi-tier cell combinations of HetNets, where the sophisticated UEs can actively participate

in cell planning, resource management, mobility control, service provision, signal processing, etc.

Considering the large-scale multi-input-multi-output systems for example, the antenna selection

scheme or beamforming techniques may be designed in a similar UC manner, according to the

UEs’ geo-location and service requirements. As a result, the UC concept may be expected to

become one of the disruptive techniques to be used in the forthcoming 5G era [47].

3.2 System Model of the User-Centric VLC Network

The VLC DL is considered, which is constituted by a set of VLC APs and each of them relies

on an LED array constructed from several LEDs. The essence of our UC-VT cluster formation is

to assign the UEs and optical APs to each other for the sake of maximizing the total utility after

employing VT in each of the UC-VT cluster. This procedure is entirely based on the UEs’ specific

conditions and thus leads to UC clusters. In this section, we first construct the graph model of our

UC cluster formation, before investigating how to select the UE set supported by a specific AP set

in a multi-user system. Let us recall the link characteristics of the VLC system discussed in Section

1.2.2, where the LoS and the first reflected light path’s DC attenuation were given by Equation

1.4 and by Equation 1.6, respectively. Furthermore, we use the VLC parameters summarised in

Table 2.1 in this chapter.

3.2.1 Cluster Formation

Following the traditional cellular design principle, each optical AP illuminates an individual cell

and adopts UFR across all cells, where the ICI is imposed by the LoS ray of neighbouring cells

and consequently the UE may experience dramatic performance degradation at the cell edge. In

order to reduce the ICI, appropriate FR patterns may be employed as an appealingly simple solu-

tion, while the system has to obey the classic trade-off between reduced bandwidth efficiency and

improved cell-edge SINR, when using a FR factor higher than one, as investigated in our previous

work [49]. Apart from the single-AP cells, we studied multi-AP merged cells, where several neigh-
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bouring VLC APs cooperate by employing either CT or VT techniques. The above-mentioned cell

designs, including regular UFR/FR and merged multi-AP cells with CT/VT, rely on a fixed cell-

shape, regardless of the traffic requirements, which are referred to as NC formations. In contrast to

the fixed-shape NC cell formation designs, the UC design philosophy was proposed in [47,61,62],

which was capable of supporting irregular-shape elastic cell formations that were capable of ac-

commodating dynamic traffic requirements. By employing CT, each multi-AP UC-CT cell of [62]

is only capable of supporting a single UE in a specific time slot. In order to serve multiple UEs at

the same time, we propose the VT aided UC cluster formation, which is referred to as a UC-VT

cluster in this chapter. Let us now discuss the model of our system in more detail.

Figure 3.2(a) shows the example of a particular VLC DL network having NA = 16 optical

APs and NU = 10 UEs, where all LoS links are denoted by dotted lines and for simplicity, the

reflections are not shown. Let us first construct the link’s bipartite graph G(V , E), as shown in

Figure 3.3(a), for the network of Figure 3.2(a). The vertex set V denoting the communication

nodes is divided into two subsets, i.e. the optical AP set VA as well as the VLC UE set VU , where

we have

V = VA ∪ VU = {ai|i = 1, 2, · · · , NA} ∪ {uj|j = 1, 2, · · · , NU}, (3.1)

with ai and uj denoting the index of VLC APs and UEs, respectively. Hence, the number of vertices

in G is given by (NA + NU). Furthermore, when a UE can receive data from an AP, either via the

direct LoS path or via the reflected path, a link may be established between them, which is said to

be an edge, and these two vertices are said to be adjacent. The edge set E represents all possible

links between APs and UEs with one of the endpoints in VA and the other one in VU , which may

be written as

E = {eai ,uj |ai ∈ VA, uj ∈ VU}, (3.2)

where eai ,uj denotes the link between AP ai and UE uj. Since the placement of the VLC APs is

fixed, the edge set is determined by the UEs’ specific conditions, such as their FoV, position, etc.

Therefore, the network graph is said to be UC.

Still referring to Figure 3.3(a), the graph G is not fully connected, since not all pairs of vertices

are joined by a path. Further scrutiny reveals that G has three independent components, which are

said to be partially connected components, as explicitly shown in Figure 3.3(b), marked by Q1,

Q2 and Q3. There are no adjacent AP-UE vertices amongst these distinctive components of Q1,

Q2 and Q3, which indicates that UEs cannot receive data from the optical APs belonging to the

other components, only from their own. Thus, the ICI is totally eliminated. Explicitly, since none

of the individual components is affected by the others, the proposed cluster formation algorithms

may be executed within every single component, as it will be discussed in Section 3.3. On the

other hand, in order to simultaneously serve multiple UEs, ZF-based VT techniques are introduced

in our system. The underlying principle of ZF-based VT is to totally eliminate the interference

at the multiple AP transmitters, so that all the UEs receive mutually interference-free signals. In

general, when employing VT the maximum number of UEs supported in a single time slot should
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Figure 3.2: (a) Layout of the VLC APs and UEs projected on the horizontal plane, where

ai and uj represent the VLC APs and UEs, respectively. All LoS links are denoted by

dotted lines and for simplicity, the reflections are not shown in this figure. There are

(4× 4) = 16 APs and 10 UEs. (b) The cluster formation result provided by Figure 3.6(d)

for the VLC system of (a).
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Figure 3.3: (a) A graph model G(V , E) of the VLC DL seen in Figure 3.2(a). (b) The three

independent components of G, i.e. Q1, Q2 and Q3. (c) and (d) Possible UC-VT cluster

formations of the network. In (d), S2,1, S2,2 and S2,3 are disjoint, but they are regarded as

a merged large cluster C2.
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be no more than the number of APs. Hence, the ZF-based VT may not be employed directly by each

component in Figure 3.3(b). For example, the number of UEs is almost twice as high as the number

of APs in Q2. Therefore, we eliminate the interference by ensuring that only some of the UEs will

be scheduled and we solve this problem by constructing a UC-VT cluster with the aid of the serving

APs. There are various options for scheduling the UEs shown in Figure 3.3(c) and 3.3(d), where

the UEs denoted by the dashed triangle boundary are not scheduled and the edges denoted by

dashed lines are not established during the current slot. Furthermore, the UC-VT clusters formed

are denoted by Cn, i.e. by C1, C2 and C3 in Figure 3.3(c) and 3.3(d). Before investigating how to

schedule the UEs, let us first discuss the VT within each UC-VT cluster formed.

3.2.2 Transmission within Each Cluster

After scheduling the UEs, each UC-VT cluster is formed, as shown for example in Figure 3.3(c),

where the clusters are denoted by C1, C2 and C3, respectively. Within C1 or C3, only a single UE

is supported by a single AP, which is a similar scenario to the regular NC design. However, in

order to allow {a10, a11, a7, a6} to simultaneously serve all the UEs {u2, u4, u6, u7} within C2, we

employ the ZF-based VT techniques of Section 2.2.3.2 for the VT-aided multi-AP cells. Let us now

elaborate further concerning the UC cluster formation based on our graph model notations. More

explicitly, we may write the channel’s attenuation HC2 between the multiple APs and UEs within

C2 as:

HC2 =




a10 a11 a7 a6

u2 h11 h12 0 0

u4 0 h22 h23 0

u6 h31 0 0 h34

u7 0 0 h43 h44




. (3.3)

In order to attain mutually interference-free signals at the receivers, the transmitted signals XC2 =

[x1, x2, x3, x4] are precoded as (PC2 · XC2) and we may write PC2 = (GC2 ·ΩC2), where the matrix

GC2 = HH
C2
· (HC2 · HH

C2
)−1 obeys the ZF criterion for the sake of obtaining an interference-free

identity matrix for HC2 · GC2 = I4 and ΩC2 is introduced in order to satisfy the power constraint.

Hence, the ICI can be totally eliminated at the multiple AP transmitters and as a result, all the

UEs receive mutually interference-free signals. Let us now elaborate on the VT techniques a little

further in general terms and derive the formations of G and Ω.

Each UC-VT cluster Cn is constituted by a set of APs VA,Cn with a cardinality of NA,Cn and a

set of UEs VU,Cn with a cardinality of NU,Cn . Let further Xt ∈ RNU,Cn×1 and Yr ∈ RNU,Cn×1 denote

the vectors of transmitted and received signals, respectively. Upon using VT, we have

Yr = γ · Pt · H ·G ·Ω · Xt + N, (3.4)

where γ and Pt denote the optical/electronic (O/E) conversion efficiency and the transmitted optical

power, respectively. Furthermore, N denotes the noise, while the channel-matrix H ∈ RNU,Cn×NA,Cn
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hosts the DC attenuations between the NU,Cn UEs and the NA,Cn APs, while the matrix G =

HH · (H · HH)−1 obeys the ZF criterion, which hence results in a beneficial interference-free

identity matrix for H · G = INU,Cn . Finally, the matrix Ω is introduced to enforce the per-AP

power constraints, hence we have

Ω = ϕINU,Cn , ϕ = min
i=1,2,...,NA,Cn

√
1

‖G(i, :)‖2
F

, (3.5)

where G(i, :) is the ith row of G. To elaborate a little further, assuming that we have the per-

AP optical power constraint of Pt, the signal transmitted with the equal power from the ith AP is

ϕ2‖G(i, :)‖2
F. Note that we have Pe = πP2

t , when considering the ACO-OFDM [37]. Hence, we

have ϕ2‖G(i, :)‖2
F ≤ πP2

t ⇒ ϕ ≤ πP2
t /
√
‖G(i, :)‖2

F. In order to let each AP satisfy the power

constraint, we have ϕ = mini πP2
t /
√
‖G(i, :)‖2

F, as indicated in Equation (3.5). Furthermore,

let us define the SINR as the aggregate electronic power over the noise power in a bandwidth

of B [MHz] [10] plus the sum of the electronic power received from other optical sources in the

vicinity. Since the corresponding electronic power is proportional to the square of the electronic

current’s amplitude and both the intra-cluster and inter-cluster LoS interferences are mitigated, we

may express the SINR for a particular UE uj within the cluster Cn as

ξ =
γ2P2

t ϕ2π

N0B + Ir
, (3.6)

where Ir is the interference imposed by the reflected light. Since the interference power re-

ceived by the cluster under consideration is influenced by the ZF-based VT within other clus-

ters, for simplicity, we assume that the interference imposed is always equal to its maximum

value, which characterises the worst-case situation in our VT cluster formations. Furthermore,

N0 [A2/Hz] is the noise power spectral density dominated by the shot noise Nshot [15] given by

N0 ∼= Nshot = qIa(Pr) ∼ 10−22, where q denotes the electron charge and Ia(Pr) is the photo-

current at the receiver [10].

Note that there are two popular techniques of constructing white LEDs, namely either by mixing

the red-green-blue (RGB) frequencies using three chips, or by using a single blue LED chip with a

phosphor layer. We consider the latter one, which is the favoured commercial version. Although the

terminology of ’white’ LED gives the impression of having all frequency components across the

entire visible light spectrum, in fact only the blue frequency-range is detected. More explicitly, not

even the entire blue frequency-range is detected, since the less responsive phosphorescent portion

of the frequency-band is ignored. Hence, the modulation bandwidth is typically around 20 MHz,

albeit this measured bandwidth depends on the specific LED product used. Given this 20 MHz

bandwidth, we are now ready to employ ACO-OFDM and partition it into arbitrary frequency

reuse patterns.
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3.3 Methodology of Finding User-Centric Cluster Formation

Let us now schedule multiple UEs in the VLC system in a PF manner by taking into account our

UC-VT cluster formation, which is ultimately a joint UC-VT cluster formation and MUS problem.

In this section, we commence with a general formulation of this joint problem and then propose

an exhaustive search method, which finds the optimal solution maximizing the aggregate utility

of the VLC system considered. In order to reduce the computational complexity imposed, the

original problem is reformulated as an MWM problem, whose optimal solution is provided by the

classic KM-algorithm-based [158] approach. For further simplifying the MUS process, we propose

a greedy scheduling algorithm for finding a suboptimal solution for our original joint problem,

whilst imposing a significantly reduced complexity. Note that for simplicity, we only consider LoS

links in terms of constructing UC-VT clusters. By contrast, in addition to the LoS component, the

effect of the first reflection will also be considered, when calculating both the UEs’ SINR and the

achievable data rate, as indicated in Equation (3.6). However, our algorithm is a generic one, which

may be readily applied, when considering the reflected light for UC-VT cluster formation.

3.3.1 Joint Multiuser Scheduling and Cluster Formation Problem

Our goal is to find the optimal UC-VT cluster formation for maximizing the long-term network-

wide utility, while scheduling UEs in a PF manner, which is ultimately a joint cluster formation

and MUS problem. In order to implement a PF scheduler, the weight of each link between APs and

UEs may be defined as

ω(eai ,uj) =
rai ,uj

r̂uj

, eai ,uj ∈ E , (3.7)

where rai ,uj denotes the achievable data rate of the UE uj from the AP ai during the current slot.

Since the SINR ξ experienced by a particular UE is determined by the channel attenuation matrix

Equation (3.3) between the APs and UEs within the cluster, rai ,uj should be a function of the cluster

formation, which may be written as:

rai ,uj = f (E ′), eai ,uj ∈ E ′, E ′ ⊆ E , (3.8)

where E ′ is the set of established links, after the UEs have been scheduled and the UC-VT clusters

have been constructed. Furthermore, r̂uj denotes the long-term average throughput of the UE uj,

which may be obtained over a time window TF as a moving average according to [113]:

r̂(t)uj =





(1− 1
TF

)r̂(t−1)
uj +

1
TF

r(t)ai ,uj , if scheduled,

(1− 1
TF

)r̂(t−1)
uj , if not scheduled.

(3.9)

For a given UC-VT cluster formation {Cn}, the aggregate utility may be formulated by taking into

account the weight of each edge, where again, the weight physically represents the PF scheduling
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priority of the link [113], which is formulated as:

W = ∑
eai ,uj∈E ′

ω(eai ,uj) = ∑
ai∈V ′A

∑
uj∈V ′U

rai ,uj

r̂uj

, E ′ ⊆ E , (3.10)

where V ′A and V ′U denote the serving APs and the scheduled UEs set, respectively. It is plausible

that various UC-VT cluster formations may lead to different total utility. The maximum value of the

aggregate utility W may be achieved by finding the optimal cluster formation. Thus, our problem

may be described as selecting an appropriate set of edges E∗ from E and then forming several

UC-VT clusters, which maximises Equation (3.10). Hence, our OF may be formulated as:

E∗ = arg max
E ′⊆E

(W) = arg max
E ′⊆E


 ∑

ai∈V ′A
∑

uj∈V ′U

rai ,uj

r̂uj


 . (3.11)

Note that in Equation (3.11) we focus our attention on the aggregate utility of the entire system

and do not distinguish, which particular APs and UEs belong to which UC-VT clusters. Let us

now discuss the constraint of Equation (3.11), from the perspective of a single UC-VT cluster. As

mentioned in Section 3.2.1, the number of scheduled UEs should not exceed the service capability

of a cluster employing VT, where again, the maximum number of UEs supported is equal to the

number of APs. Hence, within a single UC-VT cluster Cn we have

NA,Cn ≥ NU,Cn . (3.12)

For solving Equation (3.11) under the constraint of Equation (3.12) and finding the optimal

cluster formation, we have to know the weight of all edges in E . However, according to Equation

(3.7), the weight ω(eai ,uj) of a particular link is defined as a function of the data rate achieved

by one of its endpoints uj during its reception from the other endpoint ai, which can only be

determined after all clusters have been formed, as briefly introduced in Section 3.2.2. To the best of

our knowledge, the optimal solution of this joint problem may only be found via exhaustive search.

3.3.2 Optimisation of the Joint Problem

Given a VLC network topology having NA optical APs and NU UEs, it may be composed of

some independent components, for example as shown in Figure 3.3(b). Note that these naturally

disjoint components of the network may not constitute the final formations of the UC-VT cluster.

More explicitly, there is no limitation concerning the number of APs and UEs within each single

component of the network, apart from the fact that within a UC-VT cluster the cardinality of the

actively served UE vertex set should be no larger than that of the AP set, as indicated by Equation

(3.12). Each UC-VT cluster should be an independent component of the network, where no ICI

is imposed on the neighbouring clusters. Furthermore, each individual network component should

be connected at the outset, but each may become disconnected and partitioned into several sub-

components/clusters throughout the process of scheduling the UEs, as shown in Figure 3.3(d),

where S2,1, S2,2 and S2,3 will be regarded as a large merged cluster.
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Still referring to Figure 3.3(b), in order to find the optimal cluster formation for maximizing

Equation (3.10), the optimisation is performed separately inQ1,Q2 andQ3, which are independent

network components. Within Q1, only a single UE u1 is capable of connecting with the AP a4,

where a4 either supports u1 or it will be turned off. Therefore, there are two AP-UE combination

scenarios forQ1. WithinQ2, there are three UEs, i.e. u2, u3 and u6, which are within the coverage

of the AP a10. Hence, a10 may either select one of them to support or become inactive. Thus,

there are (3 + 1) choices for a10. Similarly, the other APs a11, a7 and a6 have (2 + 1), (3 + 1)

and (3 + 1) choices, respectively. Therefore, the number of possible AP-UE combinations within

Q2 is (4× 3× 4× 4 = 192). Q3 has an easier situation, where the AP a16 may either select

one UE from {u9, u10} or opts for providing no services. For the entire network of Figure 3.3(b),

the number of possible AP-UE combinations becomes ((2− 1) + (192− 1) + (3− 1) = 194).

Finally, we take into account the undesired scenario, where all APs are out of service by subtracting

1. Generally speaking, our exhaustive search-based approach of finding the optimal UC-VT cluster

formation is detailed below.

i) For each separate network componentQm relying on NA,Qm APs and NU,Qm UEs, let Nai
U,Qm

denote the number of possible links between a certain AP ai with the UEs within its coverage,

where i = 1, 2, · · · , NA,Qm .

ii) Note that not the entire set of APs has to be active during the scheduling process. In other

words, we do not limit the number of active APs or scheduled UEs, when aiming for finding the

optimal cluster formation. Thus the concept of a virtual link is introduced for each AP, which

theoretically exists, but it is turned off. Hence, the number of possible AP-UE combinations inQm

may be expressed as
NA,Qm

∏
i=1

(Nai
U,Qm

+ 1)− 1, (3.13)

where we have 1 ≤ Nai
U,Qm

≤ NU,Qm . Note that in Equation (3.13), subtracting 1 implies that we

have removed the undesired scenario, where all APs are turned off.

iii) For each possible UC-VT cluster formation in Qm, the aggregate utility can be calculated

and the optimal formation associated with the maximum utility is found correspondingly. Since

each network component Qm is independent, the optimal cluster formation is separately found in

each of them. Hence, for finding the optimal solution of Equation (3.11) for the entire system, we

need to repeat the process of ii) in eachQm. Thus the total number of possible AP-UE combinations

is the summation of Equation (3.13) for each Qm, which may be expressed as

∑
m

(
NA,Qm

∏
i=1

(Nai
U,Qm

+ 1)− 1

)
. (3.14)

The number of all possible cluster formations within a single scheduling time slot at a ms-based

scale is given by Equation (3.14), which is jointly determined by the number of APs (NA,Qm ) and

number of UEs (NU,Qm ) as well as by the specific distribution of the UEs (Nai
U,Qm

). For a network

associated with a low density of UEs and a small number of APs, a desirable cluster formation
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solution may be achieved by exhaustively searching all the possibilities. For example, when 16

APs support 10 UEs, the optimal association will be found after searching ∼ 104 possible cluster

formations. However, this search-space may become excessive within a time slot at a ms-based

scale even for a modest-scale network, which makes the exhaustive search strategy unacceptable

owing to its computational complexity. For example, as many as ∼ 107 cluster formations have

to be searched within a single processing time slot, when there are 20 UEs supported by 16 APs.

Hence, instead of solving the joint problem directly, we update the definition of the weight for each

link and reformulate the original problem with the goal of significantly reducing the complexity, as

it will be detailed in Section 3.4.

3.3.3 Distance-based Weight and Problem Reformulation

In Equation (3.7), the weight of each link is related to the UE’s achievable data rate, which cannot

be determined before the UC-VT clusters have finally been constructed. Our ultimate goal is that of

finding the optimal cluster formation based on the sum weight attained by appropriately scheduling

the UEs, as indicated by Equation (3.11). In other words, the cluster formation and MUS problems

were originally coupled. Hence, we opt for simplifying the original problem by adopting a deter-

ministic weight for each AP-UE link. Thus, the maximisation of the sum weight may be realised

before the UC-VT clusters are constructed, and as a benefit, the joint cluster formation and MUS

problem becomes decoupled.

As mentioned in Section 3.3.2, the weight of each link between the AP and the UE is non-

deterministic, which is influenced by how the UC-VT clusters are constructed, while the optimal

cluster formation solution is determined by maximizing the sum weight of all the scheduled links.

Hence, we opt for bypassing the non-deterministic weight assignment and instead, we opt for se-

lecting active links according to their optical channel quality, which is significantly affected by the

UE’s position, according to Equation (1.4). We directly adopt each UE’s position information for

determining the weight of each link and introduce a new weighted bipartite graph Gd(V , E), which

is constructed based on the original graph G(V , E) and they have the same vertex and edge sets.

However, the weight of each edge is redefined as

ωd(eai ,uj) =
1/l3

ai ,uj

r̂uj

, eai ,uj ∈ E , (3.15)

where lai ,uj represents the distance between the AP ai and the UE uj. Given that the APs are fixed,

the weight is determined by the specific position of each UE uj. It can be readily seen from Equation

(1.4) that the VLC links having a shorter length have a better channel quality. Therefore, the weight

is inversely proportional to the distance and thus the links associated with better channels have a

higher weight. Note that if the UE uj is too far away from the AP ai, namely uj is not within the

coverage of ai, it is reasonable to assume having ωd(eai ,uj) = 0.

Our problem becomes that of selecting a subset of links E∗d having a better channel quality,
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and along with their endpoints they represent our UC-VT cluster formation. In general, within a

UC-VT cluster, multiple APs serve multiple UEs and there may not be a one-to-one relationship.

Nonetheless, in the first MUS step, we could select the one-to-one AP-UE pairs according to their

distance-based weight, where the serving APs and the scheduled UEs are determined. Then, in

the cluster formation step, the cluster may be constructed by adding other possible links between

the selected AP-UE set. Thus the MUS and cluster formation problem is decoupled and solved

separately. Note that in the MUS step, a specific set of the links between all the AP-UE pairs,

which do not share the same AP or UE, is said to represent independent edges and they constitute a

matchingM defined over the graph. For example, in Figure 3.3(b) we have 6 AP vertices plus 10

UE vertices as well as 14 edges. In order to construct a matching, 6 UEs are selected and each of

them matches a specific AP associated with one edge, e.g. {a4 → u1, a10 → u3, a11 → u4, a7 →
u7, a6 → u6, a16 → u9}. Furthermore, we have M ⊆ E∗d ⊆ E . To elaborate a litter further in

general terms, let us first formally define the matching over a graph. As mentioned in Section 3.3.2,

the network graph model may be disconnected and divided into multiple independent components.

For an individual component, denoted by Qm(VQm , EQm), which is a subgraph of Gd associated

with the vertex set VQm and the edge set EQm , a matchingMQm may be defined as a specific subset

of the edge set EQm , where no pair of edges shares a vertex withinMQm . It is plausible that the

cardinality of the edge-subsetMQm is given by the number of theMQm -saturated AP/UE vertices,

which belongs to the edges ofMQm . Otherwise, the vertices not belonging to the edges ofMQm

are said to beMQm -unsaturated. Hence, if we allow as many UEs as possible to be scheduled,M
should have the highest possible cardinality. Furthermore, considering the weight of each edge, our

cluster formation problem may be further reformulated as a MWM problem, where the OF may be

written as:

M∗
Qm

= arg max
MQm

(WQm) = arg max
MQm


 ∑

ai∈VQm ,uj∈VQm

ωd(eai ,uj)


 . (3.16)

Upon solving Equation (3.16) within each individual network component, a set of APs as well as

UEs is selected in order to form a UC-VT cluster along with all links between them. Thus, the

solution of the MWM problem is expected to provide a suboptimal result for our original joint

MUS and UC-VT cluster formation problem, which is however found at a significantly reduced

complexity.

3.3.4 Optimal Maximum Weighted Matching

If we construct a (NA,Qm × NU,Qm)-element weight matrix (ωd(eai ,uj)) for each of the individual

componentQm, the problem of Equation (3.16) may be viewed as being equivalent to finding a set

of independent elements from (ωd(eai ,uj)), in order to maximise the sum of these elements. The

definition of independent elements indicates that none of them occupies the same row or column,

where a row represents an AP and a column represents a UE. To be more explicit, the selected set
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of the independent elements in the weight matrix corresponds to a matching of the graph, since a

single element represents an edge of the graph and no pair of these elements shares the same AP

or UE. Thus our MWM problem has also been interpreted in a matrix form. Before finding the

optimal solution of the afore-mentioned MWM problem, let us first introduce Theorem 1.

Theorem 1. Given the (nr × nr)-element matrix (aij) and (bij), as well as the column vector

(ci) and the row vector (rj), satisfying bij = ci + rj − aij, provided the permutation p (pi : i =

1, · · · , nr) of the integers 1, · · · , nr minimises ∑nr
i=1 aipi , p then also maximises ∑nr

i=1 bipi .

Proof. Let p be a permutation of the integers 1,2, · · · , n minimizing ∑nr
i=1 aipi , then we have

nr

∑
i=1

bipi =
nr

∑
i=1

ci +
nr

∑
i=1

rpi −
nr

∑
i=1

aipi .

Since the first two terms are constant and independent of p, ∑nr
i=1 bipi is maximised, when ∑nr

i=1 aipi

is minimised by p.

Hence, if we want to find the optimal assignment solution for maximizing ∑n
i=1 bi,pi , what we

have to do is to transform (bij) into (aij) as mentioned above and then find the optimal solution

minimizing ∑n
i=1 ai,pi , where (aij) and (bij) are said to be equivalent. For a rectangular (nr × nc)-

element matrix (a′ij), we can obtain a square matrix (aij) by attaching |nr − nc| lines of zero

elements to (a′ij). Thus, (a′ij) and (aij) have the same optimal assignment solution and Theorem 1

can be readily applied for non-square rectangular matrices, where we have nr 6= nc.

In order to solve our MWM problem, which is derived from our joint cluster formation and

MUS problem, we introduce the classic KM algorithm [158, 159], which is an efficient method

of solving the matching problems of bipartite graphs and may be readily applied in a symmetric

graph. However, the number of VLC UEs is usually higher than that of the optical APs within

a single network component Qm, which results in an asymmetric bipartite graph. Owing to the

efforts of Bourgeois and Lassalle [160], an extension of the KM algorithm was developed for

non-square rectangular matrices. Relying on this approach, we introduce a KM-algorithm-based

technique of solving our UC-VT cluster formation problem. The mathematical formulation of the

extended KM algorithm of [160] may be described as that of finding a set of k independent ele-

ments k = min{nr, nc} from a given (nr × nc)-element matrix (bi,j), in order to minimise the

sum of these elements. However, our problem is not a minimisation, but a maximisation problem

associated with the OF of Equation (3.16). Therefore, we first transform our MWM problem into

an equivalent assignment problem based upon Theorem 1 and then invoke the KM algorithm for

finding the optimal solution of the equivalent problem, which is also optimal for our MWM prob-

lem. Furthermore, since the MWM result of each naturally disjoint network component is mutually

independent, the matching algorithm is executed within each individual component in a parallel

manner.



3.3.4. Optimal Maximum Weighted Matching 65

α10

α11

α7

α6

µ2

µ3

µ4

µ5

µ6

µ7

µ8

Q2

4

2

2

4

3

6

4

3

2

4

2

VA,Q2 VU,Q2

EQ2

(a)

a10 a11 a7 a6 WQ a10 a11 a7 a6 WQ

u2 u4 u7 u5 13 u3 u4 u7 u5 11

u2 u4 u7 u6 15 u3 u4 u7 u6 13

u2 u4 u8 u5 12 u3 u4 u8 u5 10

u2 u4 u8 u6 14 u3 u4 u8 u6 12

u2 u4 u8 u7 12 u3 u4 u8 u7 10

u3 u2 u4 u5 14 u6 u2 u4 u5 14

u3 u2 u4 u6 16 u6 u2 u4 u7 14

u3 u2 u4 u7 15 u6 u2 u7 u5 12

u3 u2 u7 u5 12 u6 u2 u8 u5 11

u3 u2 u7 u6 14 u6 u2 u8 u7 11

u3 u2 u8 u5 11 u6 u4 u7 u5 11

u3 u2 u8 u6 13 u6 u4 u8 u5 10

u3 u2 u8 u7 11 u6 u4 u8 u7 10

(b)

Figure 3.4: (a) A component of Gd, Q2, where the distance-based weight of each link is

assumed to be as seen in (a), which is inversely proportional to the AP-UE distances in

Figure 3.2(a) with the UEs’ being randomly distributed. (b) List of all possible AP-UE

matchings in Q2 and the corresponding sum weight WQ. The best matching associated

with the circled weights of (a) is the one in the grey-shaded line 7.
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As shown in Figure 3.4(a), Q2 is an independent network component and also a subgraph of

our weighted graph Gd, which also shows the individual weights of the {ai − uj} links. In order

to schedule the maximum number of UEs, given the four APs in Q2, four of them will be selected

and each one is paired with a specific AP, where the possible matchings and the corresponding

sum weight values are shown in Figure 3.4(b). For example, bearing in mind Figure 3.4(a), the first

matching of the first row in Figure 3.4(b) may represent {a10 → u2, a11 → u4, a7 → u7, a6 → u5},
which leads to a sum weight of WQ = ∑4

l=1 ωl = 4 + 3 + 4 + 2 = 13. The specific matching of

the seventh row in Figure 3.4(b) is {a10 → u3, a11 → u2, a7 → u4, a6 → u6}, which is represented

by the shaded row of Figure 3.4(b). This achieves the largest sum weight of WQ = ∑4
l=1 ωl =

2 + 4 + 6 + 4 = 16. The corresponding weights in Figure 3.4(a) are circled. Hence they represent

the optimal matching in the scenario considered.

Instead of listing all matchings, we now proceed by constructing an equivalent minimisation

problem for our MWM and invoke the KM algorithm [158, 160] for finding the optimal solution,

which is described in detail in Appendix A. As shown in Figure 3.5(a), the KM-algorithm-based

approach provides the optimal solution for the MWM problem Equation (3.16), with its UE-AP

distance-based weight defined by Equation (3.15). The matched AP-UE pairs form a UC-VT clus-

ter and the aggregate utility in Equation (3.10) can be calculated according to the matching result.

However, by employing VT among the set of APs and UEs, the actual cluster may be formed

with the aid of more links, as seen in Figure 3.5(b). Thus, the UC-VT cluster formation pro-

vided by the single-to-single matching solution may not be optimal for Equation (3.11), but it is

capable of offering an acceptable suboptimal solution attained at a lower complexity than that of

the exhaustive search. Explicitly, it has a complexity order of O(k2 × l) [160], where we have

k = min{NA,Qm , NU,Qm} and l = max{NA,Qm , NU,Qm}. The complexity of both the exhaus-

tive search and KM algorithm will be investigated in Section 3.4 in the context of our VLC-based

network.

3.3.5 Proposed Greedy Cluster Formation/Multiuser Scheduling Algorithm

In order to further simplify the procedures of scheduling the UEs in our UC-VT cluster formation,

in this section we propose a greedy cluster formation/MUS algorithm operating at a low complex-

ity, which is also capable of achieving a near-optimal solution for our original cluster formation

problem of Equation (3.11). Before discussing our proposed MUS problem, let us first introduce

some notations. Explicitly, VU,ai denotes the set of UEs within the coverage of a specific AP ai

with a UE-cardinality of NU,ai . Each UE uj is assumed to have a scheduling priority corresponding

to each AP ai, which is given by the weight in Equation (3.15). Let Pai = (ωd(eai ,uj : uj ∈ VU,ai)

denote the priority of each element of VU,ai representing the AP ai. Furthermore, if a UE does not

receive any connection request from any AP during the slot considered, it is said to be an idle UE;

otherwise, it is an active UE. Let us now introduce our algorithm by considering Figure 3.6(a), for
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Figure 3.5: (a) The optimal solution for the MWM problem Equation (3.16) relying on

the distance-based weight defined by Equation (3.15), which is provided by the KM-

algorithm-based assignment. (b) The UC-VT cluster formation based on the matching

result of Figure 3.4(a), where more links are added for employing VT and thus the multi-

ple APs {a10, a11, a7, a6} are capable of supporting all the scheduled UEs {u2, u3, u4, u6}
simultaneously. The triangle with a dashed boundary denotes the specific UE, which is

not scheduled during the current slot.

example.

i) Initial selection. Each VLC AP ai selects the specific UE uai
j from VU,ai associated with the

highest distance-based priority, which satisfies

uai
j = arg max

uj∈VU,ai

(Pai). (3.17)

If the UE uai
j receives an assignment request exclusively from the AP ai, this AP-UE pair is referred

to as a single-to-single matching (SSM), which may be formally defined as

MSSM = {ai → uai
j : ∀ai′ 6= ai ⇒ uai′

j 6= uai
j }. (3.18)

For example, as shown in Figure 3.6(b), u4 only receives an assignment request from a7, although

it also falls within the coverage of a11, since u2 has the largest scheduling weight of 4 for a11 and

therefore the {a11 → u4} link of weight 3 is ignored. Similarly the {a6 → u6} link of weight 4

is also a SSM, because the {a6 → u5} and {a6 → u7} links have a lower weight of 2. Hence, the

AP-UE association after this initial selection is shown in Figure 3.6(b), where the low-weight links

are only shown with dotted lines.

ii) Tentative-cluster construction. If a UE is offered multiple connection opportunities by dif-

ferent APs, this is said to be a multiple-to-single matching (MSM), which may be defined as

MMSM = {(ai, ai′ , ai′′ , · · · )→ uai
j : uai

j = uai′
j = uai′′

j = · · · }, (3.19)
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Figure 3.6: (a) The network component considered. (b) Initial selection and tentative-

cluster construction. The shaded triangles indicate the hitherto unsupported UEs. (c)

Expansion of the tentative-cluster. (d) UC-VT cluster formation, where the incomplete

ellipsoids indicate the specific UC-VT cooperation requests of the UEs and the finally

unscheduled UEs are denoted by the triangles with dashed boundary.

where we have MMSM = {(a10, a11) → u2} in the example of Figure 3.6(b), since u2 has the

highest priority for both a10 and a11. Furthermore, each MSM is assumed to construct a tentative-

cluster, as also shown in Figure 3.6(b), where the shaded triangles indicate the hitherto unsupported

UEs.

iii) Expansion of the tentative-cluster. Within a tentative-cluster (ai, ai′ , ai′′ , · · · ) → uai
j , each

AP ai reselects a hitherto unsupported UE to be supported with the highest priority, provided that

there are still unsupported UEs in VU,ai . Accordingly, as indicated by Figure 3.6(c), a10 reselects the

unsupported UE u3, since the set V a10
U \ (u2, u6) = u3 is non-empty and u3 is the only unsupported

UE within the coverage of a10. However, since the set V a11
U \ (u2, u4) = ∅ is empty, a11 does not

have any additional UE to support.

iv) Cluster formation. In order to mitigate the inter-cluster interference, the scheduled UEs

found in the overlapping areas of some neighbouring APs determine the cooperation of these APs.
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More explicitly, if a particular scheduled UE has the benefit of a LoS ray from several different

APs, then the UE sends a cooperation request to these APs. For example, in Figure 3.6(d) u2

sends its cooperation request to {a10, a11}, while u4 and u6 request cooperation with {a11, a7} and

{a10, a6}, respectively, as indicated by the incomplete ellipsoids. Thus all the cooperating APs and

their matching UEs construct a single UC-VT cluster in the examples of Figure 3.2(b).

Recall that NA APs are only capable of simultaneously supporting at most the same number

of UEs according to Equation (3.12). Therefore, during the expansion of the tentative-cluster, the

number of active UEs becomes (NA + 1), provided that all APs can connect with an idle UE.

Hence, the UE having the smallest priority is removed. Let us now provide an overview of the

greedy cluster formation/MUS technique in form of Algorithm 2.

Algorithm 2: Proposed cluster formation/MUS Algorithm

Input: VA, VU;

for each time slot do

Update: {Pai : ai ∈ VA};
Initial selection:

for each VLC AP ai ∈ VA do

select uai
j = arg maxuj∈VU,ai

(Pai);

end

Tentative-cluster construction:

ifMMSM 6= ∅ then

construct tentative-clusters;

end

Tentative-cluster expansion:

for each tentative-cluster do

for each AP ai ∈ tentative-cluster do

select the idle UE with the largest priority from VU,ai ;

end

end

Cluster formation:

Establish cooperation and construct UC-VT cluster formation;

Vectored transmission and resource allocation;

end
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Parameter Value

Half of the receiver’s FoV (ψF) 55◦/57.5◦/60◦/62.5◦

Reflectance factor (ρ) 0.8

Power of circled-LED lamp: 17×17 LEDs with 50mW per LED 14.4 [W]

Power of cornered-LED lamp: 23×32 LEDs with 50mW per LED 36.8 [W]

Transmitted optical power per LED lamp (Pt): 20×20 LEDs with

50mW per LED
20 [W]

Table 3.1: Simulation parameters of the UC-VLC system. Other VLC parameters used

are as listed in Table 2.1.

3.4 Performance Evaluation of the User-Centric VLC Network

In this section, we will present our simulation results characterising the MUS and cluster formation

algorithms, with a special emphasis on our UC-VT cluster formation. A 15m×15m×3m room

model is considered, which is covered by a VLC DL including (4× 4) uniformly distributed opti-

cal APs at a height of 2.5m. The parameters of the LED arrays are summarised in Table 3.1. Our

investigations include both the LoS and the first reflected light-path, where the channel’s DC atten-

uation is given by Equation (1.4) and Equation (1.6), respectively. Furthermore, as mentioned in

Section 3.2, ACO-OFDM is considered and the associated capacity is given as R =
B
4

log2(1 + ξ)

according to [36], where ξ is the SINR of Equation (3.6). Our simulation results were averaged

over 50 independent snapshots and each snapshot is constituted by 50 consecutive time slots having

a length of 1ms. The UEs at a height of 2.5m are random uniformly distributed at the beginning

of each snapshot and they move randomly during the consecutive 50 time slots at a speed of 1m/s.

The locations of the UEs are reported every time slot, i.e. every 1ms.

3.4.1 Complexity Analysis

As shown in Figure 3.7(a), when the number of UEs is less than 5, the exhaustive search may be

an appealing low-complexity approach of finding the optimal solution for our joint optimisation

problem. However, the number of possible cluster formations found by employing the exhaustive

search may become excessive with the number of UEs increased. Even if there are only 16 UEs

supported by 16 APs, the average number of possible formations becomes as high as 5× 106 in

a single simulation run. By contrast, the complexity of the KM-algorithm based approach may

become inadequate in low-UE-density scenarios. However, when the number of UEs is higher

than that of the APs, the complexity is only linearly increased with the number of UEs, according

to [160].

Figure 3.7(b) shows both the normalised throughput and the sum utility of various cluster/cell
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Figure 3.7: (a) Complexity of the exhaustive search for finding the optimal UC-VT cluster

formations and the complexity of KM-algorithm based MWM for finding a suboptimal

cluster formation solution. (b) Normalised throughput and the normalised sum utility/OF

value, where FoV = 110◦ and 10 UEs are assumed moving randomly at a speed of 1m/s.

The corresponding simulation parameters are summarised in Table 2.1 and Table 3.1.
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Figure 3.8: Average throughput per UE provided by different cluster formation/cell forma-

tion schemes for various FoVs and for 25 UEs. The corresponding simulation parameters

are summarised in Table 2.1 and Table 3.1.

formations, where the traditional NC cell formation designs relying on UFR and on the FR factor

of two (FR-2) are considered as our benchmarkers. We adopt the MUS algorithm for the UFR

and FR-2 discussed in our previous work [62]. Both the highest throughput attained and the sum

utility are quantified for the proposed UC-VT cluster formation, whose optimal solution is found

by the exhaustive search. The optimal MWM provides a similar solution as our proposed greedy

algorithm, both of which are about 90% of the optimal exhaustive search-based value in the scenario

considered. Therefore, we will omit the optimal exhaustive search in the rest of this treatise and

we opt for the MWM solution as well as for the more practical greedy algorithm for finding the

UC-VT cluster formation solution.

3.4.2 Throughput Investigations

3.4.2.1 Throughput Investigations for Various Field-of-View and User Equipment Density

Since the FoV is an influential parameter in VLC networks in Figure 3.8, we consider its effect on

the system’s performance. The average throughput per UE is reduced, when the FoV 3 is increased,

3In order to evaluate the system’s performance for various FoVs, we selected 110◦/115◦ and 120◦/125◦. In the

former scenario, the UE is capable of receiving data from two neighboring APs and the area contaminated by potential

interference is modest. When the FoV is increased to 120◦/125◦, the UE is capable of receiving data from four APs

and the potential interference-contaminated area is also increased. These four FoVs correspond to different interference

levels, although their absolute values are quite similar.
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Figure 3.9: Average throughput per UE provided by different cluster formation/cell for-

mation schemes for various UE densities, where the FoV is 120◦ and the number of UEs

is 25. The corresponding simulation parameters are summarised in Table 2.1 and Table

3.1.

due to the increased interference, while our proposed UC-VT cluster formation remains superior in

all scenarios considered. In particular, observe in Figure 3.8 that the UFR design exhibits the worst

interference immunity and offers the lowest throughput, when the FoV is higher than 115◦.

Figure 3.9 shows the average throughput per UE provided by different cluster formation/cell

formation schemes associated with various UE densities, where the FoV is 120◦. As expected, our

proposed UC-VT cluster formation is capable of providing the highest average throughput for all

the UE densities considered.

3.4.2.2 Throughput Investigations for Various Line-of-Sight Blocking Probabilities

As mentioned in Section 3.1, the performance of VLC systems is expected to be seriously degraded

in NLoS scenarios. In order to investigate the NLoS behaviour of this VLC system, we introduce

the LoS blocking probability Pb and assume that the achievable data rate R̃ obeys a Bernoulli

distribution [170], with the probability mass function of:

f (R̃) =





1− Pb, if R̃ = Rs,

Pb, if R̃ = Rr,
(3.20)

where Rs and Rr denote the achievable data rate of the UE either in the presence or absence of LoS

reception. Then the VLC DL data rate may be written as R̃ = Pb · Rr + (1− Pb) · Rs. At this stage,
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Figure 3.10: Average UE throughput of our VLC system for various blocking probabilities

and FoVs supporting 25 UEs in each scenario. The corresponding simulation parameters

are summarised in Table 2.1 and Table 3.1.

we assume that all LoS paths are blocked with an equal probability. As shown in Figure 3.10,

the average UE throughput attained is reduced upon increasing the LoS blocking probability in

all the scenarios considered, but our UC-VT cluster formation still achieves a higher throughput.

Furthermore, the system performance of the MWM approach and of our proposed greedy cluster

formation/MUS algorithm remains quite similar, regardless of the specific blocking probability and

FoV.

3.4.3 Fairness Investigations

In order to investigate the grade of fairness experienced by the UEs, the SFI of [174] is introduced.

The objective of ensuring fairness amongst the UEs is to guarantee that all UEs benefit from the

same throughput within a given period, provided that the UEs’ data rate requirements are identical

[49], which is often unrealistic. The SFI was defined as [174]:

SFI =
max |R̃uj − R̃uj′ |

∑j R̃uj /NU
, (3.21)

which reflects the maximum throughput-difference of different UEs. If the SFI is low, the throughput-

difference is low and the UEs are served fairly, while if the SFI is high, the UEs experiencing a

lower data rate may complain about their unfair treatment. Furthermore, by jointly considering the

throughput, we may define

∆ =
Average throughput per UE

SFI
. (3.22)
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Figure 3.11: The normalised average throughput and the SFI of various cluster forma-

tion/cell formation schemes. The corresponding simulation parameters are summarised in

Table 2.1 and Table 3.1.

Hence, ∆ constitutes a comprehensive system performance metric, joint characterising both the

throughput as well as the service fairness. If ∆ is low, the system either provides a low throughput

or a poor fairness; and vice versa.

Figure 3.11 shows the normalised throughput and SFI of various cell formations and cluster

formations, where the UFR design has the worst performance associated with the lowest ∆. More-

over, the cumulative distribution function (CDF) of the UE throughput is shown in Figure 3.12. It

can be seen that the UE may have as high as 40% probability of remaining unserved during each

time slot in all the scenarios considered.

3.4.4 Irregular VLC Access Point Arrangements

Our proposed UC-VT cluster formation and MUS scheme may be readily applied to arbitrary

topologies. Let us consider Figure 3.13(a), for example. This specific VLC AP arrangement was

advocated in [51] for reducing the SNR fluctuation and was also employed in [61] for implementing

a scheduling algorithm. As shown in Figure 3.13(a), 12 LED lamps constitute a circle and 4 LED

lamps are placed in the corners at a height of 2.5m, which are referred to here as the circular-LED

arrangement and corner-LED arrangement, respectively. The power of each LED array is 14.4W

and 36.8W in the circular- and corner-arrangements of our simulations. Thus the total number of

optical APs remains 16 and the sum of their transmission power is at most 320W, which is the same

as that of the regular (4× 4) LED array arrangement. Figure 3.13(b) shows the average throughput
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Figure 3.12: CDF of the UE throughput, where the number of UEs is 25 and we have FoV

= 120◦. The corresponding simulation parameters are summarised in Table 2.1 and Table

3.1.

per UE for the LED arrangement of Figure 3.13(a). The average throughput is slightly reduced,

when the radius of the LED circle is increased from 4m to 4.5m, but our proposed UC-VT cluster

formation still outperforms the traditional cell formation design in all scenarios of this circular LED

arrangement.

3.5 Chapter Conclusions

In this chapter, an amorphous UC-VT cluster formation was proposed for mitigating the ICI and

to allow a single cluster to support multiple UEs. The MUS problem combined with our UC-VT

cluster formation was investigated and the optimal solution was found by an exhaustive search

approach. Since the exhaustive search may become complex, the original joint problem was refor-

mulated as a MWM problem, which was solved by the classic KM-algorithm-based method. In

order to further reduce the computational complexity, an efficient greedy MUS algorithm was pro-

posed for constructing our UC-VT clusters. The average UE throughput and the grade of fairness of

different cluster/cell formation schemes relying on various parameters, which were extracted from

Figure 3.8, Figure 3.9, Figure 3.10 and Figure 3.11, are summarised in Table 3.2. Our simulation

results demonstrated that the UC-VT cluster formation is capable of providing a higher average UE

throughput than the traditional NC cell designs in all the scenarios considered.

Despite the promise of the UC-VT cluster formation, some further challenges arise when
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Figure 3.13: (a) The irregular LED-arrangement, where the LED circle has a radius of

4.5m and the corner LEDs are at 1.875m from the walls. (b) System performance of

the LED arrangement seen in Figure 3.13(a) for 25 UEs. The corresponding simulation

parameters are summarised in Table 2.1 and Table 3.1.
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Parameter UC (greedy) UFR FR-2 Notes

FoV

110◦ 26.53 19.37 16.98 Throughput per

115◦ 23.24 11.86 16.14 UE [Mbps],

120◦ 22.57 7.92 15.82 25 UEs,

125◦ 17.08 5.15 11.93 no blocking.

10 45.21 24.48 29.16 Throughput per

Number 20 27.17 10.25 19.64 UE [Mbps],

of UEs 30 18.29 5.72 13.04 FoV = 120◦,

40 13.42 4.36 9.57 no blocking.

50 10.41 3.51 7.62

0 22.66 8.14 16.08

0.2 18.81 6.71 13.43 Throughput per

Blocking 0.4 14.54 4.80 10.17 UE [Mbps],

probability 0.6 10.15 3.69 7.16 25 UEs,

0.8 6.24 2.14 4.48 FoV = 120◦.

1 1.37 0.46 1.08

Fairness
SFI 0.36 1.00 0.26 25 UEs, FoV =

∆ 0.99 0.13 0.96 120◦, no blocking.

Table 3.2: The average UE throughput and the grade of fairness of different cluster/cell

formation schemes with various parameters, which were extracted from Figure 3.8, Fig-

ure 3.9, Figure 3.10 and Figure 3.11. The corresponding simulation parameters are sum-

marised in Table 2.1 and Table 3.1.

incorporating our system-level UC design into VLC environments. The open challenges may

be highlighted from various perspectives, including the acquisition of accurate location informa-

tion [65, 134–139, 141], the research of robustness to LoS blocking, the specific RF technology

counterpart to be used for up-link support, etc. In the next chapter, we will explore the energy

efficiency of the UC-VLC network.



Chapter 4
User-Centric Visible Light

Communications for Energy-Efficient

Scalable Video Streaming

In Chapter 3, the UC cluster formation combing multiuser scheduling was shown to outperform

the conventional cells in the context of visible-light networks both in terms of its throughput and

fairness. To further explore the energy efficiency of this novel design, we conceive a scalable video-

streaming solution for our UC-VLC networks, which may be considered a compelling application

of the next-generation networks.

Figure 4.1 shows the organisation of this chapter, which commences with the portrayal of the

background and of the motivation of our UC design conceived for scalable video-streaming in

Section 4.1. Our distance-based UC system model and the scalable video architecture considered

are presented in Sections 4.2 and 4.3, respectively. Furthermore, our problem formulation and its

3-tier dynamic-programming-based algorithm are described in Sections 4.4 and 4.5, respectively,

where the proposed 3-tier dynamic-programming-based algorithm is constituted by the user/layer-

level AM mode assignment, the AP-level PA and the cluster-level EE optimisation. In Section 4.6,

our simulation results - including the EE and video quality investigations - are presented. Finally,

Section 4.7 offers our chapter conclusions. Note that the distance-based UC cluster formation

considered in this chapter is oblivious to the specifics of the MUS problem, while one of the possible

MUS solutions was discussed in the last chapter. In this chapter, we focus our attention on the EE

characterisation of our UC-VLC network, while supporting high-quality video transmission.
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Figure 4.1: Outline of this chapter.

4.1 Chapter Introduction

4.1.1 Chapter Background

Following the launch of the global 5G research initiatives [2] conceived for tackling the explosive

escalation of wireless tele-traffic, the horizon of communication spectrum has been expanded from

the conventional RF band both to the millimetre wave [3] and to the visible light [4] frequency

band spanning from 400 to 700 THz. Hence, the pursuit of ‘green’ communications has motivated

both the academic as well as the industrial community to continuously explore future technologies,

in order to improve the achievable EE of the entire network infrastructure [178]. As a promising

complimentary extension to the well-established indoor RF networks [49, 170], VLC is becoming

an additional promising enabler for providing indoor coverage, owing to its energy-efficient nature

simultaneously supporting both communications and illumination. Hence, a careful design of both

functions is required for fully realising the EE potential of VLC.

To elaborate, the LED transmitters are primarily used for illumination with the aid of a constant

DC power, which also provides sufficient forward biasing voltage across the LEDs for wireless

communications. Hence, the additional communication function should not perturb the illumina-

tion specifications, nor should it violate the LEDs’ physical limits. Ideally, the extra communication-

related power consumption should be as low as possible, while maintaining a minimum required

QoS. To this end, in addition to the extensive efforts invested in improving the attainable through-

put of the VLC networks by utilising sophisticated optical devices [179, 180], by employing novel

modulation schemes [181, 182], and by employing powerful multi-input-multi-output techniques

[75, 183], valuable research has also been dedicated to the improvement of link-level EE, focusing

on brightness and dimming control with the aid of both modulation-related [44, 184] as well as

coding-related techniques [185, 186].
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Whilst there are valuable link-level studies, there is a lack of system-level investigations on

designing energy-efficient VLC networks supporting multiple users, which may require a radically

new design approach. When considering VLC networks supporting multiple users, the performance

degradation imposed by the escalating inter-cell interference at the cell edge may lead to dramatic

reduction of the QoS as well as to the EE reduction of the VLC networks. As a result, careful VLC

cell formation design becomes crucial, since it crucially influences the entire system design cycle.

The authors of [187] proposed a joint link scheduling and brightness control scheme for energy-

efficient multi-user VLC networks with the aid of a novel light source structure, which however still

relies on the classic cellular design. By contrast, in [47] we conceived a novel UC design principle

for VLC, where the resultant user-to-network association structure is based on amorphous cell-

shapes. More explicitly, in our UC design, the cell formation is constructed by grouping the UE

and associating APs to each UE-group based on the UEs’ location information. Our recent work

has demonstrated that the UC design principle leads to a higher system throughput and a more

uniform user fairness [63] as well as to a reduced power consumption [64], when compared to the

conventional VLC cell formation relying on either UFR or on FR-2 1.

4.1.2 Motivation of the User-Centric VLC Design for Video Streaming

Owing to these exciting findings, we further develop the UC-VLC design philosophy for video

streaming, which is believed to be the killer-application for VLC [94], since video services ac-

count for much of the tele-traffic in modern wireless communications systems [92, 93]. Given the

rapid development of video coding techniques [96,107], the advanced scalable extension of the so-

called SHVC techniques [97] has gained popularity, as a benefit of its scalable nature, because it is

capable of offering diverse visual qualities by promptly adapting to the time-variant channel condi-

tions of different UEs. The SHVC-based layered video stream is constituted by multiple unequal-

importance layers, which are generated by using carefully designed source codecs [103,104] as well

as adaptive modulation and channel coding schemes [105, 106]. According to [107], if the subsets

of the original video sequence may lead either to video reconstruction at a reduced picture size or

at a reduced frame rate compared to the original one, then this video scheme exhibits either spatial

or temporal scalability, respectively. Another popular scalability mode is the so-called quality-

scalability, where the subsets of bits may provide a reduced video fidelity. Explicitly, the fidelity

is often represented by the PSNR. As a further advance, the afore-mentioned modes of scalability

may be supported by a single scalable video sequence. The benefits of scalable video are multi-fold,

amongst others, allowing for example the video decoder to progressively refine the reconstructed

1Conventional VLC cell formation follows the traditional cellular design principle, where each optical AP illuminates

an individual cell and adopts UFR across all cells. As a result, inter-cell interference is imposed by the line-of-sight ray

of neighbouring cells and the UEs may experience dramatic performance degradation at the cell edge. In order to reduce

the inter-cell interference, appropriate frequency reuse patterns may be employed as an appealingly simple solution,

while the system has to obey the classic trade-off between reduced bandwidth efficiency and improved cell-edge signal-

to-interference-plus-noise-ratio, when using a frequency reuse factor higher than one.
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visual quality, as the channel-quality improves. The hierarchical structure of the video-stream also

facilitates energy-efficient video communications by jointly considering the scalable video qual-

ity and the power consumption, as demonstrated for traditional RF networks in [108–110]. This

motivated us to support energy-efficient scalable video streaming in the radically new context of

UC-VLC networks.

4.1.3 Chapter Contributions

We design an energy-efficient scalable video system relying on dynamic UC cluster formation in

VLC networks, while jointly considering AM mode assignment and PA. To be more specific,

• we propose a distance-based UC cluster formation technique and employ two different joint

transmission schemes within the clusters, which we refer to as CT and VT 2. The benefi-

cial construction of UC clusters constitutes the basis of a structurally energy-efficient VLC

network;

• we design an energy-efficient scalable video scheme and carefully formulate its EE maximi-

sation problem by taking into account its unique video-related characteristics, such as the

base- and enhancement video layers etc.;

• we propose a heuristic 3-tier dynamic-programming-based algorithm, including the user/layer-

level AM mode assignment, the AP-level PA and the cluster-level EE optimisation, for max-

imising the system-level EE of our UC-VLC network;

• we evaluate the proposed EE scheme by transmitting a SHVC sequence and compare our UC

design- in terms of its achievable EE, throughput, and video quality- to the conventional cells

utilising both UFR and FR-2. For our simulations results of the full video clips, please refer

to http://www.ecs.soton.ac.uk/research/projects/924.

4.2 System Model of the Distance-based User-Centric Cluster Forma-

tion

In contrast to the conventional cellular design leading to circular cells, in our UC-VLC network

each UC cluster is served by a set of VLC APs, which simultaneously serve multiple UEs. More

explicitly, a UC cluster includes a set of APs and UEs. In this section, we highlight the distance-

based UC cluster formation philosophy. Furthermore, we still use the link characteristics of the

2In [49], relying on CT, each individual VLC AP of a multi-AP cell conveyed the same information on the same

visible carrier frequency in their overlapping areas and served a single UE at a time. In order to eliminate the bandwidth

efficiency reduction imposed by CT, zero-forcing-based VT techniques were employed for serving multiple users at the

same time in the overlapping area, which will be exemplified in Section 4.3.3.
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VLC system discussed in Section 1.2.2, where the LoS and the first reflected light path’s DC atten-

uation were given by Equation 1.4 and by Equation 1.6, respectively. Furthermore, we continue to

use the VLC parameters summarised in Table 2.1 and Table 3.1 of this chapter.

4.2.1 Preliminaries

Let us introduce some notations first before constructing the UC clusters. Figure 4.2 shows the

DL of a particular VLC network having (NA = 64) optical APs and (NU = 25) UEs, which are

randomly distributed in the room of size 15m×15m×3m. Let VA and VU denote the AP set and

UE set, respectively. Each UC cluster Cn is constituted by two subsets, i.e. the AP subset denoted

by VA,n as well as the UE subset denoted by VU,n, where n = 1, · · · , N and N denotes the total

number of UC clusters. Hence, we have

Cn = VA,n ∪ VU,n, VA,n ∩ VA,n′ = ∅, VU,n ∩ VU,n′ = ∅, (4.1)

{VA,n : n = 1, · · · , N} ⊆ VA, {VU,n : n = 1, · · · , N} ⊆ VU . (4.2)

Note that N may not be determined before all UC clusters have been formed, because it is influ-

enced by the various UEs’ location, FoV, etc. Furthermore, since some UEs may not have infor-

mation to transmit and some APs may not be active during the current cluster formation round, we

have (4.2).

Since the VLC channels are pre-dominantly static, the channel knowledge can be characterised

by a single attenuation factor. Hence, the channel’s impulse response can be readily estimated at

the user side and then fed back to the AP side at the cost of a modest overhead. After acquiring

the channel knowledge, the distances between APs and UEs may be inferred from Equation (1.4).

As a result, classical positioning and tracking may be used for determining the users’ positions

[65, 188, 189]. Thus the mutual distances du,u′ between any pair of UEs as well as the mutual

distances da,u between any AP-UE pair may be calculated. Since our UC cluster formation is

ultimately based on the UEs’ locations, in order to control the size of the clusters, the distance

constraints are pre-set as dµ for the UEs and dα for the APs within a single cluster. In other words,

the distance between the UE and its cluster centre is no more than dµ and the distance between the

AP and its cluster centre is no more than dα. Let us now discuss, how to determine the cluster centre

in the following detailed cluster formation steps. In this way, various forms of the UC clusters may

be constructed by adjusting the value of dµ or dα. For example, a larger dµ and dα may improve

the area spectral efficiency of the network according to [49], but as its price, the signal processing

complexity within each cluster is increased. Hence, upon adjusting the value of dµ or dα, diverse

requirements of the system design may be satisfied.
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4.2.2 Implementation

Let us now carry out the UC cluster formation step by step. The UE subsets {VU,n} are first

constructed during Step 1 - Step 3, while the corresponding AP subsets {VA,n} are determined

during Steps 4 and 5. Finally, the UC clusters {Cn} are formed in Step 6.

Step 1) Initial UE selection: During this step, a UE u ∈ V ′U is randomly selected as the starting

point for constructing a tentative single-UE subset denoted by V t
U,n as part of the new cluster Cn,

where V ′U is referred to as the idle UE set including all the UEs not belonging to any of the clusters

constructed. Furthermore, the tentative centre ct
n of V t

U,n is the location of u denoted by (xu, yu),

as shown in Figure 4.2(a).

Step 2) Tentative UE-set expansion: The initial tentative UE set V t
U,n in Step 1 is expanded by

including the nearby UEs within a certain range dµ, which may be expressed as

V t
U,n =

(
V t

U,n ∪ {u′ ∈ V ′U : |(xu′ , yu′)− ct
n| ≤ dµ}

)
, (4.3)

as also seen in Figure 4.2(a). Hence, the centre ct
n of V t

U,n should also be updated by averaging the

locations of all UEs in V t
U,n, which may be calculated as

ct
n =

(
maxu∈V t

U,n
{xu}+ minu∈V t

U,n
{xu}

2
,

maxu∈V t
U,n
{yu}+ minu∈V t

U,n
{yu}

2

)
, (4.4)

as explicitly shown in Figure 4.2(b). Then the idle UE set V ′U should exclude all the UEs satisfying

(4.3), i.e. V ′U = (V ′U \ {u′ ∈ V ′U : |(xu′ , yu′)− ct
n| ≤ dµ}). Repeat checking the condition (4.3),

until no more UEs are found in the proximity of the tentative UE subset VU,n.

Step 3) UE set formation: Following Step 2, the UE subset VU,n is deemed to be determined,

with its centre denoted as cn, as long as no UE is close enough to the UE subset VU,n. Upon

repeating Step 1 and 2, all the UE subsets {VU,n} have been constructed, as shown in Figure

4.2(c).

Step 4) Anchor AP selection: Let us now find the corresponding AP subsets {VA,n} for {VU,n}.
In order to guarantee the number of APs is no less than the number of UEs within each UC cluster 3,

each UE u first finds its closet AP denoted by AP(u), which is referred to as the anchor AP, hence

we have

AP(u) = arg min
a∈VA

(da,u), (4.5)

as shown in Figure 4.2(d). If more than one UEs select the same anchor AP, this AP selects its

closest UE and the other UEs have to select their next nearest APs, until each UE selected a unique

anchor AP satisfying AP(u) 6= AP(u′) for any two UEs u and u′. The unique anchor AP of the

3The UC cluster formation process proposed in this chapter should be operated after the multiple UE scheduling

process, which should satisfy two requirements: i) the total number of the scheduled UEs does not exceed that of the

VLC APs; ii) the scheduled UEs are not confined to a small area. This guarantees that the number of the APs is no less

than that of the UEs within each cluster. However, the scheduling process is beyond our current scope.
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(b) Tentative UE-set expansion.
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(e) Tentative AP-set adjustment.
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(f) UC cluster formation.

Figure 4.2: Steps of UC cluster formation. The subfigures (a)-(c) illustrate the formation

of the UE set for a specific UC cluster. (d) and (e) show the formation of the AP set for

an example UC cluster, where a UE is connected by a short line with its anchor AP. Note

that these steps are carried out after all UE sets are formed. In (f), multiple UC clusters

are finally constructed. Note that the area of the closed irregular shapes do not represent

the coverage of each cluster and the inter-cluster interference is not illustrated.
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UE u is denoted as AP∗(u). Hence, the tentative AP set for a specific cluster Cn may be written as

V t
A,n = {AP∗(u) : u ∈ VU,n}. (4.6)

After all the tentative AP sets have been determined, similarly to the definition of the idle UE set

V ′U , let V ′A denote the idle AP set including all APs not belonging to any tentative AP set.

Step 5) Tentative AP-set adjustment: During this adjustment step, each tentative AP set is

expanded first by including the nearby idle APs within a certain range dα, which may be expressed

as

V t
A,n =

(
V t

A,n ∪ {a ∈ V ′A : |(xa, ya)− cn| ≤ dα}
)

, (4.7)

where (xa, ya) denotes the position of the AP a. Furthermore, after gradually expanding all the

tentative AP sets following the rules of (4.7), if a specific AP a was included in several V t
A,n and in

the meantime, a is not the anchor AP of any UE, i.e. if we have a ∈ (V ′A∩V t
A,n∩V t

A,n′), then AP a

is set to its idle mode, which is shown as the solid triangle in Figure 4.2(e). This measure is taken

for the sake of avoiding any extra interference as well as for saving energy. Thus, after the process

of exclusive assignment based expansion, all tentative AP subsets {VA,n} are determined.

Step 6) UC cluster formation: Upon combining the corresponding AP subset and UE subset,

the UC clusters {Cn} are finally constructed, as shown in Figure 4.2(f). In order to distinguish

the single-UE and the multi-UE clusters, the former is denoted as CCT
n , while the latter as CVT

n ,

corresponding to the link-level transmission techniques CT and VT, respectively, which will be

introduced next in Section 4.3.3. The overview of our proposed UC cluster formation approach is

detailed in Algorithm 3.

4.3 Scalable Video Streaming

In this section, the scalable multiuser video streaming is introduced. The design aspects of the UC

cluster formation and the video streaming are intricately inter-linked, where we adaptively assign

AM modes to each video layer of the transmitted video stream and simultaneously allocate ‘just

sufficient’ power to each optical AP.

4.3.1 Multiuser Video Broadcast and Scalable Extension of the High-Efficiency Video
Coding

Since the UC clusters have now been constructed, let us introduce our energy-efficient scalable

video system relying on the UC-VLC aided network. To elaborate, we consider a general video

service scenario operating in a typical room having the dimensions of 15m×15m×3m, where each

UE requests different video content. Supporting video multicast services is beyond the scope of

this chapter. Furthermore, we employ the appealing SHVC technique [96, 107], where the video
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Algorithm 3: UC Cluster Formation Algorithm

Input: VA, VU;

Initialisation: V ′U = VU , V ′A = VA, n = 1;

while V ′U 6= ∅ do

Initial UE selection: select u ∈ V ′U; V t
U,n = u; ct

n = (cu, yu);

Tentative UE-set expansion:

while {u′ ∈ V ′U : |(cu′ , yu′)− ct
n| ≤ dµ} 6= ∅ do

include the idle UEs satisfying Equation (4.3);

update: ct
n;

end

UE-set formation: VU,n = V t
U,n; cn = ct

n; V ′U = (V ′U \ VU,n); n = n + 1;

end

Anchor AP selection:

for each UE u ∈ {VU,n} do

find its unique anchor AP AP∗(u);

end

determine all tentative AP sets as Equation (4.6) and the idle AP set

V ′A = (V ′A \ {AP∗(u)});
Tentative AP-set adjustment:

for each V t
A,n do

expand following the rule of Equation (4.7);

end

For n 6= n′, if V t
A,n ∩ V t

A,n′ = a, the AP a is shut down and correspondingly determine each

VA,n;

UC cluster formation

sequence is encoded into multiple layers. This allows us to progressively refine the reconstructed

video quality at the receiver, when the channel quality is improved. Given a specific UC cluster,

where NA,n optical APs simultaneously support NU,n UEs, NU,n different scalable video sequences

are requested, each of which is encoded into multiple layers at the transmitter side, as shown in

Figure 4.3. According to the channel conditions and to the specific video quality requirement

of the UEs, the highest affordable-quality subset of transmitted video layers is decided for each

video sequence and then it is assigned the appropriate AM modes by employing the 1st-tier of our

proposed 3-tier dynamic-programming-based algorithm. Then, upon using the 2nd-tier PA and 3rd-

tier EE optimisation algorithm, the EE of the system is maximised. In order to mitigate the intra-

cluster interference, the video signals are preprocessed by exploiting the knowledge of the channel

state information before transmission. At the receiver side, the UEs receive mutually interference-

free video signals, which constitute a channel-quality-dependent subset of their requested video



4.3.1. Multiuser Video Broadcast and Scalable Extension of the High-Efficiency Video
Coding 88

Scalable video 

source & encoder 

of UE 1 

Scalable video 

source & encoder 

of UE NU,n 

User/layer-level AM modes

& video layer assigner

P
re
co
d
in
g

...

...

3-tier dynamic programming

AP-level PA

Cluster-level EE

optimisation

O
-O

F
D

M
O

-O
F

D
M

...
Rx 1

Rx NU,n

H

Channel feedback

Figure 4.3: The scalable video streaming of a specific UC cluster Cn, where NA,n optical

APs supports NU,n UEs simultaneously.
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Figure 4.4: The example of a 4-layer video sequence requested by a specific UE u in the

UC cluster Cn, where the video quality is gradually refined according to the video quality

demand and the channel conditions of the UE u [93].

sequence, which leads to diverse visual qualities.

To elaborate a little further, Figure 4.4 shows an example of the 4-layer video sequence down-

loaded by a specific UE u within the above-mentioned UC cluster Cn in Figure 4.3, where the video

sequence exhibits both the spatial as well as the temporal scalability. In general, the base layer L0

is the most important one amongst them, whilst the less-important video layers are termed as en-

hancement layers. Gradually increased video qualities are associated with receiving the higher

order layers L1, L2 and L3, as seen in the stylised illustration of Figure 4.4. Each enhancement

layer relies on both the base layer and on all the previous enhancement layers having lower orders.

If either the base layer or any of the previous enhancement layers is lost or corrupted during their

transmission, the dependent layers must be dropped by the decoder. For example, observe in Figure

4.4 that layer L1 is dependent on the base layer L0, while layer L3 depends on both the base layer
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L0 as well as on all the lower layers L1 and L2.

As far as the video streaming seen in Figure 4.3 is concerned, the video sequence of the UE u in

the right subfigure is first encoded and a subset of its layers is pre-processed for transmission. Then

the UE u may experience different visual qualities, depending both on its QoS requirements as well

as on its channel conditions. For example, upon receiving only the base layer, the decoder is only

capable of reconstructing the video at a quarter common intermediate format (QCIF) at 7.5 frame

per second (FPS). By contrast, a common intermediate format (CIF) based video sequence scanned

at 15 FPS and 30 FPS can be reconstructed with the aid of the layers {L0, L1} and {L0, L1, L2},
respectively. In order to further improve the video quality for a high-resolution TV screen at 60 FPS,

all the four layers {L0, L1, L2, L3} must be flawlessly streamed. In practice, the different video

broadcast scenarios mentioned above require different throughput, which rely on the assignment

of different modulation schemes to different layers. Therefore, in order to provide the highest

possible video quality for all UEs and at the same time to guarantee energy-efficient scalable video

provision, the various modulation schemes have to be adaptively assigned and the power has to be

appropriately allocated to each video layer requested by the different UEs.

4.3.2 Adaptive Modulation

There are two popular techniques of constructing white LEDs, namely either by mixing the red-

green-blue frequencies using three chips, or by using a single blue LED chip with a phosphor layer.

We consider the latter one, which is the favoured commercial version. Hence, the modulation

bandwidth B is typically around 20 MHz, albeit this measured bandwidth depends on the specific

LED product used. Given this 20 MHz bandwidth, we are now ready to employ ACO-OFDM. To

elaborate, ACO-OFDM is an energy-efficient scheme, which allows us to invoke AM modes relying

on complex symbols, since the careful selection of a video-layer-specific AM mode guarantees

scalable video provision.

A total of M different AM modes are adopted in our UC-VLC network, where the AM mode

m provides a data rate of rm, once its SINR threshold of ξm
thr is satisfied. According to [190], given

a target BER and m-ary QAM, the minimum SINR required can be determined from:

BER =

√
m− 1√

m log2
√

m
erfc

(√
3ξm

thr
2(m− 1)

)
, (4.8)

where erfc(·) denotes the complementary error function. Furthermore, we rank the M AM modes,

such that if m′ ≥ m, we have rm′ ≥ rm and ξm′
thr ≥ ξm

thr.

4.3.3 Transmission Schemes

In order to simultaneously provide video services to multiple UEs within each UC cluster con-

structed in Section 4.2, ZF-based VT techniques are introduced, where the intra-cluster interference
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is eliminated at the multiple AP transmitters, as indicated Figure 4.3. Hence, all the UEs receive

mutually interference-free signals.

To elaborate a little further, for a given UC cluster CVT
n , let NA,n and NU,n be the number of

optical APs and the number of the UEs, respectively. Furthermore, let Zt and Yr denote the vectors

of transmitted and received signals, respectively, where the entries of Zt will be selected from a

particular AM mode for the different video layers discussed in Section 4.3.2. Upon employing VT

techniques, the received signals may be obtained by

Yr = γ · H · G · P̃n · Zt + τ, (4.9)

where γ denotes the O/E conversion efficiency, while τ includes both the noise and the inter-

cluster interference imposed by the neighbouring clusters. The channel matrix H ∈ RNU,n×NA,n

hosts the channel attenuations between the NA,n APs and the NU,n UEs. In order to receive mu-

tually interference-free signals at the receivers, the transmitted signals Zt = [z1, z2, · · · , zNU,n ]
T,

where each zu entry satisfies that E[|zu|2] = 1, are precoded as (G · Zt), where the (NA,n ×
NU,n)-element matrix G = HH · (H · HH)−1 obeys the ZF criterion for the sake of obtaining an

interference-free identity matrix for H · G = INU,n . Furthermore, the PA matrix P̃n is a diagonal

matrix and we have P̃n = diag(p1, · · · , pNU,n), where each diagonal entry pu denotes the elec-

tronic power allocated to the signal zu. Considering the AM mode m and the video layer l, where

we have l = 0, 1, · · · , L− 1, let us furthermore denote the power allocated to the l-th video layer

of the UE u associated with the AM mode m in the electronic domain by pm
u,l , which is a specific

function of the power pu.

Let us furthermore define the SINR as the aggregated electronic power over the noise power

in a bandwidth of B [MHz] [10] plus the sum of the electronic power received from other optical

sources in the vicinity. Still considering ACO-OFDM, we may express the SINR for the UE u

within a multi-UE cluster CVT
n as

ξm
u,l =

(γ2/2) · pm
u,l

N0B + Iu
, u ∈ VU,nVT , (4.10)

where N0 ∼ 10−22 [A2/Hz] [10] denotes the noise power spectral density. Iu is the interference

imposed by the reflected light as well as the LoS rays from the other clusters in the vicinity. Since

the interference power received by the cluster under consideration is influenced by the PA within

other clusters, for simplicity, we assume the interference imposed is always equal to its maximum
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value formulated as 4

Iu = γ2π ∑
a/∈VA,n

h2[u, a] · (ptx
max)

2, (4.11)

where ptx
max is the maximum optical transmit power allowed for each optical AP and we have

h[u, a] = hd[u, a] + ∑ dhr[u, a]. (4.11) characterises the worst-case situation in our VT cluster

formation.

Furthermore, for the multi-UE VT cluster, the total electronic transmit power may be expressed

as

ptx
u,l =

NA,n

∑
a=1

g2
VT[a, u] · pm

u,l u ∈ VU,nVT , (4.12)

where gVT[a, u] denotes the [a, u]th entry of the TPC matrix G in (4.9). Given a specific UE u,

the AM mode m may be assigned to it, provided that the SINR received is at least ξm
thr. Hence, the

minimum power required by employing AM mode m for the UE u receiving the l-th video layer

may be expressed as:

pm
u,l = ξm

thr · (N0B + Iu)/(γ2/2). (4.13)

Having obtained the relationship between the power required and the AM mode of the video layers

of different UEs, let us now formulate the PA problem in the UC-VLC network for our energy-

efficient scalable video scheme in Section 4.4.

Remark 1. When considering the single-UE cluster CCT
n employing CT, each AP is assumed to

emit the same amount of electronic power 5. Hence the total electronic transmit power ptx
u,l of the

UE u receiving the l-th video layer within the CT cluster CCT
n may be written as

ptx
u,l =

NA,n · pm
u,l(

∑
NA,n
a=1 h[u, a]

)2 =
NA,n

∑
a=1

pm
u,l(

∑
NA,n
a=1 h[u, a]

)2 =
NA,n

∑
a=1

g2
CT[a, u] · pm

u,l , u ∈ VU,nCT ,

(4.14)

where h[u, a] denotes the [u, a]th entry of the channel matrix H of the single-UE CT cluster and

g2
CT[a, u]=1/

(
∑

NA,n
a=1 h[u, a]

)2
. Hence, a unified expression derived for the CT and the VT clusters

may be written as

ptx
u,l =

NA,n

∑
a=1

g2[a, u] · pm
u,l , (4.15)

4Since our proposed cluster formation technique is distance-based, the distribution of the clusters constructed should

be dispersed. Hence, for a specific UE, the distances to most of the APs in the neighbouring clusters should be sufficiently

high compared to its anchor AP and consequently the interference imposed should be low due to the high-attenuation

interference channels. Therefore, the differences between the maximum value of the interference and its actual value

may be small. Furthermore, this assumption can support a more scalable and efficient solution within each cluster

discussed in Section 4.4, hence avoiding the potentially excessive complexity imposed by a centralised algorithm, when

true interference level is used.
5Since our objective is to allocate an appropriate power to each video layer of multiple UEs under the power constraint

of each VLC AP, for the sake of maximising the achievable EE of the entire system, for simplicity, the equal power

assumption was invoked in the single-UE scenarios. Hence, the optimisation in VT and the CT clusters can be operated

in the same framework in Section 4.4 and 4.5.
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where

g[a, u] =





gCT[a, u], u ∈ VU,nCT ,

gVT[a, u], u ∈ VU,nVT ,
(4.16)

while the SINR received by the UE u may both be expressed as in (4.10).

4.4 Energy-Efficient Video Streaming Problem

In this section, the design problem of our energy-efficient scalable video scheme is formulated and

both the video-related and power-related constraints are discussed.

4.4.1 Objective Function

Let us now formulate the problem of energy-efficient scalable video streaming in our UC-VLC

aided network. A general function Em
u,l(P) is used for denoting the EE of the UE u receiving the

video layer l associated with the AM mode m, where P represents the PA strategy of all UEs. For

simplicity, we assume that the video chips requested by the different UEs have the same number of

layers, but our algorithm can be readily applied, when considering different number of video layers

for the different UEs. Formally, our goal is to maximise the sum EE of all UEs, which may be

written as:

max
P

Γ = max
P ∑

Cn

∑
u∈VU,n

L−1

∑
l=0

M

∑
m=1
Em

u,l(P)

= max
P ∑

Cn

∑
u∈VU,n

L−1

∑
l=0

M

∑
m=1

∆m
u,l(P)
ptx

u,l
, (4.17)

where ∆m
u,l(P) is a general utility function assumed to be non-negative and non-decreasing in order

to adequately reflect our QoS metric [106] and ptx
u,l denotes the total electronic power consumption

as indicated in (4.15), when the UE u receives the lth video layer. Note that the expression of

(4.17) supports a more scalable and efficient distributed solution, when compared to simply max-

imising the system-based global EE, which is usually defined as the aggregated throughput of all

UEs divided by the aggregated power consumption. Furthermore, (4.17) may be maximised inde-

pendently within a cluster, provided that the interference received is conservatively assumed to be

always at its maximum value, which constitutes the worst-case scenario.

Moreover, we introduce a binary indicator xm
u,l . If the AM mode m is assigned to transmit the

video layer l of the UE u, we have xm
u,l = 1; otherwise, xm

u,l = 0. Therefore, our problem is a joint

AM mode assignment and PA problem, where the OF of (4.17) may be reformulated as

max
Pn,Xn

Γn = max
Pn,Xn

∑
u∈VU,n

L−1

∑
l=0

M

∑
m=1

∆m
u,l(Pn)

∑
NA,n
a=1 g2[a, u] · pm

u,l

· xm
u,l , (4.18)

where we have Xn = {xm
u,l : u ∈ VU,n, m = 1, · · ·M, l = 0, · · · , L − 1} and Pn denotes

the PA strategy within the cluster Cn. Furthermore, ∆m
u,l(Pn) denotes the achievable QoS utility
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corresponding to the AM mode assignment m for the video layer l of the UE u, which is a function

of Pn = {pm
u,l : u ∈ VU,n, m = 1, · · ·M, l = 0, · · · , L− 1}. Hence, after solving Pn in (4.17)

within each cluster, the optimal solution of the EE maximisation problem in (4.17) is found by

combining all Pn.

4.4.2 Video-related and Power-related Constraints

Let us now elaborate on the associated constraints, including both our video-related constraints and

power-related constraints. During a video frame, the constraints imposed on video transmission

may be formulated as follows:

L−1

∑
l=0

M

∑
m=1

tm
u,l · xm

u,l ≤ T, ∀u ∈ VU,n; (4.19)

M

∑
m=1

xm
u,l = 1 :

l−1

∏
l′=0

M

∑
m=1

xm
u,l′ = 1, ∀l > 0; (4.20)

M

∑
m=1

xm
u,l ≤ 1, ∀u ∈ VU,n, ∀l; (4.21)

xm
u,l ∈ {0, 1}, ∀u ∈ VU,n, ∀l, ∀m, (4.22)

where tm
u,l = Su,l/rm denotes the time required for transmitting the lth video layer constituted by

Su,l bits to the UE u using the AM mode m. Note that “:” represents the condition. For example,

f (x) : g(x) means that f (x) is true provided that g(x) is true. The constraint in (4.19) guarantees

that the time required for transmitting a video frame does not exceed its upper limit T. Note that

our scalable video scheme only has a single-video-frame delay, but it can be generalised to various

video services having different delay tolerance by loosening the constraint of (4.19). Furthermore,

(4.20) states the nested dependence among the different layers of the SHVC-encoded video, which

ensures once the (l + 1)st video layer is received, all the previous lower video layers must have

been received as well, provided that we assume a linear dependency model for the scalable video,

where the video layers of the current frame are independent of those of the other frames. Moreover,

(4.21) guarantees each video layer is assigned a specific AM mode.

In addition, since the transmit power of each AP should not exceed its maximum value of ptx
max,

the power-related constraints in the electronic domain of both the VT and CT clusters may be

written as √√√√
NU,n

∑
u=1

g2[a, u] p̄u/2π ≤ ptx
max, ∀a ∈ VA,n, (4.23)

where p̄u denotes the average power allocated to the UE u, which may be formulated as

p̄u =
∑L−1

l=0 ∑M
m=1 tm

u,l · xm
u,l · pm

u,l

∑L−1
l=0 ∑M

m=1 tm
u,l · xm

u,l

. (4.24)

Note that we only consider the transmission power as the sole reason for power dissipation in (4.23).

In our future work, other sources of power consumption, such as signal processing costs, back-haul
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Figure 4.5: The mind map of the 1st-tier user/layer-level AM mode assignment and the

2nd-tier AP-level PA.

power consumption etc. would also be taken into account in order to paint a holistic picture in

terms of the overall network’s power consumption. However, at the time of writing, quantifying

the network’s power consumption in case of VLC systems remains an open issue, since integrating

our scheme with a certain VLC back-haul deserves dedicated treatment.

In order to solve our mixed integer non-linear non-convex problem of (4.18)-(4.23), we pro-

pose a heuristic 3-tier dynamic-programming-based algorithm, which is constituted by the 1st-tier

user/layer-level AM mode assignment, the 2nd-tier AP-level PA and the 3rd-tier cluster-level EE

optimisation. The user/layer-level AM mode assignment step mainly copes with the constraints

in (4.19)-(4.22), which are determined by the video characteristics, regardless of the power-level

budget of (4.23). All the solutions provided by the user/layer-level AM mode assignment step will

be regarded as the input to the following AP-level PA step, where all the feasible solutions satisfy-

ing both the video characteristic constrains of (4.19)-(4.22) as well as the power constraint (4.23)

can be found. Finally, during the cluster-level EE optimisation step, the solution of our problem

(4.18)-(4.23) can be obtained based on our previous discussions.

4.5 Dynamic-Programming-based Algorithm

In this section, a 3-tier dynamic-programming-based algorithm is proposed for solving our problem

formulated in Section 4.4, including its user/layer-level AM mode assignment, the AP-level PA and

the cluster-level EE optimisation.
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4.5.1 User/Layer-Level Adaptive Modulation Mode Assignment

In this step, we first deal with the constraints (4.19)-(4.22) imposed by the video characteristics,

which are determined by each individual UE, but are transparent to how the clusters are formed.

Thus, let us bypass the PA across the given cluster and consider the problem on the basis of a single

UE with the aid of the mind map of our proposed algorithm in Figure 4.5.

4.5.1.1 Objectives of the Adaptive Modulation Mode Assignment Subproblem

Given a specific UE u, the user/layer-level AM mode assignment problem may be formulated

similar to a multi-choice knapsack problem [191], which is NP-hard. The classic multi-choice

knapsack problem may be described as follows. Multiple groups of items are considered and each

item has a value and a resource cost. The objective is to select exactly one item from each group into

the knapsack and to maximise the total value of the selected items, whilst not exceeding the resource

capacity available. In our problem, the L video layers may be viewed as the multiple groups, where

the M AM modes are the items. The achievable EE and the corresponding transmission time costs

may be interpreted as the value and the resource cost. Our goal is to select a specific one AM

mode for each transmitted video layer in order to maximise the EE within the single-video-frame

delay budget. We assume furthermore that if a video layer is not transmitted, no AM mode will be

assigned to it. In contrast to the classic multi-choice knapsack problem, not all the video layers have

to be transmitted by selecting an AM mode, but if the video layer l is transmitted, all the lower-order

video layers must be transmitted and be assigned a specific AM mode as well. Note that the video

layers’ order requirement (4.20) is readily satisfied by employing our dynamic-programming-based

algorithm as detailed below, since the proposed algorithm is implemented in accordance with the

video layers’ order, i.e. from layer 0 to layer L− 1.

Before introducing our dynamic-programming-based algorithm, let us define an auxiliary func-

tion Eu,l̂(t) first, which may be interpreted as the maximum EE for the given UE u, when receiving

the video layers from 0 to l̂ and the transmission time duration is limited to t, where we have

0 ≤ l̂ ≤ L − 1 and 0 ≤ t ≤ T. Since the time resource t has a continuous value, it is further

decomposed into σ discrete values, which may be written as t = 0, T/σ, 2T/σ, · · · , T. Following

the basic principles of the dynamic programming approach, we consider the sub-problem under a

specific transmission time limit t. Hence, Eu,l̂(t) may be written as

Eu,l̂(t) = max
xm

u,l





l̂

∑
l=0

M

∑
m=1

∆m
u,l(pm

u,l) · xm
u,l

∑
NA,n
a=1 g2[a, u] · pm

u,l

: tu,l̂ ≤ t,

M

∑
m=1

xm
u,l ≤ 1, xm

u,l ∈ {0, 1}, ∀l = 0, 1, . . . , l̂

}
, (4.25)

where tu,l̂ is the total transmission time required for transmitting all the video layers up to l̂ and

we have tu,l̂ = ∑l̂
l=0 ∑M

m=1 tm
u,l · xm

u,l . Note that during this user/layer-level AM mode assignment



4.5.1. User/Layer-Level Adaptive Modulation Mode Assignment 96

procedure, we focus our attention on each single UE and the PA strategy Pn across the entire cluster

may be treated in the next step. Hence, the achievable QoS utility has been written as ∆m
u,l(pm

u,l) in

(4.25), instead of ∆m
u,l(Pn) as in (4.18).

4.5.1.2 Methodologies for Assigning the Adaptive Modulation Mode

Given a specific video layer having the length of Su,l bits, the lower the order of the AM mode,

the longer the transmission time becomes, since the lower-order AM mode provides a lower data

rate. We start the recursion of Eu,l̂(t) from the virtual base layer, which may be referred to as the

‘−1st’ video layer. Since transmitting the virtual base layer represents no transmission, for any

transmission time limit t, we have

Eu,−1(t) = 0, pm
u,−1 = 0, tm

u,−1 = 0, ∀t, ∀m, (4.26)

where pm
u,−1 denotes the power allocated for the virtual base layer with the mth AM mode assigned

to the UE u, which should be zero, since no power is consumed. Similarly, the corresponding time

duration is also zero. In order to obtain a general recursion formulation for Eu,l̂(t), let us consider

the base layer transmission as an explicit example. As mentioned above, if a certain video layer is

transmitted, all the lower-order video layers must have been transmitted. Hence, when transmitting

the base layer, as its lower video layer, the virtual ‘−1st’ video layer must be transmitted. It is

plausible that (tM
u,0 + tM

u,−1) is the least time required for transmitting the base layer by employing

the highest-order AM mode M for the ‘−1st’ and 0th video layer. If the time limit t is even shorter

than (tM
u,0 + tM

u,−1), there will be no feasible solution for maximising Eu,0(t), where Eu,0(t) is

assumed to be −∞ and hence no AM mode will be assigned. Otherwise, for all t ≥ (tM
u,0 + tM

u,−1),

if the base layer is assigned an AM mode m, we need a duration of tm
u,0 to transmit, when we have

associated EE value of ∆m
u,0(pm

u,0)/pm
u,0. In this case, the time allocated to the virtual base layer is

reduced to (t− tm
u,0). Hence, the problem of the AM mode assignment for transmitting the ‘−1st’

and the 0th video layers may be formulated as

Eu,0(t) =





−∞, for 0 ≤ t < tM
u,0 + tM

u,−1;

max
m

{
Eu,−1(t− tm

u,0) +
∆m

u,0(pm
u,0)

∑
NA,n
a=1 g2[a, u] · pm

u,0

: tm
u,0 ≤ t, 1 ≤ m ≤ M

}
,

for tM
u,0 + tM

u,−1 ≤ t ≤ T.

(4.27)

Similarly, for the other video layers l̂ = 1, 2, . . . , L− 1, as shown in the top subfigure of Figure

4.5, a general formulation of Eu,l̂(t) may be written as

Eu,l̂(t) =





−∞, for 0 ≤ t <
l̂

∑
l=−1

tM
u,l ;

max
m

{
Eu,l̂−1(t− tm

u,l̂) + Ẽ
m
u,l̂ : tm

u,l̂ ≤ t, 1 ≤ m ≤ M
}

, for
l̂

∑
l=−1

tM
u,l ≤ t ≤ T,

(4.28)
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where the EE increment Ẽm
u,l̂

= ∆m
u,l̂
(pm

u,l̂
)/(∑

NA,n
a=1 g2[a, u] · pm

u,l̂
). Note that (t− tm

u,l̂
) may not be

equal to any of the specific time durations of 0, T/σ, 2T/σ, · · · , T. In this case, we assume that

(t− tm
u,l̂
) corresponds to its nearest lower time-duration. For example, if the exact value of (t− tm

u,l̂
)

is approximately 2.66T/σ, we round it to 2T/σ and substitute Eu,l̂−1(2T/σ) into (4.28).

4.5.1.3 Adaptive Modulation Mode Assignment Results

Relying on the relationships formulated above, we obtain the AM mode assignment for each video

layer of a specific UE u under various time limits. To elaborate with the aid of the top subfigure

of Figure 4.5, letMu,l̂(t) be an (1× L)-element vector of the AM mode assigned for each video

layer under the time-resource t and the highest-order transmitted video layer l̂. Since no AM

mode is assigned to the video layers spanning from l̂ + 1 to L− 1, the corresponding elements in

Mu,l̂(t) are set to zero. Thus, the corresponding achievable EE value Eu,l̂(t) can be obtained from

(4.28). Correspondingly, the power allocated for transmitting each video layer is known according

to (4.13). Hence, corresponding to eachMu,l̂(t) under the time limit t, the average PA p̄u,l̂(t) can

be calculated according to (4.24).

Following the user/layer-level AM mode assignment step, we can obtain the (σ× L)-element

time-guaranteed EE matrix Eu = {Eu,l̂(t) : t = T/σ · · · , T , l̂ = 0, · · · L− 1}. Furthermore, each

UE u has the time-guaranteed (L× σ× L)-element AM mode assignment matrixMu, which may

be expressed asMu = {Mu,l̂(t) : t = T/σ, · · · , T, , l̂ = 0, · · · L− 1}, which is referred to as

the time-guaranteed AM mode matrix of the UE u. Correspondingly, the (σ× L)-element average

PA matrix p̄u = { p̄u,l̂(t) : t = T/σ, · · · , T, l̂ = 0, · · · L− 1} can also be obtained. Since all the

results obtained so far are time-guaranteed and on a per-UE basis, we only have to find the highest

achievable EE from Eu and its corresponding AM mode assignment, whilst avoiding the violation

of the power constraint (4.23) imposed by the optical APs within each cluster.

4.5.2 Access-Point-Level Power Allocation

Let us now introduce the 2nd-tier AP-level PA algorithm, which is carried out within each UC

cluster. Our objective in this step is to find the appropriate AM mode assignment solutions for each

UE from its time-guaranteed AM mode assignment matrixMu, which further satisfies the power

constraint (4.23) and maximises the achievable EE.

4.5.2.1 Objectives of the Power Allocation Subproblem

Similarly to the previous section, we first define an auxiliary function Ea,û(ptx), which may be

interpreted as the maximum EE, when supporting a total of û UEs within a specific cluster Cn and

the given AP a ∈ VA,n with a maximum power limit ptx, where we have 0 ≤ û ≤ NU,n and 0 ≤
ptx ≤ ptx

max. Then we further discretize the transmit power into J levels, which may be written as
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ptx = ptx
max/J, 2ptx

max/J, · · · , ptx
max. Hence, considering the cluster supporting û UEs, for a given

AP a with a power limit ptx within the cluster, Ea,û(ptx) may be formulated as

Ea,û(ptx) = max
t,l̂

{
û

∑
u=1

T

∑
t=0

L−1

∑̂
l=0

Eu,l̂(t) · xu,l̂(t) :
T

∑
t=T/σ

L−1

∑̂
l=0

xu,l̂(t) = 1, ∀u = 1, · · · , û,

√√√√
û

∑
u=1

T

∑
t=T/σ

L−1

∑̂
l=0

g2[a, u] · p̄u,l̂(t) · xu,l̂(t)
2π

≤ ptx, xu,l̂(t) ∈ {0, 1}



 , (4.29)

where xu,l̂(t) is a binary indicator. If the AM mode assignmentMu,l̂(t) is selected for the UE u,

we have xu,l̂(t) = 1; otherwise, xu,l̂(t) = 0.

4.5.2.2 Methodologies for Allocating Power

Next, we find the solution in an iterative manner. Let p̄min
u denote the minimum average power

required, when transmitting video to the UE u, where we have p̄min
u = min{min{ p̄u}}. Similarly

to the concept of the virtual base layer, we assume a virtual scenario, in which no UE is served, so

that we have:

Ea,0(ptx) = 0, p̄0,l̂(t) = 0, ∀ptx, ∀t, ∀l̂. (4.30)

Hence, the basic principle of the general recursion for the AP-level PA step is similar to (4.28) of

the previous section, as shown in the bottom subfigure of Figure 4.5, which furthermore may be

written as

Ea,û(ptx) =





−∞, for 0 ≤ ptx <

√√√√ û

∑
u=1

g2[a, u] · p̄min
u /(2π);

max
t,l̂

{
Ea,û−1(ptx − p̄û,l̂(t)) + Eû,l̂(t) :

√
g2[a, u] · p̄û,l̂(t)/(2π) ≤ ptx

}
,

for

√√√√ û

∑
u=1

g2[a, u] · p̄min
u /(2π) ≤ ptx ≤ ptx

max.

(4.31)

Similar to (4.28) again, (ptx − p̄û,l̂(t)) is rounded down to its nearest lower power level, when it is

not equal to any of the legitimate power levels.

4.5.2.3 Power Allocation Results

By iteratively solving (4.31), the potential PA schemes are found, when separately considering

the power limit of each AP. Since all the UEs within a single cluster must be fully supported,

Ea,NU,n(ptx) is the achievable EE corresponding to the AP a subjected to a power constraint ptx, as

shown in the bottom subfigure of Figure 4.5. Correspondingly, the solution of (4.31) for achieving

Ea,NU,n(ptx) is denoted as (t∗a,NU,n
(ptx), l̂∗a,NU,n

(ptx)), where t∗a,NU,n
(ptx) and l̂∗a,NU,n

(ptx) are both

(1 × NU,n)-element vectors. Thus, the PA scheme may be obtained by find the corresponding
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element p̄u,l̂∗a,NU,n
(ptx)[1,u](t

∗
a,NU,n

(ptx)[1, u]) from the previous time-guaranteed PA matrix p̄u for

each of the UE u.

We further obtain the (1× J)-element vector Ea = {Ea,NU,n(ptx) : ptx = ptx
max/J, · · · , ptx

max}
to denote the achievable EE under various power limits and also the (J× NU,n)-element PA matrix

p̄a at the AP a, where each row represents an PA scheme for the cluster Cn and we have J PA

schemes. Considering all the NA,n APs, we now have a total of (NA,n × J) PA schemes for a

cluster Cn. Next let us determine the final solution of the PA in the following section.

4.5.3 Cluster-level Energy Efficiency Optimisation

4.5.3.1 Solutions of Optimising Energy Efficiency

Given a specific cluster Cn, we have obtained both the (NA,n × J) PA schemes denoted as a (J ×
NU,n × NA,n)-element matrix { p̄a : a = 1, · · · , NA,n} and the corresponding (J× NA,n)-element

EE matrix {Ea : a = 1, · · · , NA,n}. Then the solution of the PA problem formulated for achieving

the maximum EE may be found by

{a∗, ptx∗} = arg max
a,ptx
{{Ea}} , (4.32)

where the solution {a∗, ptx∗} corresponds to a row of the PA matrix p̄a∗, which may be written as

p̄a∗[j, :] and we have j = J · ptx∗/ptx
max. It is plausible that the PA scheme p̄a∗[j, :] selected satisfies

the power constraint (4.23) of the AP a∗, but we have to check if it violates other APs’ power

limits. If p̄a∗[j, :] is feasible for all APs, it is the final solution of the PA for our energy-efficient

video scheme. Otherwise, p̄a∗[j, :] and its corresponding EE Ea∗,NU,n(ptx∗) are set to zero and we

repeat (4.32) until we find a feasible PA scheme satisfying (4.23) for all APs within the cluster.

Finally, each element of p̄a∗[j, :] corresponds to a specific layer-level PA p̄u,l̂(t) and to a specific

AM mode assignment vectorMu,l̂(t).

4.5.3.2 Complexity of the Proposed Dynamic-Programming-based Algorithm

The complexity imposed by our 3-tier dynamic-programming-based algorithm is much lower than

that of the optimal exhaustive search, which is on the order of O(L(M·NU,n)) for a specific cluster

Cn. By contrast, during the 1st-tier AM mode assignment of the proposed algorithm, the complexity

for each UE is on the order of O(σML). Then in the PA step, the complexity imposed by each

AP is O(σNU,n J) and the last EE optimisation has a complexity of O(NA,n J). Furthermore, the

complexity of our 1st-tier AM mode assignment algorithm may be reduced by using the following

rule.

Remark 2. For any p̄u, if there exist two elements pi and pi′ such that pi ≥ pi′ and the corresponding

EE obeys Ei < Ei′ , where Ei, Ei′ ∈ Eu, then Ei is set to zero.
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Video parameters

Video sequence RaceHorses

QPs/Frame 40,26,16

Resolution 416 × 240

Video codec SHVC

FPS 30

No. of video layers 3

Bits per pixel 8

Error-free Y-PSNR 28.3, 36.9, 44.7 [dB]

Bitrate 5.1 [Mbits/s]

Representation YUV 4:2:0

Error concealment Frame-copy

No. of frames 30, 300

Coding structure IPPPIPPP...

Algorithm parameters

The range of each AP subset (dα) 15 [m]

No. of discrete time values (σ) 100

No. of power level (J) 10

Table 4.1: Simulation parameters of the scalable video system.

4.6 Performance Evaluation of the Energy-efficient Video Streaming

Scheme

In this section, we will present our simulation results characterising the 3-tier dynamic-programming-

based scheme conceived for energy-efficient scalable video transmission in the VLC system, with

a special emphasis on our UC cluster formation. Before presenting our simulation results, let us

elaborate further on the implementation of our energy-efficient video system. Relying on the posi-

tioning and tracking module, distance-based cluster formation is constructed. Within each cluster,

our proposed optimisation algorithm is activated upon the UEs’ requests. The solution gives the

appropriate video layer selection, the adaptive mode assignment as well as the power allocation

for the sake of maximising the EE. Thus different transmission strategies, i.e. VT and CT, are

employed in multi-UE clusters and single-UE clusters correspondingly, based on the solution. Re-

garding the video implementation, at the transmitter side, only the carefully selected layers of the

scalable SHVC stream are transmitted. At the decoder side, all the received layers will be decoded.

Then, the error-infested layers will be discarded together with their dependent layers. This will

result in a decodable bitstream, which is then passed to the SHVC decoder for reconstructing the

final YUV clip.
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As in Chapter 2 and Chapter 3, a 15m×15×3m room model is considered, which is covered

by the VLC DL, including (8×8) uniformly distributed optical APs at a height of 2.5m. The

parameters of the LED arrays are summarised in Table 4.1. Our investigations include both the

LoS and the first reflected light-path, where the channel’s DC attenuation is given by (1.4) and

(1.6). As for the AM mode, we consider binary phase-shift keying (BPSK), 4-QAM, 16-QAM, 64-

QAM and 256-QAM in our simulations, while our algorithm is a general one, which is not limited

to the specific AM modes considered in this chapter. Furthermore, advanced SHVC techniques are

employed in our VLC system, where the 3-layer video sequence ”RaceHorses” is transmitted at 30

FPS. The error-free Y-PSNR is 28.3dB, 36.9dB and 44.7dB, respectively, when the first, second and

third video layer is received. At this stage, we assume that if a video layer is allocated power and

assigned a specific AM mode, it can be successfully received, provided that a sufficiently low BER

requirement is satisfied in the indoor VLC environment considered. If a frame is not transmitted,

the low-complexity error concealment technique of frame-copying is used, where the lost frame is

replaced by the most recent successfully decoded frame. The general QoS metric of ∆m
u,l(pm

u,l) is

assumed to be the achievable throughput corresponding to the specific AM mode assignment m for

the video l of the UE u, i.e. we have ∆m
u,l(pm

u,l) = rm. The parameters of the video sequence are

detailed in Table 4.1. Each of our simulation results are averaged over 50 independent simulation

runs, where the UEs are randomly distributed in the room.

4.6.1 Energy Efficiency versus Video Quality Investigations

4.6.1.1 Investigations for Various Field-of-View and User Equipment Density

Since the FoV is one of the most influential parameters in VLC networks, we consider various FoVs

and their effects on the attainable system performance, as shown in Figure 4.6 6. The system’s

EE is reduced, when the FoV is increased, since a higher transmit power is required, when the

interference is increased, while our UC clusters remain superior in all the scenarios considered. As

for the average throughput (TP) and for the video PSNR per UE, which is used for quantifying the

reconstructed video quality at the receiver side, they all reach a peak at FoV = 75◦ considering the

UC design, due to having the lowest number of UEs in outage, according to the right subfigure of

Figure 4.6. When the FoV is further increased, the UEs suffer from more interference and some

of them may experience an outage as a result. Note that in this case, increasing the transmitted

power may not be an appealing solution, since according to (4.11) the interference is also increased

proportionally. The traditional cell designs of UFR and FR-2 have quite similar performances in

terms of their video quality and the percentage of UEs in outage, although UFR provides a higher

6In Figure 4.6, we observed the FoVs from 70◦ to 90◦. With the FoV 70◦/75◦, the UE is capable of receiving data

from two neighbouring APs and the area contaminated by potential interference is modest. When the FoV is increased

to 80◦/85◦/90◦, the UE is capable of receiving data from four APs and the potential interference contaminated area is

also increased. Although the five FoVs considered have quite similar absolute values, but they correspond to different

interference levels
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Figure 4.6: Left: EE of the VLC network and average TP per UE for various FoVs.

Right: Average PSNR and the UE outage percentage. The optical power is 0.3862W for

maintaining the illuminance requirement of our room model as a typical work place.

EE and TP. Hence using traditional frequency reuse may not be a desirable solution for interference

mitigation in our VLC networks.

Figure 4.7 shows the attainable system performance for various UE densities, ranging from a

low-density scenario of 10 UEs to a high-density scenario of 40 UEs, where the FoV is 90 ◦ and

the maximum transmitted optical power is 0.3862W. This power was calculated according to the

illumination constraint of maintaining an average illuminance of 600lx, a minimum of 200lx and

a maximum of 800lx, which are typical values for the work place. As expected, our proposed UC

clusters are capable of offering the highest EE, TP and PSNR in most of the scenarios considered,

whilst simultaneously supporting more UEs at a given UE outage percentage, as seen in the right

subfigure of Figure 4.7.

4.6.1.2 Investigations for User-Centric Cluster Edge Distance dµ and Maximum Transmit-

ted Optical Power

As mentioned in Section 4.2, the various characteristics of the UC clusters may be satisfied upon

adjusting the value of the atto-cell edge distance dµ. For example, a large dµ may improve the

area spectral efficiency of the system according to our previous work [49]. Figure 4.8 illustrates

the system’s performance for different dµ values in terms of the EE, TP, PSNR and the outage

percentage. As expected, upon increasing the value of dµ, both the EE and TP are increased.

Similarly, the average video quality is also enhanced for larger dµ. Although a larger dµ results
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Figure 4.7: Left: EE of the VLC network and average TP per UE for various UE densities.

Right: Average PSNR and the UE outage percentage, where FoV = 90◦. The optical power

is 0.3862W for maintaining the illuminance requirement of our room model as a typical

work place.
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Figure 4.8: Left: EE of the VLC network and average TP per UE for various UC cluster

edge distance dµ. Right: Average PSNR and the UE outage percentage, where FoV = 90◦.

The optical power is 0.3862W for maintaining the illuminance requirement of our room

model as a typical work place.
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Figure 4.9: Left: EE of the VLC network and average TP per UE for various transmitted

optical power thresholds. Right: Average PSNR and the UE outage percentage, where

FoV = 90◦.

in large-scale UC clusters, they potentially incur additional signal processing costs, such as the

inversion of a large matrix at the distributed APs as required by the ZF based transmit pre-coding.

Furthermore, sharing data amongst the APs of large UC clusters may require a more capable back-

haul. Hence, we have to determine the most beneficial edge-distance dµ of our UC cluster in order

to minimise the network’s power consumption by additionally considering the power-dissipation of

the signal processing as well as of the back-haul.

Figure 4.9 shows the system’s performance for different optical transmit power thresholds.

Although the UC clusters are not as efficient as the traditional UFR design, when the maximum

transmitted optical power is limited to 0.1W, it is capable of providing a higher TP as well as better

video quality in most of the scenarios considered. Upon increasing the optical power threshold, the

EE becomes lower, but the TP and video quality improvements of the system remain slow in all

the scenarios considered. Note that the various optical transmit power thresholds may be realised

by appropriately adjusting the LED array of each specific optical AP, in order to maintain the

associated illuminance requirement.

4.6.2 Mobile User Equipment Investigations

Our proposed UC clusters and the corresponding PA algorithm are now further investigated, when

the UEs are mobile. Let the UE with index ‘1’ move at 1.25m/s following a trajectory shown in

Figure 4.10, where its UC cluster is dynamically constructed. The location of the UE is reported
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Figure 4.11: PSNR of each frame for the moving UE.
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Figure 4.12: Average PSNR of each UE over 300 frames.

at the beginning of every video frame, i.e. every 1/30 s. The UC clusters for Frame 1, Frame 91,

Frame 181 and Frame 271 are shown in Figure 4.10, respectively. Each frame’s PSNR is shown in

Figure 4.11 for UE 1, where most frames have a high PSNR and a high subjective video quality,

when UE 1 is moving and the UC clusters are dynamically updated. However, almost half of the

300 frames have very poor quality or have been lost, when employing the traditional UFR/FR-2

design. Furthermore, the 5 dB or so PSNR fluctuations on top of the curves seen in Figure 4.11 are

due to the coding structure of intra-coded frames (I) and predictively-coded frames (P) ‘IPPPIPPP...’

frames in our simulations. Explicitly, the I frames are inserted every 4 frames, which are capable

of providing a higher PSNR at the cost of an increased TP requirement. Moreover, Figure 4.12

portrays the PSNR averaged over 300 frames for each UE, where the UC design remains capable

of serving more UEs at a higher video quality compared to the traditional cell designs.

Figure 4.13 shows the video frames reconstructed by the moving UE, where the 60th, 120th,

180th and 240th video frames have been extracted from the original video sequence (first column),

UC (second column) and UFR (third column) schemes, respectively. Observe from the second

column that the quality of the video frames is only slightly degraded compared to the original

lossless video frames (first column). However, the visual quality provided by the UFR design is

very poor, as shown in the third column. Three out of four frames have been lost and replaced by

the previously successfully decoded frames. Hence, the video frames in the third column are quite

different from the original frames. For our simulation results of the full video clips, please refer to

http://www.ecs.soton.ac.uk/research/projects/924.
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Figure 4.13: Four video frames of the Racehorses video sequence transmitted in the UC-

VLC network, where the 60th, 120th, 180th and 240th video frames have been extracted

from the original video sequence (first column), UC (second column) and UFR (third

column) schemes, respectively.

4.7 Chapter Conclusions

In order to conceive an energy-efficient VLC system, a beneficial UC cluster formation was de-

signed from a radically new perspective. Then a 3-tier dynamic-programming-based algorithm was

proposed for transmitting the advanced scalable H.265-encoded video sequence, whilst relying on

user/layer-level AM mode assignment, AP-level PA and cluster-level EE optimisation. Table 4.2,

Table 4.3 and Table 4.4 summarise our main numerical results from various perspectives for char-

acterising the attainable system performance. Observe from the result tables that there are a range

of different techniques, which are capable of improving the system performance, such as

• selecting appropriate FoVs for the UEs, where a large FoV may result in increased interfer-

ence and hence imposes some system performance degradation;

• limiting the total number of UEs;

• setting an appropriate edge distance du, since simply increasing its value may lead to unaf-
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fordable computational complexity;

• increasing the optical transmit power within a certain range, just to name a few.

Overall, our numerical results demonstrated that the UC design constitutes an energy-efficient

VLC system solution by providing a higher EE, improved average TP and enhanced video quality

compared to the conventional cells. Despite the promise of the UC cluster formation, some open

challenges arise, including the acquisition of accurate location information [65, 134–139, 141], the

research of robustness under channel estimation uncertainties, the provision of up-link support, etc,

which may be considered as our future research topics.
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Parameter
EE Throughput PSNR

Outage
[Gbits/J] [Mbits/s] [dB]

FoV

70◦
UC 6.44 68.65 38.95 19.44%

UFR 4.82 63.83 37.29 25.20%

FR-2 2.37 33.91 37.29 25.20 %

75◦
UC 5.86 72.81 40.37 14.48%

UFR 4.35 59.94 35.95 29.76%

FR-2 2.14 31.84 35.94 29.76%

80◦
UC 2.85 72.14 40.14 15.28%

UFR 2.61 53.18 33.63 37.68%

FR-2 1.28 28.25 33.62 37.68%

85◦
UC 2.10 70.32 39.51 17.44%

UFR 1.93 46.22 31.24 45.84%

FR-2 0.95 24.52 31.20 45.84%

90◦
UC 1.92 68.81 38.99 19.20%

UFR 1.38 41.39 29.55 51.28%

FR-2 0.69 21.84 29.42 51.28%

10

UC 2.88 82.36 43.63 3.40%

UFR 2.80 66.71 38.27 21.60%

FR-2 1.38 35.37 38.20 21.60%

20

UC 1.97 75.03 41.13 11.50%

UFR 1.60 48.07 31.87 43.10%

Number FR-2 0.79 25.43 31.78 43.10%

of UEs

30

UC 1.61 65.60 37.87 22.67%

UFR 1.18 38.28 28.49 54.73%

FR-2 0.59 20.17 28.34 54.73%

40

UC 1.47 53.97 33.89 36.55%

UFR 0.72 27.03 24.62 67.45%

FR-2 0.36 14.03 24.32 67.45%

Table 4.2: The EE, average throughput, PSNR and the outage percentage of the system

for various FoVs and different UE densities, which were extracted from Figure 4.6 and

Figure 4.7. The illuminance requirement of the room model is maintained as a typical

work place, where the maximum transmit optical power is 0.39W. The edge distance du

is 2.5m. When the FoV changes, the total number of UEs is 25; when the UE density

changes, the FoV is assumed to be 90◦ . Other corresponding simulation parameters are

summarised in Table 2.1, Table 3.1, and Table 4.1.
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Parameter
EE Throughput PSNR

Outage
[Gbits/J] [Mbits/s] [dB]

du

1 1.57 49.58 32.36 41.60%

1.5 1.64 57.67 35.15 31.92%

2 1.67 65.70 37.91 22.56%

2.5 1.92 68.81 38.99 19.20%

3 1.99 73.53 40.61 13.68%

3.5 2.15 75.89 41.42 10.96%

4 2.26 78.34 42.27 8.00%

4.5 2.35 78.49 42.32 8.00%

5 2.38 79.58 42.70 6.72%

UFR 1.36 42.66 29.98 49.70%

FR-2 0.68 22.49 29.83 49.70%

Table 4.3: The EE, average throughput, PSNR and the outage percentage of the system

for various cell sizes, which were extracted from Figure 4.8. The illuminance requirement

of the room model is maintained as a typical work place, where the maximum transmit

optical power is 0.39W. The total number of UEs is 25 and the FoV is 90◦. Other corre-

sponding simulation parameters are summarised in Table 2.1, Table 3.1, and Table 4.1.
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Parameter
EE Throughput PSNR

Outage
[Gbits/J] [Mbits/s] [dB]

ptx
max

0.02

UC 4.50 25.75 24.09 67.70%

UFR 5.29 35.13 27.34 56.88%

FR-2 2.51 17.17 25.91 56.88%

0.04

UC 3.96 50.18 32.51 39.04%

UFR 4.61 41.83 29.72 50.40%

FR-2 2.27 22.05 29.57 50.40%

0.06

UC 3.52 59.39 35.64 28.32%

UFR 4.11 42.13 29.81 50.24%

FR-2 2.03 22.22 29.67 50.24%

0.08

UC 3.27 63.53 37.11 23.76%

UFR 3.66 42.34 29.87 50.00%

FR-2 1.81 22.34 29.74 50.00%

0.10

UC 3.10 65.77 37.82 21.83%

UFR 3.31 42.37 29.88 50.00%

FR-2 1.64 22.35 29.74 50.00%

0.15

UC 2.76 69.00 39.00 18.82%

UFR 2.66 42.40 29.89 50.00%

FR-2 1.32 22.36 29.75 50.00%

0.20

UC 2.40 70.40 39.49 17.04%

UFR 2.22 42.41 29.90 50.00%

FR-2 1.10 22.36 29.75 50.00%

0.25

UC 2.21 70.18 39.44 17.12%

UFR 1.91 42.42 29.90 50.00%

FR-2 0.95 22.36 29.75 50.00%

0.30

UC 2.02 70.63 39.61 16.72%

UFR 1.67 42.42 29.90 50.00%

FR-2 0.83 22.37 29.76 50.00%

Table 4.4: The EE, average throughput, PSNR and the outage percentage of the system for

different transmit optical power, which were extracted from Figure 4.9. The total number

of UEs is 25 and the FoV is 90◦. The edge distance du is 2.5m. Other corresponding

simulation parameters are summarised in Table 2.1, Table 3.1, and Table 4.1.



Chapter 5
Thesis Conclusions and Future Research

In this chapter, the overall summary and conclusions of this treatise will be provided in Section 5.1,

several potential research topics will be discussed briefly as future research directions in Section

5.2.

5.1 Summary and Conclusions

• Chapter 2: In Chapter 2, we focused our attention on the hybrid VLC/WiFi DL, where

the essential LB problem was investigated with special emphasis on diverse cell formations.

Firstly, in Section 2.1, the development of VLC was portrayed and the disadvantages of the

stand-alone VLC systems were discussed, which had also been the motivation of integrating

VLC and WiFi. Then some valuable existing contributions regarding VLC cell formations as

well as the techniques of solving LB in RF networks were reviewed.

Before investigating the LB problem, the system model of the hybrid VLC/WiFi DL was

introduced in Section 2.2. More explicitly, given the optical channel’s DC attenuation in

Equation (1.4), the general form of the SINR for a specific UE was derived in Equation

(2.3). Then the regular cell formations both with and without FR were discussed in Section

2.2.2. As depicted in Figure 2.2(a) and 2.2(b), the potential ICI-infested areas were reduced,

when the FR factor was increased from one to two. However, when using an FR factor

of higher than one, the system has to obey the classic trade-off between reduced BE and

improved cell-edge SINR, which can be clearly seen in Figure 2.3(a) and 2.3(b). Another

potential drawback of employing non-unity FR was that mobility management would become

more challenging, since switching between frequencies every few metres during the users’

movement potentially degrades the user experience. In order to reduce the ICI and improve

mobility, the multi-AP cells of Figure 2.2(c) and 2.2(d) were designed and both the CT

and VT transmission techniques were employed in Section 2.2.3. The corresponding SINRs

of a particular UE were formulated in Equation (2.6) and (2.7), respectively. Figure 2.3
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Sections Contributions

Section 2.1
Discussed the background of VLC and the motivation of VLC/WiFi integration,

reviewed the approaches for solving LB in existing literature.

Section 2.2

Introduced the system model, discussed regular cell formations with FR, de-

signed merged multi-AP cells with the aid of CT and VT, compared the BE of

various cell formations in VLC systems.

Section 2.3
Formulated the LB problem, relaxed the original problem to a linear one, pro-

posed and evaluated a distributed algorithm for reducing complexity.

Section 2.4 Presented our simulation results and the corresponding analysis.

Table 5.1: Summary of the contributions of Chapter 2.

illustrated both the classic BE surface and the MBE of different VLC cell formations, where

a substantial MBE improvement was achieved relying on VT, since the resultant system

became reminiscent of a large-scale MIMO system.

In Section 2.3, the LB problem between the VLC network and WiFi network was investi-

gated. The original problem was firstly formulated in Equation (2.17). Instead of solving

the MINLP problem of Equation (2.17), we relaxed the original problem by discretising

the scheduling time period and obtained a linear formulation in Equation (2.19), which was

solved by the CPLEX solver. In order to further reduce the computational complexity, a dual-

decomposition-based distributed algorithm was proposed in Section 2.3.3. Furthermore, in

Section 2.3.4, the optimality of the proposed algorithms was analysed. Observe from Figure

2.4 that the distributed algorithm is capable of converging to the optimum of the original

problem and a fairly accurate solution of the distributed approach was obtained within as few

as a dozen of iterations.

The performance results of the hybrid VLC/WiFi DL were detailed in Section 2.4. The

throughput investigations conducted for different FoV and blocking probabilities were pro-

vided in Figure 2.5 and 2.6, receptively. As expected, the VT-aided multi-AP cells were

superior in all scenarios considered. Apart from the throughput, we also investigated the

fairness of different cell formations in Figure 2.7 and 2.8, where both the average fairness

and the individual UE’s fairness were considered. The VT-aided multi-AP cells were still the

most attractive one having the highest throughput as well as the highest grade of fairness, but

this was achieved at the highest implementation complexity. Additionally, in Section 2.4.4,

a WiFi data rate of 1Gbps stipulated, where the VT-aided multi-AP cells lost their absolute

advantages. We have summarised the major contributions of Chapter 2 in Table 5.1.

• Chapter 3: We then shifted our attention from the VLC-based HetNets to a VLC-only net-

work in Chapter 3, where the investigations of cell formation conducted in Chapter 2 were

extended. In order to further reduce the ICI, we proposed a radically new design principle
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for VLC cells and at the same time solved the associated MUS problem. In Section 3.1,

conventional designs conceived for mitigating the ICI in VLC networks were discussed first,

ranging from FR to merged multi-AP cells, which were referred to as the NC design. By

contrast, the UC cluster formation was then defined and briefly introduced. Furthermore, we

reviewed the MUS approaches proposed for VLC networks and listed the main contributions

in Chapter 3.

To commence, the example of a particular VLC DL scenario and its UC cluster formation

result were depicted in Figure 3.2(a) and 3.2(b) of Section 3.2, respectively. Upon using

the graph theory, a bipartite graph was then constructed between the VLC APs and UEs, as

shown in Figure 3.3(a). The potential cluster formations were intuitively discussed in the

context of Figure 3.3(b), 3.3(c) and 3.3(d). Before investigating how to schedule transmis-

sions to the multiple UEs, the VT techniques were introduced in Section 3.2.2, where the

SINR of a particular UE within a specific cluster was derived in Equation (3.6).

In Section 3.3, the joint UC cluster formation and MUS problem was investigated in a PF

manner. Firstly, the problem was formulated in Equation (3.11) under the constraint of Equa-

tion (3.12). Since the cluster formation and the scheduling priority were mutually affected,

there may not be any readily available algorithm for solving this joint problem. Therefore,

we first proposed an exhaustive-search-based approach, whose complexity was analysed and

given by Equation (3.14). Since the complexity of the exhaustive search may not be accept-

able even for a modest-scale network, we reformulated the problem in Section 3.3.3. Explic-

itly, the weight of each edge in the graph model was weighted by the distance between an AP

and a UE, as in Equation (3.15), which had been determined before the clusters were formed.

Thus the original problem was reformulated as a MWM problem of Equation (3.16). The

optimal solution of Equation (3.16) was then found by employing the KM-algorithm-based

technique. In order to further reduce the complexity of scheduling the multiple UEs and con-

structing UC clusters, the efficient greedy algorithm of Figure 3.6 was proposed, which was

capable of providing a similar solution to the KM-algorithm-based benchmark technique.

Our simulation results characterising the UC cluster formation and MUS algorithms were

presented in Section 3.4. The complexity of the exhaustive search imposed by finding the

optimal cluster formation and that of the KM-algorithm-based MWM required for finding a

suboptimal solution were both analysed with the aid of Figure 3.7(a). The number of evalua-

tions in the exhaustive search became excessive upon increasing the number of UEs. Figure

3.7(b) showed that both the optimal MWM and our proposed greedy algorithm approached

the optimal solution found by exhaustive search within about 10%. Furthermore, both the

throughput and fairness of our UC cluster formation were investigated compared to the con-

ventional UFR and FR-2 schemes in Figure 3.8-3.12. As expected, the proposed UC cluster

formation was capable of providing the highest average throughput and the best grade of

fairness, regardless of the specific FoV, blocking probability and the number of UEs. Apart
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Sections Contributions

Section 3.1

Reviewed the approaches for mitigating ICI in NC VLC networks and MUS

algorithms in existing literature, defined and briefly introduced our UC cluster

formation.

Section 3.2
Constructed the graph model of the VLC DL, introduce the VT transmission

techniques.

Section 3.3

Formulated the joint problem, reformulated the distance-based MWM problem,

found the MWM solution by using KM algorithm, proposed a greedy algorithm

for reducing complexity.

Section 3.4 Presented our simulation results and the corresponding analysis.

Table 5.2: Summary of the contributions of Chapter 3.

from the regular 4× 4 APs layout, an irregular VLC AP arrangement was investigated, as

shown in Figure 3.13(a).

• Chapter 4: In Chapter 4, we extended the investigations of Chapter 3, by designing an

energy-efficient scalable video-streaming solution for our UC visible-light networks. First

of all, we introduced the research background regarding the development of the UC-VLC

networks in Section 4.1.1. In Section 4.1.2, we stated our motivations for developing the

UC-VLC design philosophy for supporting video services, which are believed to be one of

the most important applications for VLC. The chapter contributions were listed in Section

4.1.3.

Our system model was discussed in Section 4.2. An efficient distance-based UC cluster for-

mation approach was detailed in Section 4.2.2, as explicitly shown in Figure 4.2. After all

the UC clusters were formed, our energy-efficient scalable video system was introduced in

Section 4.3 with the aid of Figure 4.3 and 4.4. Figure 4.3 portrayed our UC-VLC video-

steaming system, while Figure 4.4 illustrated an example of a 4-layer video sequence, which

introduced the relationships between the video layers in a layered video. Additionally, dif-

ferent video layers may be assigned different AM modes for transmission. The minimum

power required for a specific UE receiving a specific layer by employing a certain AM mode

was derived in Equation (4.13).

Relying on the preliminary knowledge mentioned above, the design of our energy-efficient

scalable video-streaming solution was formulated in Section 4.4. Owing to its scalability

and efficiency, the user-based EE was defined and considered in Equation (4.17) instead of

the system-based global EE. Then constrains were formulated from two perspectives, i.e.

regarding the video transmission and power constraints, which were formulated in Equation

(4.19)-(4.23). We proposed a 3-tier dynamic-programming-based algorithm for solving the

problem (4.18)-(4.23) in Section 4.5. Explicitly, the 1st-tier user/layer-level AM mode as-
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Sections Contributions

Section 4.1
Introduced the background of the UC-VLC networks, stated the motivations

and contributions.

Section 4.2 Detailed UC cluster formation steps.

Section 4.3
Demonstrated multi-user video broadcast system and layered video structure,

derived the minimum transmit power required.

Section 4.4 Formulated the EE maximisation problem.

Section 4.5
Proposed 3-tier dynamic-programming-based algorithm, analysed the algo-

rithm’s complexity.

Section 4.6 Presented our simulation results and the corresponding analysis.

Table 5.3: Summary of the contributions of Chapter 4.

signment operated on a per-UE scale and was formulated in Equation (4.25), as demonstrated

in the top subfigure of Figure 4.5. The time-guaranteed AM mode assignment matrix was

obtained for each UE relying on the recursions of Equation (4.28). The 2nd-tier AP-level PA

was operated on the basis of the 1st-tier algorithm’s results and it was formulated in Equation

(4.29), as well as illustrated in the bottom subfigure of Figure 4.5. Then the results of Equa-

tion (4.31) were input to the 3rd-tier cluster-level EE optimisation, where the final results

associated with maximising the EE of the system were generated. Finally, the complexity of

our proposed algorithm was analysed in Section 4.5.3.2.

Our simulation results characterising the 3-tier dynamic-programming-based scheme con-

ceived for energy-efficient scalable video transmission in our UC-VLC networks were pre-

sented in Section 4.6. In the meantime, the conventional cell formations, i.e. UFR and FR-2,

were invoked as the benchmarkers. In Section 4.6.1, the achievable system performance was

investigated under various parameters, in terms of the EE, throughput, PSNR and outage per-

centage. Our UC design outperformed most of the scenarios considered and was capable of

achieving an energy-efficient performance without degrading the QoS. Furthermore, we also

investigated mobile UEs requesting video services, where an example trajectory was shown

in Figure 4.10. When the UE was moving, the UC clusters were dynamically constructed,

but the quality of the video slightly fluctuated. Observe from Figure 4.11 and 4.12 that our

UC design was capable of mitigating the detrimental effects of transmission dead zone in the

UFR/FR-2 scenario, whilst providing a higher QoS.

5.2 Future Research

In this section, we will briefly discuss a number of future research ideas.
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5.2.1 Differentiated Video Services and Multicast

In Chapter 4, we designed an energy-efficient scalable video-streaming solution for the UC-VLC

networks, which imposed a single-frame delay. Therefore, the constraint in Equation (4.19) guar-

antees that the time required for transmitting a video frame does not exceed its upper delay-limit of

T. However, Equation (4.19) may be adjusted to various video services associated with different

delay tolerance. For example, for some delay-tolerant systems, Equation (4.19) may be relaxed as

Ku

∑
k=1

L−1

∑
l=0

M

∑
m=1

tm,k
u,l · xm,k

u,l ≤ Ku · T, ∀u (5.1)

where Ku denotes the number of frames during a single optimisation slot for the UE u, which

is determined by the delay requirements of the system. For example, we have all Ku = 1 in

Equation (4.19) for real-time video services; for more delay-tolerant services, Ku may become

larger. Moreover, tm,k
u,l = Sk

u,l/rm is the time required for transmitting the lth video layer constituted

by Sk
u,l bits to the UE u using the AM mode m, where Sk

u,l denotes the length of the kth frame during

a processing slot. Correspondingly, the proposed dynamic-programming-based algorithm should

be adjusted as well.

On the other hand, as an efficient mechanism for real-time dissemination, the scalable video

multicast has attracted much attention [105,106,110,192,193]. Multicast grouping constitutes one

of the fundamental problems affecting the multicast system over HetNets. The multicast groups

and our UC-VT clusters are expected to be inter-linked, when supporting multicast in our UC-VLC

networks, since both the operations selects a specific set of VLC APs and UEs. Thus there are two-

tier clusters in the system, constituted by the multicast group and by the physical UC-VT cluster

formation. The system should be carefully designed by considering the relationship between the

two-tier clusters.

5.2.2 Coexistence of User-Centric VLC and Radio Frequency Networks

In Chapter 2, the essential LB problem was investigated in a hybrid VLC/WiFi network, where

various NC cell formations were considered. Owing to its capability of providing a superior sys-

tem performance, the UC VLC design principle may be expected to constitute the UC-VLC/RF

HetNets, as studied in Chapter 3 and Chapter 4. Naturally, when integrating this radically new UC

design into existing systems, some challenges may occur. Some of the open problems are listed

below, which may be considered as our potential research topics:

(1) The essential MUS and LB problem between UC-VLC clusters and RF APs may be jointly

reformulated and solved by taking into account the construction of the UC clusters;

(2) Given the inconvenience of VLC up-links, the readily available RF techniques may be

considered as the up-link candidate, where the RA solution between the up-link and DL may be

obtained, when considering the problems in (1) above;
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(3) When jointly considering both indoor hybrid UC-VLC/RF and outdoor RF networks, the

HetNets may be considered from a holistic perspective, where the interference imposed by the RF

macro-cells may lead to a significant change of the problems in (1) and (2) above.



Appendix A
Appendix

A.1 Kuhn-Munkres-Algorithm-based Approach for Finding the Op-

timal Maximum Weighted Matching

Let us first rely on Lemma 1, where having independent elements indicates that none of them

occupies the same row or column.

Lemma 1. (König Theorem) [160]. If z is the maximum number of independent zero elements in

the matrix (aai ,uj), then there are z lines (rows, columns or both) containing all the zeros elements

of (aai ,uj).

First, the weight matrix (ωd(eai ,uj)) of Figure 3.4(a) is formulated, as shown in Figure A.1(a),

where the weight is set to zero when there is no link between two vertices. Our problem is that

of maximizing the sum weight, while the KM algorithm is suitable for a minimization problem.

We have to construct an equivalent matrix (aai ,uj) for (ωd(eai ,uj)), according to Theorem 1. The

maximum element (ωd(eai ,uj)) is selected and forms (cai), where we have (cai) = [4, 4, 6, 4]T in

our example. Let (cai −ωd(eai ,uj)) be the matrix (aai ,uj), as shown in Figure A.1(b), and its optimal

matching solution minimizing the sum weight is also optimal for our MWM problem. Next, find

a zero in each column of (cai − ωd(eai ,uj)). If however there is no starred zero either in its row or

in its column, we mark it by a star, again as shown in Figure A.1(b). Then we mark every column

containing a 0∗ by a vertical line and all the 0∗ form a set of independent zeros, since none of them

occupies the same row or column. The above-mentioned procedure is our initialization step, which

may be described as:

i) Initialization. Generate an initial label set (cai), where for each row ai we have:

cai = max
uj

(ωd(eai ,uj)), uj = 1, · · · , NU,Qm . (A.1)

Thus, the equivalent matrix is constructed as (cai −ωd(eai ,uj)). Generate an initial matchingMQm
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


u2 u3 u4 u5 u6 u7 u8

a1 4 2 0 0 2 0 0

a3 4 0 3 0 0 0 0

a4 0 0 6 0 4 0 3

a5 0 0 0 2 4 2 0




(a)




0∗ 2 4 4 2 4 4

0 4 1 4 4 4 4

6 6 0∗ 6 2 6 3

4 4 4 2 0∗ 2 4




(b)




0∗ 0′ 4 2 2 2 2

0 2 1 2 4 2 2

6 4 0∗ 4 2 4 1

4 2 4 0 0∗ 0 2




(c)




0∗ 0′ 4 2 2 2 2

0′ 2 1 2 4 2 2

6 4 0∗ 4 2 4 1

4 2 4 0 0∗ 0 2




(d)




0 0∗ 4 2 2 2 2

0∗ 2 1 2 4 2 2

6 4 0∗ 4 2 4 1

4 2 4 0 0∗ 0 2




(e)

Figure A.1: (a) The weight matrix (ωd(eai ,uj)) of Q2, where the maximum element

of each row is underlined. (b) Initialization step. The equivalent matrix (aai ,uj) of

(ωd(eai ,uj)) is obtained as (aai ,uj) = (cai − ωd(eai ,uj)), where we have (cai) =

[4, 4, 6, 4]T. Find and mark the zero by a star, if there are no starred zeros in its row

or in its column. Cover every column containing a 0∗ by a vertical line. (c) Adjust-

ment step. (aai ,uj) is modified as (aai ,uj − cai + ruj), where (cai) = [0, 0, 0, 0]T and

(ruj) = [0,−2, 0,−2, 0,−2,−2]. Mark the uncovered zeros by the upper prime. (d)

Explicitly, if there is a starred zero in the primed zero’s row, mark this row by a line and

remove the vertical line for the column of the starred zero. (e) Starred zero and primed

zero alternating. Remove all lines. Recover the columns containing 0∗. Optimal solution

found.
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by finding and marking independent zeros denoted by z
(ai ,uj)

j using a star, whose superscript corre-

sponds to its index in (cai −ωd(eai ,uj)), where we have:

∀z
(ai ,uj)

j ∈ (zj), z
(a′i 6=ai ,uj)

j′ 6=j /∈ (zj),

∀z
(ai ,uj)

j ∈ (zj), z
(ai ,pa′i

6=uj)

j′ 6=j /∈ (zj). (A.2)

If |(zj)| = min{NA,Qm , NU,Qm} columns are marked, we find the desired matching, where each

AP matches a specific UE and the sum weight of their links is maximized, which furthermore form

a UC-VT cluster. Otherwise, the cardinality of the matching will be iteratively increased during the

following steps.

If there are no unmarked zeros as shown in Figure A.1(b), the current matrix should be modified

according to Theorem 1, which leads to the following adjustment step.

ii) Adjustment. Let h be the smallest unmarked element of the matrix and construct a column

vector (cai) and a row vector (ruj) by the following rules: if the aith row is covered, cai = h; other-

wise, cai = 0. If the ujth column is covered, ruj = 0; otherwise, ruj = −h. In our example, (aai ,uj)

is updated as (aai ,uj − cai + ruj) and (cai) = [0, 0, 0, 0]T and (rpi) = [0,−2, 0,−2, 0,−2,−2], as

shown in Figure A.1(c).

Then let us choose and mark an unmarked zero by priming it. If there is a starred zero in its

row, mark this row by a line and remove the line from the column of the starred zero, as shown in

Figure A.1(d). Then we prime another unmarked zero in the second row indicated by the bold font,

but there is no starred zero in its row. According to the starred and primed zero alternating rules of

[160], we obtain the matrix seen in Figure A.1(e), where the number of independent zeros reached

its maximum given by the number of rows. Correspondingly, the number of lines containing all

these zeros becomes maximal, as stated by Lemma 1, where the maximum number of independent

zeros is equal to the number of lines containing them. The algorithm terminates here in our scenario.

However, if the number of marked columns is still insufficient, the set of independent zeros has to

be increased by iteratively repeating the above-mentioned steps, commencing from the Adjustment

stage. Thus, we find the optimal solution for our MWM, which is {a10 → u3, a11 → u2, a7 →
u4, a6 → u6}, namely the same as indicated in Figure 3.4(b).



Glossary

A

ACO-OFDM Asymmetrically clipped OOFDM.

ADO-OFDM Asymmetrically clipped DC biased OOFDM.

AM Adaptive modulation.

AP Access point.

ASE Area spectral efficiency.

B

BE Bandwidth efficiency.

BER Bit-error-rate.

BPSK Binary phase-shift keying.

C

CDF Cumulative distribution function.

CIF Common intermediate format.

CSK Colour shift keying.

CT Combined transmission.

D

DC Direct current.

DCO-OFDM DC biased OOFDM.

DL Down-link.
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DMT Discrete multitone.

E

EE Energy efficiency.

F

FoV Field-of-view.

FPS Frame per second.

FR Frequency reuse.

FR-2 FR factor of two.

G

GCM Generalised colour modulation.

GoF Grade of fairness.

GPS Global positioning system.

H

HetNets Heterogeneous networks.

I

I Intra-coded frame.

ICI Inter-cell interference.

IM-DD Intensity modulation direct detection.

IoT Internet of Things.

K

KKT Karush-Kuhn-Tucker.

KM Kuhn-Munkres.

L

LB Load balancing.

LEDs Light-emitting diodes.
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LoS Line-of-sight.

M

MBE Mean bandwidth efficiency.

MC-LEDs Multi-chip LEDs.

MIMO Multiple input multiple output.

MINLP Mixed-integer non-linear programming.

MSM Multiple-to-single matching.

MU-MIMO Multi-user MIMO.

MU-MISO Multiuser-multiple-input-single-output.

MUS Multiuser scheduling.

MWM Maximum weighted matching.

N

NC Network-centric.

NLoS Non-LoS.

O

O/E Optical/electronic.

OF Objective function.

OLEDs Organic LEDs.

OOFDM Optical orthogonal frequency division multiplexing.

OOK On-off keying.

OW Optical wireless.

P

P Predictively-coded frame.

PA Power allocation.

PAM Pulse amplitude modulation.

PC-LEDs Phosphor converted LEDs.
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PD Photodetector.

PF Proportional fairness.

PLC Power-line communication.

PPM Pulse position modulation.

PSNR Peak signal-to-noise ratio.

PWM-DMT Pulse width modulation with DMT.

Q

QAM Quadrature amplitude modulation.

QCIF Quarter common intermediate format.

QoS Quality of service.

R

RF Radio frequency.

RGB Red-green-blue.

RLL Run length limited.

S

SFI Service fairness index.

SHVC Scalable extension of the high-efficiency video coding.

SINR Signal-to-interference-plus-noise ratio.

SIR Signal to interference ratio.

SISO Single input single output.

SNR Signal-to-noise ratio.

SSM Single-to-single matching.

T

TP Throughput.

U
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U-OFDM Unipolar OFDM.

UC User-centric.

UC-VT User-centric-vectored-transmission-aided.

UE User equipment.

UFR Unity FR.

V

V2I Vehicle to infrastructure.

V2V Vehicle to vehicle.

VHO Vertical handover.

VLC Visible light communications.

VOOK Variable OOK.

VPPM Variable PPM.

VT Vectored transmission.

W

WiFi Wireless fidelity.

WLAN Wireless local area network.
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