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Nanodielectric materials have potential to meet the requirements of next generation insulation technology by offering attractive electrical, mechanical and/or thermal properties. A precise understanding of the factors and mechanisms that control the properties of nanocomposites could enable the tailoring and engineering of these composites to meet the requirements of a particular application. The surface chemistry of nanoparticles and their interactions with the base material are very important factors, among others, such as moisture adsorption and particle dispersion, which affect the electrical performance of nanodielectrics. This study examines factors that affect the electrical behaviour of silicon nitride/epoxy nanocomposites. First, a critical review of the models that have been proposed in the literature to describe the electrical behaviour of nanocomposites was conducted. Based on this review, a new model, namely the particle interphase model, was devised. The main proposition of this model is that nanoparticles contain a high concentration of defects close to their surfaces, which could be due to foreign atoms, surface geometrical irregularities or coordinative unsaturation, and these defects can perturb the electronic states in the outer layer of the particles which, consequently, may have a critical impact on the electrical behaviour of the bulk material. Therefore, unlike the existing models, which broadly are based on the proposition of a polymeric interphase layer around the nanoparticles, this model proposed the presence of a thin interphase layer inside the boundaries of the particles themselves that, from an electrical perspective, might have a more profound impact on the performance of nanodielectrics.

The experimental investigation started by characterising the surface chemistry of the nanofiller, where it was identified that the silicon nitride nanoparticles are covered with amine groups on their surface. Since these surface amine groups are the same as the amine groups in the hardener, this led to that these surface groups can react with the resin’s epoxy groups and, thus, affect the resin/hardener stoichiometry. Consequently, the influence of the nanofiller on the epoxy matrix might be related to a commensurate change in the matrix stoichiometry, rather than being directly associated with the presence of the nanofiller. To
investigate this hypothesis, the effect of changing the resin/hardener stoichiometry was studied.

By changing the ratio of resin to hardener, a better understanding of the electrical behaviour and its relationship with the structure, dynamics and chemistry of the considered epoxy networks was achieved. Detailed electrical characterization showed that, in the glassy state, electrical properties of the studied epoxy networks are sensitive to the network’s chemical content, rather than to variations in the network’s structure or dynamics. Using formulations that contain an excess of hardener has a detrimental impact on DC conductivity, DC breakdown strength and water uptake of the resulting networks, whereas, decreasing the hardener content leads to enhancements in these properties. Conversely, AC breakdown results indicated that this parameter does not vary on changing the stoichiometry, which suggests that the AC and DC breakdown strengths are controlled by different mechanisms. A tentative explanation for the AC breakdown behaviour is suggested.

For silicon nitride filled systems, based on differential scanning calorimetry results, it was estimated that the inclusion of 2 wt% and 5 wt% of the silicon nitride nanofiller displaces the resin/hardener stoichiometry by ~6.5 % and ~18 %, respectively. This finding was further corroborated by dielectric spectroscopy and water absorption results. Therefore, this study renders conclusive evidence that nanofillers can directly and significantly affect the curing process of an epoxy network and, thus, this parameter should always be considered when introducing nanofillers into thermosetting matrices. Such a finding implies the presence of covalent bonding between the nanoparticles and the surrounding polymer and, therefore, offered an opportunity to question what is usually conjectured in literature that strong filler/polymer interactions can affect or confine the molecular dynamics of the polymer layer around the particles and also lead to better particle dispersion. The results indicate that while this chemical bonding leads to good nanoparticle dispersion, it does not have an appreciable influence on the segmental dynamics of the polymer. According to the uncertainties of the experimental technique used here, any affected polymeric layer around the particles should not have a thickness greater than 0.8 nm.

While the nanofiller stoichiometric effect explains many aspects of the electrical behaviour of the considered nanocomposites, it cannot account alone for the whole picture. The obtained data indicate the presence of additional effect that superimposes on the filler stoichiometric effect in influencing the electrical behaviour. Modifying the particle surface chemistry, via heat treatment at 1050 °C, showed that this additional effect is related to the particle interphase characteristics. The results demonstrate the crucial impact of the particle interphase and thus provide experimental credence to the proposed model.
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Chapter 1

Introduction

1.1 Nanodielectrics: emergence and prospective

The utilization of nanotechnology for dielectric applications started relatively late compared with its applications in other arenas. In 1994, the potential of introducing nanoparticles into a dielectric material for electrical insulation applications were theoretically highlighted by Lewis [1]. However, nanodielectrics did not draw a lot of attention until 2002 when Nelson et al. had experimentally demonstrated some advantages for nanofilled materials over microfilled counterparts, such as reducing the space charge accumulation [2]. Since then, research interest in the nanodielectrics area has grown immensely. Many research groups worldwide have been conducting a great deal of research exploring the potential of the nanodielectrics and investigating the underlying mechanisms that control the behaviour of these material systems. However, a critical understanding of these mechanisms has not been achieved yet. Many of the proposed ideas and principles are still uncertain and they just qualitatively describe nanodielectrics.

While many published papers have reported some significant improvements in the dielectric properties that can be brought about through the incorporation of nanoparticles into a polymeric matrix, others have reported the opposite. This discrepancy in the reported results may reflect a lack of clear systematic methodology for, first, characterising the basic materials (the filler and the host polymer), second, processing these materials and producing the nanocomposites and, third, evaluating the electrical properties of the produced nanocomposites. As an example, nanofiller processing before and during the preparation of a nanocomposite may include exposure to humid environment or heat, which can change their water content [3, 4] or surface chemistry [5] and, consequently, the electrical properties of the produced nanocomposites. Therefore, a revision to the current approach, which is followed for designing and analysing the performance of nanodielectrics, may be needed. Since dielectric performance is concerned with the kinetics of small entities such as electrons, the prospective approach may need to consider the material characteristics at an electronic level; a level that may be neglected when designing and charactering nanocomposite systems for other applications, e.g. for mechanical applications.
1.2 Research motivation

The reliable production of electrical energy without causing adverse environmental consequences is of major global concern, since energy consumption is generally increasing and areas such as transport, which were previously the domain of fossil fuels, become increasingly electrified. This necessitates higher electric power transmission and distribution capacities, and consequently makes the need to improve insulation materials inevitable. Nanodielectric materials have the potential to meet the requirements of next generation of insulation technology, by offering attractive electrical, mechanical and/or thermal properties. A precise understanding of the physics and chemistry of the nanocomposites could enable tailoring and engineering these materials to meet the requirements of particular applications. The commercial impact of even incremental improvement in dielectric properties of insulation materials is potentially very large, since the quantity of electrical insulation in use is vast.

1.3 Objectives

It is widely accepted that the performance of nanodielectrics mainly depends on the interactions between the nanofiller and the matrix materials. These interactions rely on the surface chemistry of the nanofiller and the chemistry of the matrix. Other factors such as particle dispersion and water uptake, which can significantly affect the electrical performance of nanodielectrics, are also related to the surface chemistry of the nanoparticles. Additionally, the incorporation of the particles may alter the structure of the host polymeric matrix and, thus, influence the properties of the material that evolves. Each of the above factors should be investigated in order to determine the key factors that control the electrical behaviour of a specific nanocomposite. This study sets out to examine the key characteristics of a silicon nitride (filler) and an epoxy (matrix) which affect the electrical behaviour of silicon nitride/epoxy nanocomposites.

Epoxy resin is a technologically important thermosetting polymer used in a wide variety of applications. For electrical applications, it is used as an insulating dielectric in different applications including large power generators, switchgear, cast resin transformers, cable terminations and bushings. For nanodielectrics, the liquid state of the uncured epoxy resin is often considered as an advantage, since it allows better particle dispersion and also enables the particles effectively to interact with the reactive resin and hardener. Interestingly, the surface chemistry of silicon nitride is characterised by the existence of amine groups [7, 8] which, in principle, can chemically react with the epoxy groups in the resin. This makes silicon nitride inherently compatible with the matrix polymer, which should result in good particle dispersion and, therefore, minimize the effect of particle agglomeration. However, chemical reactions may influence the effective resin/hardener stoichiometry and consequently the structure of the epoxy network. Therefore, this study
will first investigate the impact of filler/matrix interactions on particle dispersion and resin/hardener stoichiometry in silicon nitride/epoxy nanocomposites. After that, the study will explore the consequences of these interactions and the potential chemical bonding between the filler and the polymer for molecular dynamics and electrical properties of the generated Si$_3$N$_4$/epoxy nanocomposites.

1.4 Thesis outline

Chapter 2 introduces the concept of a nanocomposite and critically reviews some of the models that have been proposed to describe the characteristics of the interphase region and to highlight the interactions that may occur in this region. Based on this review, a new model (particle interphase model) is proposed and then some of the already published experimental results are analysed in accordance with this hypothesised model. The main features of the epoxy resin and its curing process are detailed. The chapter then presents the nanofiller characteristics, which may affect the final performance of nanocomposites. Two nanofiller types, silicon nitride and silica, are mainly detailed. A literature review of epoxy-based nanocomposites is also included in the chapter.

Chapter 3 describes the techniques that are used to characterise and evaluate the performance of nanocomposites. The experimental settings for each technique are also covered.

Chapter 4 contains FTIR characterisation of the surface chemistry of the silicon nitride nanoparticles. The effect of heat treatment on water absorption and surface chemistry of the nanofiller is then investigated. The chapter then presents the preparation procedure used to prepare both the neat epoxy samples and the Si$_3$N$_4$ filled samples. The processing of the produced materials is also included.

Chapter 5 investigates the effect of changing resin/hardener stoichiometry on the electrical behaviour of the unfilled host matrix. By analysing the results, possible mechanisms that control the dielectric spectra, DC conductivity, DC breakdown strength, AC breakdown strength and water uptake of the matrix are proposed. The impact of water absorption on the electrical properties is also studied. In addition to characterising the electrical behaviour of the base matrix, this chapter provides a background for studying the effect of nanofillers on the network’s resin/hardener stoichiometry.

Chapter 6 concentrates on studying the effect of adding silicon nitride nanofiller (and its consequent interactions with the epoxy matrix) on the resin/hardener stoichiometry, network structure and dynamics and particle dispersion. The results are analysed in the light of the data provided in chapter 5 and conclusions about the nanofiller effects are derived. The chapter then investigates the consequences of the nanofiller and its interactions with the matrix for the considered electrical properties. Water absorption is
used to probe any changes that may occur in the surface chemistry of the nanofiller inside the epoxy matrix. The impact of water inclusion on the considered electrical properties is then explored and the filled and unfilled samples are compared.

Chapter 7 focuses on the impact of modifying the particle interphase, via heat treatment, on the electrical properties of Si$_3$N$_4$/epoxy nanocomposites.

Chapter 8 summarises the main conclusions and includes suggestions for further research.
Chapter 2

Literature Review

2.1 Nanocomposites concept

A nanocomposite is composed from two materials, the base material and the filler material, where the filler has at least one dimension that falls within the nanoscale. In the dielectrics area, the base material is normally a polymer and these polymeric nanocomposites are often termed nanodielectrics. The nanophase filler may have three nanometric dimensions (nanoparticles), two nanometric dimensions (fibres), or one nanometric dimension (platelets) [6]. As the dimensions reach the nanoscale, they approach the atomic scale where the number of the atoms forming such dimensions comes to be relatively countable and hence the bulk properties gradually start to dilute or disappear [7]. For example, the electronic band structure, which consists of bands of energy states separated by band gaps, begins to convert into discrete energy levels when the particle size is less than 10 nm [7]. This may change the colour of materials with band gap energy that is comparable to the photon energy of visible light [7]. Other properties may behave in a similar way and become size-dependent [8, 9]. Even for larger dimensions, the outer layer atoms near the surface behave in a similar fashion. In fact, the classical macroscopic properties for a point in the bulk of a material are obtained by integrating over infinite (in an atomic scale) volumes around this point [10]. For example, point 1 in Figure 2.1 would give the macroscopic properties of the bulk of phase A if the dimensions of the particle A are considered atomically infinite. On the other hand, point 2 on the surface, in Figure 2.1, has a non-centro-symmetric nature and its properties will be affected by the existence of other atoms from phase B. Similarly, atoms located a few layers under the surface, i.e. point 3 in Figure 2.1, will be affected by the presence of phase B. The same thing is applicable to points 4 and 5 in phase B. The properties at these points are different from the properties of the bulk of both A and B and this region is what is meant by the terms interphase region or interaction zone. The thickness of the interphase depends on the property being considered and at what point the “infinite limit” is reached. In its turn, the infinite limit depends on the material molecules size or molecules mass. If phase A in Figure 2.1 represents the nanoparticle, which usually has small molecules, and phase B represents the polymer matrix, which has long molecules, then it is expected that the interphase extends into the phase A less than into the phase B. Thus, although the interphase is depicted in Figure 2.1 to extends in phase A and phase B similarly, the interphase inside the particle’s boundary (phase A) is expected to be less than the interphase in the surrounding polymer.
In this study, the interphase inside the particle is identified as the “the particle interphase” and the interphase in polymer matrix is called “the polymer interphase”. Additionally, the boundary surface between the particle and the matrix is called “the interface”.
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Figure 2.1: The interphase between two phases A and B (not to scale).

The main feature of nanoparticles is the large specific surface area compared with microparticles. Figure 2.2a illustrates the specific surface area per unit volume as a function of the particle diameter. The specific surface area increases sharply as the particle diameter becomes less than 100 nm [11]. As a consequence, the interphase regions will represent significantly increasing fractions of the nanocomposite volume as the particle diameter is reduced. Figure 2.2b shows the percentage volume of the interphases region as a function of nanoparticle loading for different particle diameters. As stated above, this interphase region may have its own characteristics, which are different from the bulk characteristics of both constituents of the nanocomposite, filler and matrix materials. Furthermore, modifying the surface of the nanoparticles can alter the interactions within the interphase regions and can achieve different properties. This can be accomplished by functionalization of the surface of the particles, which make them more compatible with the base material [12]. These features of nanocomposites hold a promise that such materials can be tailored and engineered to obtain multifunctional combinations of properties, where some properties can be improved without compromising others. Accordingly, a burgeoning interest in the subject has been shown during the last few years trying to maximize the utilization of these composites in the dielectric area.
2.2 Electrical behaviour of nanocomposites

Over the last two decades, a great deal of research has been conducted trying to explore the potentials of nanodielectrics and investigate the underlying mechanisms that control the behaviour of these systems. Many of these factors have been empirically identified; however, detailed information about the underlying physics and chemistry behind these factors needs more research. In the following, some of the factors that are usually cited in the literature are discussed.

2.2.1 Particle dispersion

In order to activate the main characteristic of nanoparticles, which is their nanometre size, they should be effectively dispersed within the polymeric matrix. Considering their large specific surface area, the friction and surface tension forces between nanoparticles are dramatically higher than between microparticles, for example. This makes the nanoparticles stick together and complicates their dispersion [9]. Based on the theory of solubility between two phases, the nanoparticles can be efficiently dispersed in a matrix if the interactions between the particles and the matrix molecules are stronger than the cohesive forces between the particles themselves [14-16]. Hence the presence of strong interactions like the existence of chemical reactions between the surface of the particles and the polymer, should result in a better particle dispersion within the polymeric matrix. This urged many workers to treat the surface of the nanoparticles with matrix compatible functionalities for better particle dispersion [17-19]. In terms of dielectric performance, effective nanofiller dispersion can eliminate the negative consequences of nanoparticle clustering or aggregation. Nanoparticle agglomeration may result in a large enough particle to disturb and locally enhance the electric field due to the differences in the conductivity and permittivity between the filler and matrix materials, an analog to what occurs in the microcomposites [20, 21]. It is worth mentioning that treating the particles also implies
changing their surface chemistry, such as removing some of the hydroxyl groups on the surface, which can influence other factors, such as moisture adsorption and the interphase region (explained below). Therefore, the impact of treating the nanoparticles cannot be exclusively attributed to changes in particle dispersion. For example, although treating the particles in [18] resulted in worse particle dispersion compared with the untreated particles, the dielectric strength for nanocomposite containing the treated particles was higher. In this case, treating the particles might have a positive effect on other factors, which overwhelm the negative consequences of particle agglomeration.

2.2.2 Matrix morphology

Introducing nanoparticles into a polymeric matrix might alter its morphological structure, particularly for semicrystalline systems like polyethylene. Scanning electron microscope images reported in many studies have shown that the nanoparticles might act as nucleating centres, with the consequences of suppressing the size of spherulites and increasing their number [20, 22, 23]. Hosier [24] experimentally demonstrated that the breakdown strength can be affected by modifying the spherulitic morphology of an unfilled polyethylene matrix. A simulation study [25] considered the transport of an excess electron in the different structural phases of polyethylene (crystalline, lamellae and amorphous) and revealed that the electronic mobility is very sensitive to the local morphology and the distribution of the different phases throughout the material. Remarkably, this study indicated that the electron mobility in the lamellar phase is lower than that in the crystalline or the amorphous phases, where the inter-lamellar disordered regions offer deep electronic traps or localized states within the lamellar structure and, thus, increase the activation energy for the electrons to transit to higher energy extended states. Therefore, the changes in the dielectric performance of nanocomposites based on semicrystalline polymers might be greatly affected by perturbations to the crystalline morphology brought about by the addition of nanoparticles, rather than being associated directly with the particles themselves. Whilst this factor clearly should be considered when trying to explain the electrical behaviour of nanocomposites based on semicrystalline polymers, it should also be considered when comparing the impact of nanofillers on semicrystalline and amorphous base materials.

2.2.3 Water absorption

Many of the widely utilized nanoparticles, due to their surface chemistry, have the tendency to adsorb water molecules on their surface, which results in the formation of water shells surrounding the nanoparticles [3, 26-28]. The impact of such particle-associated water can be different from the water that is homogeneously absorbed throughout unfilled systems. For example, many investigations have reported that water uptake in silica nanocomposites results in a dielectric relaxation that does not appear in the corresponding unfilled systems [4, 19, 29]. Additionally, these water shells may form
percolation paths and, thus, drastically enhance charge transport in nanocomposite systems [26, 27].

Exposure to water is inevitable and, therefore, its effects should be considered when practically considering the potential of nanodielectrics. Furthermore, water content should be identified and taken into account as an important parameter in order better to analyse the electrical performance of nanocomposites.

2.2.4 Interphase region

As stated in the beginning of this chapter, the key idea that stimulated interest in nanodielectrics is that interfacial interactions between the nanofiller and the surrounding polymeric matrix may lead to the formation of interphase regions around the nanoparticles that have novel properties and which constitute a significant volume fraction of the whole nanodielectric material [6, 30, 31]. Many authors have tried to explain experimentally observed phenomena in nanocomposites based on the existence of such an interphase layer, where they consider nanocomposites as a tertiary system that consists of nanofiller, matrix and an interphase layer around the nanoparticles. For example, the dielectric permittivity of epoxy nanocomposites was found to be lower than that of both particle and polymer martials in [32-34] and this was explained by claiming that strong interfacial (filler/polymer) interactions results in a confined interphase layer around the particles with a lower permittivity than that of the unaffected matrix. Nevertheless, a critical understanding of the characteristics of the interphase region and how it affects electrical properties is not secured yet. The next section discusses, in details, some of the models that have been proposed to describe the interphase region in nanodielectrics.

All the above factors should be borne in mind when trying to design/analyse the dielectric behaviour of nanocomposites, as some of these factors may dominate others. For example, the negative dielectric consequences caused by particles’ water absorption might dwarf any dielectric improvement caused by the introduction of the nanoparticles [35]. The relevance or the weight of each factor are functions of the matrix material, filler characteristics and the interactions between them.

2.3 Models for describing the interphase region in nanocomposites

Different models have been proposed to highlight the main characteristics of the interphase region and to describe the interactions that may occur in this region. In the following subsections three of these models are detailed.

2.3.1 Lewis intensity model

This model assumes that each atom and/or molecule in both phases A and B, Figure 2.3a, will interact with its surrounding via a combination of both short and long range forces.
The intensity of a property $\alpha$ will be the result of a certain combination of these forces; $\alpha$ could be any physical or chemical property. In an electrical context, it may be electron concentration, electrochemical potential, electric field or dielectric permittivity [7, 10].

Away from the surface of each phase, the forces that are responsible for any property may be considered constant, apart from spatial fluctuations on an atomic scale. This results in the mean macroscopic properties of phase A or B. Approaching the interface, these forces will change and thus the intensity of $\alpha$ will change as well. The interphase can be defined as the region over which the forces are different from both phases A and B. The thickness of the interphase depends on the range of the forces (if they are short or long range forces) responsible for the property in question. The profile of the property’s intensity may be inconsistent with the traditional mixing rules. Typical examples for this model are illustrated in Figure 2.3b and c. The oxygen concentration at the interface between silicon and air is higher than in both silicon and air phases. Similarly, the electric field at the boundary between a conductor and n-type semiconductor is higher than in the conductor or the doped semiconductor. Other example from the nanocomposites area is the permittivity of titania/epoxy nanocomposites which appears less than the permittivity of either titania or epoxy [6].

Figure 2.3: (a) Property $\alpha$ intensity ($I_\alpha$) through the interphase between phases A and B, (b) Oxygen concentration at silicon air boundary, (c) Electric field at metal n-type semiconductor boundary. Adapted from [10].
2.3.2 Electrical double layer model

This model is based on a traditional model originally developed for colloidal systems. It assumes that introducing nanoparticles into a polymer matrix resembles putting them into a colloidal system, where an electrical double layer will be formed around the particles. The electrical double layer is formed because of the presence of electrically charged moieties on the surface of the particles, which may result from preferential dissociation or deposition of ions on the particle surface [36] or due to equalization of the Fermi levels of the particles and the solution [37]. Oppositely charged ions (counter ions) in the suspension will be attracted to the particle in order to screen the particle charge. This will result in forming a tightly attached layer of counter ions around the particle, which is called the Stern layer or Helmholtz double layer (indicating the original charges on the particle and the attracted counter ions). The Stern layer is of molecular thickness, ~1 nm, and may have high charge density. The Stern layer does not totally screen the original charge on the particle and hence extra counter-ions are still attracted by the particles, however, they will experience a repulsion from the similar charges in the Stern layer and they will not be strongly bound to the particle due to their thermal energy. In the equilibrium state a diffuse layer of counter ions, termed the Gouy-Chapman layer, is formed. As shown in Figure 2.4a, the Stern layer and the diffuse layer constitute what is called the electrical double layer and they will eventually balance the surface charge on the particle. The concentration of the co-ions and counter-ions as a function of the distance from the particle’s surface is shown in Figure 2.4b. The thickness of the electric double layer depends on the type and concentration of the ions in the suspension [10, 38, 39].

![Electric double layer model](image)

**Figure 2.4:** (a) Electric double layer model, (b) Co-ion and counter-ion concentrations, \( \rho_i(r) \). Adapted from [10].

This model assumes that something similar occurs in nanocomposites and represents the interphase region by the electric double layer. In nanocomposites, the particles’ surface
charge can be formed by mechanisms similar to that described above. The counter or screening charge can be established by forming a diffuse layer of mobile charges, similar to the Gouy-Chapman layer, in case the polymer contains mobile charges, or by inducing new dipoles and/or orientating of permanent dipoles [37]. This model qualitatively illustrates how the interphase can affect the charge mobility and dielectric permittivity of nanocomposites.

2.3.3 The multi-core model

The multi-core model proposed by Tanaka divides the interphase region into three layers surrounding the nanoparticles. In addition, an electric double layer is superimposed on these three layers as illustrated in Figure 2.5. The three layers are [37]:

1- The bonded layer: this consists of the polymer molecules that are bonded to the particles. This layer is of molecular thickness, and the bonding can be via covalent bonds, which may be induced by coupling agents, van der Waals or hydrogen bonds.

2- The bound layer: this corresponds to a region in which the polymer chains are strongly bound to the first layer. The chain mobility and the chain conformation are strongly affected by the presence of the particles. The thickness of this layer is between 2 and 9 nm depending on the strength of the interactions between the particle and the polymer.

3- The loose layer: this consists of polymer chains that are loosely connected to the second layer. The chains in this layer have different chain conformations from the rest of the polymer matrix.

Figure 2.5: Multi-core model as proposed by Tanaka [37].
This model combines possible electrical, morphological and polymer dynamics effects of the interphase region in the nanocomposites. As an example for the chain dynamics effect, a study performed by Miwa [40] on poly(methyl acrylate)/clay nanocomposites showed that the mobility of the polymeric chains near the particles is constrained, which forms a rigid interphase region with thickness of 5 – 15 nm.

As can be seen from the above description, Lewis intensity model and electric double layer model do not offer a critical understanding of the interphase region, instead, they just conceptually describe it without distinct experimental or analytical evidence. The multicore model did present a more explicit mechanism for describing the potential influence of the nanoparticles on the molecular dynamics of the polymeric matrix, particularly when the particles are bonded to the polymer. Many experimental studies have investigated the effect of the nanofiller on the polymeric matrix by observing the molecular dynamics over the glass transition process using techniques such as differential scanning calorimetry or dielectric spectroscopy. Some of these studies did not detect any evidence for such effects, even where attractive interactions between the filler and the polymer, i.e. strong hydrogen bonding, are present [41, 42]. Therefore, the multicore model cannot be used fully to describe these nanocomposites. Other studies do detect an immobilised layer [43, 44], that does not contribute to the glass transition of the rest of the matrix, or a layer with different molecular dynamics around the particles [45, 46]. However these effects were marked at a high loading ratio, > 20 wt%, for nanoparticles less than 15 nm in diameter, and hence, the thickness of the confined layer was estimated to be less than ~2 nm [43, 44], much less than that anticipated by the multicore model. More importantly, direct linkage between molecular dynamics effects and the dielectric performance is neither clear nor experimentally proven. For example, even for nanocomposites where the filler has an impact on the cooperative relaxation at the glass transition process, the β relaxation, which is associated with smaller segmental dynamics, was not perturbed [43, 44]. For this relationship, the multicore model proposed that an electric double layer is superimposed on the multicore model. Additionally, the authors speculated that the strain on the confined polymeric segments around the nanoparticles affects the free volume content. No experimental evidence supports these claims. On the contrary, a recent study demonstrates that the free volume is little affected by the addition of nanoparticles, and cannot interpret the significant variations seen in the dielectric strength for many nanodielectrics [47]. As such, a mature understanding of the interphase region characteristics is not yet achieved.

A detailed model that can relate the macroscopic behaviour of nanodielectrics with the interactions between the particles and the encapsulating polymer is needed in order to open the potential of these composites to be tailored and designed and to meet our future demands on dielectrics. For underlying the dielectric behaviour, which is concerned with the mobility of as small species as electrons, the prospective model might need to
investigate the effect of the interactions at the microscopic level. For example, these interactions might affect the density of states in the interphase region, which consequently influences the overall electronic mobility in the system. Simulation studies of the interphase region would be a powerful tool for tailoring the dielectric behaviour of the nanodielectrics and directing experimental exploration.

2.4 Proposal of particle interphase model (hypothesis)

Until now, the nanocomposites models proposed in the literature have concentrated on the interphase region inside the polymer, the “polymer interphase” in Figure 2.1, neglecting any interphase layer inside the boundaries of the particles themselves, “particles interphase” in Figure 2.1. This might be returned to that the molecules of the particles are very small compared with the polymer molecules or chains, thus, the particle interphase is expected to be much thinner than the polymer interphase. Nevertheless, the higher density of the particles implies denser electronic energy states and, consequently, any perturbations in the electronic states in the particles interphase, such as changing their energy levels or spatial extension, might have more profound impact on the dielectric performance.

Due to their large surface area, nanoparticles contain a high concentration of defects on their surfaces. These defects could be due to the presence of foreign atoms on the surface, surface geometrical irregularities or the non-centro-symmetry nature (coordinative unsaturation) of the molecules near the surface of the particle [8]. As a result of these defects, new localized energy levels in an otherwise forbidden band are generated. The generated energy levels may lie in the band gap between the valence and the conduction bands and represent charge traps (localized states in the band gap). Upon the availability of mobile charges, i.e. electrons/holes in the conduction/valence band, they prefer to fill these traps rather than staying in the conduction/valence band [48]. Once it filled the trap, it is difficult for the electron/hole to return to the conduction/valence band, particularly if the trap is deep enough, although it can move to similar traps around the particles, if these are close enough [48]. Through this mechanism, charges may move through the particle interphase and if the particles are not far from each other, they may move from one particle interphase to another, as depicted in Figure 2.6. This might facilitate charge mobility in nanocomposites and degrade the electrical insulation properties. Obviously, such conduction in the band gap relies on the inter-particle distance and the trap density in the particle interphase [49]. For example, if these traps are deep and/or far from each other, the reverse could occur, where the traps can capture the excited charge carriers and limit the charge conduction [50, 51].

Alternatively, if the above-mentioned defects generate energy states that are deeper in the conduction/valence band, this might widen the band gap in the particle interphase region and constitute an energy barrier for the charge movement. As a result, the charge carriers
will see the particle interphase, and consequently the whole particle, as an obstacle limiting their movement and increasing the length of their conduction paths as depicted in Figure 2.7. This might present a possible mechanism that results in improving the dielectric properties of the nanocomposites.

Figure 2.6: Possible mechanism for charge movement through the charge traps in the particle interphase (not to scale).

Figure 2.7: The particle interphase represents an energy barrier for charge movement (not to scale).

The crucial impact of the particle interphase on the dielectric behaviour could be pronounced in many experimental studies reported in the literature. The studies in [52, 53] investigate the effect of the addition of silica and hexagonal boron nitride (hBN) to an epoxy resin on the space charge dynamics and AC breakdown behaviour. The AC breakdown results correlate well with the space charge results, where the higher space charge accumulated in the silica epoxy nanocomposites leads to a lower AC breakdown
strength. The reverse was observed in the boron nitride filled composites. It is expected that the surface of the hBN, due to its uniform structure, does not contain as many defects as exist on the surface of the silica, which means that the silica might contain more charge traps, which leads to the development of more space charge. The study in [54] shows that treating nano-silica particles with a silane coupling agent before introducing them into a polyethylene matrix reduces the formation of the space charge and consequently increases the DC breakdown strength, compared with the untreated silica filled polyethylene. Complementary studies [23, 35] investigating the influence of varying the molecular length of the coupling agent, in an attempt to modify the polymer interphase, shows that increasing the chain length of the silane functionlizer has no appreciable impact on the electrical properties. This suggests that the mechanism by which the particle treatment affects the electrical behaviour is not merely related to the interactions that occur in the polymer interphase. Interestingly, heat treatment of nano-silica which leads to the removal of surface hydroxyl groups, replacing these with stable siloxane bridges, improves the dielectric performance of silica polyethylene nanocomposite [5]. These findings reveal that treating the nanoparticles in a way that modifies their surface chemistry (i.e. by replacing hydroxyl groups with silane molecules or removing hydroxyl groups thermally) can affect the localized states in the particle interphase region and that could be the reason behind the reduction in the space charge formulation, and subsequently, higher breakdown strength. A recent simulation study [55] considering the electronic density of states of magnesium oxide nanoparticles supports the above inference. The simulation predicts that electronic traps are generated near the surface of the particle with a depth of 1.3 eV when the particles are terminated with magnesium-oxygen bridges, 2.4 eV when the particles are terminated with hydroxyl groups and 0 eV (no traps) when the particles are terminated with a silane coupling agent. Although the simulation study is based on magnesium oxide, not silica, it is in line with the conclusion drawn from experimental observations that the electronic states near the surface of the particles are different from the states in the bulk and that they are very sensitive to the surface chemistry of the particles. Therefore, although the thickness of the particle interphase is expected to be very thin (the filler materials normally have small molecules), it might have a decisive impact on the electrical properties of the nanodielectrics.

2.5 Polymers

Polymers are widely used materials in every aspect of the life. Since the Second World War, polymeric materials research has captured more than one-third of the money raised for chemical research. Polymers consist of very long molecules, where the molar mass ranges from 10000 to tens of millions of g/mol [14]. These molecules, or chains, are composed of many repeated units called monomers. Within these molecules, the atoms are hold together by intramolecular bonds. On the other hand, intermolecular bonds are responsible for connecting polymeric chains within the polymeric material. Both the
intramolecular and intermolecular bonds could be one, or more, of the bonds listed in Table 2.1. This table also shows the dissociation energy of each bond, which refers to the strength of the bond. From Table 2.1, the covalent bond is approximately two orders of magnitude stronger than the other bonds.

The intramolecular bonds are chiefly covalent bonds, which connect the atoms together within the polymeric chain. However other bonds such as hydrogen bond may exist between the side atoms or groups along the backbone of the polymeric chain and influence the geometrical structure of the polymeric chain.

The intermolecular bonds determine if the polymer is thermoplastic or thermosetting. In a thermoplastic polymer, the intermolecular bonds are much weaker than the covalent bond. As a result, when the temperature is increased, the thermal energy will overcome the weak intermolecular bonds well before it will affect the covalent bonds (intramolecular bonds). Consequently, the polymer will melt or convert to the rubbery state (depending on its crystallinity, see appendix A.1). When the polymer is cooled down, it will go back to its solid state.

<table>
<thead>
<tr>
<th>Bond type</th>
<th>Dissociation energy (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covalent bond</td>
<td>50 – 200</td>
</tr>
<tr>
<td>Hydrogen bond</td>
<td>3 – 7</td>
</tr>
<tr>
<td>Dipole interaction</td>
<td>1.5 – 3</td>
</tr>
<tr>
<td>Van der Waals bond</td>
<td>0.5 – 2</td>
</tr>
<tr>
<td>Ionic bond</td>
<td>10 – 20</td>
</tr>
</tbody>
</table>

In thermosetting polymers, the strength of the intermolecular bonds is comparable to the intramolecular bonds, i.e. they could be covalent bonds, as in cross-linked polymers. Thus, when the temperature is increased, the thermal energy will overcome the dissociation energy of both the intermolecular and intramolecular bonds at the same time. Consequently, the molecules of the polymer are separated to small pieces and degrade at the same time or before starting to melt and that is why such systems are called thermosetting. Unlike thermoplastic polymers, thermosetting polymers cannot be recycled. However, they are more thermally stable.

2.6 Epoxy resin

Epoxy resin is the generic name given to the prepolymer materials which contain two or more reactive epoxy (epoxide) groups in their molecules and are able to crosslink with a suitable curing agent (hardener) to form three dimensional networks [56]. In its initial state, an epoxy resin is an oligomeric material where its molecules are composed of a few
repeated units and have low molecular mass, when compared with polymeric molecules. The cured epoxy resin is also termed on epoxy [57]. In this study, to differentiate between the epoxy resin in its initial state and the cured epoxy, the term ‘epoxy resin’ is used to describe the former and ‘epoxy’ is used to represent the latter. Once it is cured, the epoxy resin converts into a crosslinked, thermosetting, amorphous polymer.

![Chemical structure of epoxy group](image)
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![Chemical structure of homo-polymerized DGEBA molecule](image)

Figure 2.8: The chemical structure of (a) epoxy group, (b) DGEBA resin, and (c) DGEBA derivatives.

There is a wide variety of epoxy resins available for commercial use. This study concerns diglycidyl ether of bisphenol-A (DGEBA), one of the most widely used epoxy resins. The chemical structure of DGEBA and its derivatives are shown in Figure 2.8b and c, respectively. During manufacturing, the DGEBA molecules may homo-polymerize to produce longer molecules. Figure 2.8c shows the chemical structure of a homo-polymerized DGEBA molecule, where \( n \) indicates the number of homo-polymerizations, i.e. \( n = 0 \) means no homo-polymerization, \( n = 1 \) means one homo-polymerization and so on. Commercial DGEBA resins contain DGEBA with different molecular mass and the manufacturer normally gives the mean value of molar mass for its resin products. The pure DGEBA has the lowest molar mass equalling 340 g/mol, while the resin used in this study, DER 332 from Sigma-Aldrich, has a mean molar mass equalling 348 g/mol. This indicates that DER 332 has high purity and it is very close to being pure DGEBA. The molar mass affects the viscosity of the epoxy resin, where the higher the molecular mass, i.e. the higher the value of \( n \) in Figure 2.8c, the greater the viscosity of the resin [58]. The properties of the uncured epoxy resin, such as viscosity, are important for the processing of the resin to produce nanocomposites, for example, having the resin in a stable liquid phase is often considered to be advantage for such systems, where it is easier and more effective to disperse a filler material into the uncured liquid resin [52].
2.6.1 Epoxy curing

Epoxy resins can be cured by crosslinking with a curing agent, commonly known as a hardener, or by promoting homo polymerisation using a catalyst [59]. In the first method, the epoxy group tends to react with nucleophiles such as amine or hydroxyl groups. The hardener used in this study is Jeffamine D-230 from Huntsman. The chemical structure of Jeffamine D-230, Figure 2.9a, shows that it contains two primary amine groups in each molecule. Thus, each amine group can crosslink with two epoxy groups, as shown in Figure 2.9b. The reaction starts when the active amine hydrogen interacts with the epoxy oxygen, which results in opening of the epoxide ring, generating an hydroxyl group and connecting the two compounds together. The generated hydroxyl group may react with another epoxy group in the resin to form ether bonds. The rate of this reaction depends on the temperature during the curing process and the concentration of the hydroxyl group compared with the amine group [60, 61]. The curing temperature is a crucial factor, which can affect the rate and nature of the chemical reactions during the crosslinking process and hence produce networks with different architectures. For example, applying a curing temperature lower than the glass transition temperature ($T_g$) of the cured product, may result in an incompletely cured epoxy [62, 63].

![Chemical structure of Jeffamine D-230](image)

Figure 2.9: (a) The chemical structure of the Jeffamine D-230, (b) simple representation of a Jeffamine D-230 molecule crosslinks with four epoxy groups.

2.6.2 Resin/hardener ratio and its effects

The ratio between the epoxy and the amine groups affects the degree of crosslinking which, in turn, has an influence on the ultimate electrical and mechanical properties of the cured epoxy [63, 64]. The effect of changing the stoichiometry was investigated in [63-65] for resin and hardener systems that are similar to the system in the current study. These studies showed that an excess of hardener, beyond the stoichiometric ratio, leads to a slight decrease in the $T_g$, while an excess of the epoxy leads to a significant reduction in the $T_g$. This indicates that increasing the fraction of hardener does not markedly reduce the degree of crosslinking while increasing the fraction of epoxy does. This conclusion is supported
by the further experiments performed in [63], where the average molecular mass between
crosslinks, deduced from measuring the rubbery state modulus has a similar trend, i.e. it
increases slightly by increasing the hardener fraction and significantly by increasing the
epoxy fraction. This asymmetrical behaviour of $T_g$ is associated with the number of
functionalities per resin molecule compared with the functionalities of the hardener
molecule, as will be explained in section 5.2.

Interestingly, the electric breakdown results in [64] show the opposite trend, where the
breakdown strength sharply decreases with an excess of hardener and slightly decreases
with an excess of epoxy.

From these observations, it can be concluded that the stoichiometric formulation or the
highest degree of crosslinking are not necessarily related to the best electrical performance.
In fact, the degree of crosslinking controls the motion of polymer chains or polymer
segments, whereas the charge mobility does not necessitate this. In the case of excess
hardener or amine groups, the concentration of hydroxyl groups will increase because
every time an epoxy group reacts, a hydroxyl group is generated, as shown in Figure 2.9b.
On the other hand, in the case of excess epoxy, the concentration of the hydroxyl group will
decrease since many epoxide groups will be left unreacted and thus without generating
extra hydroxyl group, as proved by FTIR in [63]. Additionally, due to the shortage of amine
groups, many of the epoxy groups may interact with the existing hydroxyl groups to form
ether bonds, particularly at elevated temperatures near the end of the curing process. This
conclusion about the hydroxyl groups is enhanced by testing the water absorption of cured
samples, where samples with an excess of epoxy absorb less water, indicating that they
have a reduced hydroxyl content [65]. Increasing hydroxyl group concentration seems to
facilitate the charge mobility and this might be the reason behind the breakdown behaviour
when changing the amine/epoxy ratio [53].

2.7 Nanofillers

As stated in section 2.1, the concept of nanocomposites is based upon the incorporation of
a nanofiller, which has nanoscale dimensions and leads to the formation of interaction
zones inside the polymeric matrix. Hence, understanding those characteristics of the
nanofiller that affect their dispersion, interaction and compatibility with the polymer
matrix is critical for understanding the behaviour of the produced nanocomposites. These
characteristics include the synthesis method, the shape, the crystallinity and the surface
chemistry of the nanoparticles. The nanoparticle synthesis method can affect the purity,
aggregation tendency, size distribution and the surface functional groups of the
nanoparticles [66-68]. Therefore, different synthesis techniques may lead to different
nanoparticle behaviour. The shape of the nanoparticles, which can be quantified by the
aspect ratio (the ratio between the longest and the shortest dimension of the particle),
affects the specific surface area of the nanoparticles. The crystallinity of the particles can
affect the interaction between the particles and any other contacting material. For example, Fubini et al. [69] showed that $\alpha$ phase crystalline silicon nitride nanopowder retains most of the chemically adsorbed water (hydroxyl groups) on its surface when it is evacuated at 400 °C, while another study indicated that the amorphous counterpart loses most of the adsorbed hydroxyl groups when it is evacuated at 300 °C [70]. The surface chemistry and the functional groups existing on the surface of the nanoparticles determine the compatibility and the interactions that occur in the interphase region. The existence of matrix compatible functional groups on the particles surface may result in the formation of chemical bonds between the particles and the matrix, so increasing particle dispersibility [71]. This feature can be deliberately imparted by performing surface treatment of the particles, where matrix compatible functional groups are added to the surface of the particles. Any possible chemical reaction between the particles and the polymeric matrix is very important, particularly for thermosetting nanocomposites where the particles are mixed with the uncured resin and the possibility of forming chemical bonds between the particles and the uncured resin could change the nature of the produced network upon curing. The presence of hydroxyl groups, which are able to adsorb water molecules, is another characteristic that needs to be considered. This can increase the water absorption of the nanocomposite and could degrade the electrical performance of the material.

All these characteristics and their correlation with the base material should be considered in order better to understand the behaviour of nanocomposite. In the following sections, the characteristics of silicon nitride and silica nanoparticles are detailed. Although this study is mainly concerned with the silicon nitride, it is useful to study silica since it has historically been widely used in nanocomposite research. Furthermore, silicon nitride and silica have some similarities and some differences, as will be detailed below. Therefore, comparing the behaviour of silicon nitride and silica nanocomposites may provide us with useful information about the key characteristics that control the electrical performance of epoxy nanocomposites.

2.7.1 Silicon nitride nanoparticles

Silicon nitride (Si$_3$N$_4$) is an important ceramic material, which has excellent mechanical and electrical properties such as high breakdown strength, good oxidation and wear resistance and low thermal expansion coefficient both at room and elevated temperatures [72, 73]. However, nanoscale silicon nitride has received little attention as a filler material in polymeric nanodielectrics. Silicon nitride could have an amorphous structure, the $\alpha$ crystalline structure or the $\beta$ crystalline structure [74].

Upon exposure to water vapour during its storage or processing, silicon nitride nanopowder dissociatively (chemically) adsorbs the water and forms silanol and secondary amine groups on its surface. A possible scheme for this process is depicted by Fubini [69], shown in Figure 2.10a, along with two possible arrangements illustrating how the silanol and the
amine groups can physically adsorb water molecules by forming hydrogen bonds, shown in Figure 2.10b. Water adsorption could be enhanced by the already existing amine groups that are formed during the synthesising of silicon nitride (for instance, synthesising Si₃N₄ by laser induced reaction between SiH₄ and NH₃ produces amine groups, -NH, on the surface) [75].

![Figure 2.10](image)

Figure 2.10: (a) Chemically adsorbed water forming silanol and amine groups, (b) Two possible schemes for hydrogen bonded water. Proposed by [69].

The effect of storing Si₃N₄ on the oxygen content on the surface was studied by [76, 77]. Samples of amorphous Si₃N₄ nanopowder produced by the vapour phase reaction of SiCl₄ and NH₃ were stored in three different environments, argon atmosphere, dry air and 80% relative humidity air, and the chemical composition of these samples was periodically examined using X-ray photoelectron spectrometer (XPS). The study showed that the surface composition of the sample stored in the argon atmosphere was not affected, whereas, for the sample stored in dry air, the surface oxygen content increased from 7.9% to 15.9% and the nitrogen content decreased from 31% to 28% after 90 days of storage. For the sample stored in 80% relative humidity air, the trend was more distinct, whereby, the oxygen content increased to 22.7% and 37.9% after 3 days and 90 days, respectively, and the nitrogen decreased to 23% and 11.9% over the same storage periods. This indicates that exposing Si₃N₄ to water increases the silanol groups at the expense of decreasing the amine groups. The decrease in the nitrogen (amine) content may be due to the hydrolysis of the amine groups following the reaction in Eq. 2.1 [75, 78]. Another possible explanation is that the physically adsorbed water layers cover the surface and prevent the XPS from detecting the amino groups.

\[
\text{Si}_2\text{NH} + 2\text{H}_2\text{O} \rightarrow 2\text{Si-OH} + \text{NH}_3
\]

Eq. 2.1

The hydrolytic instability of Si-N bonds and its affinity to react with water, lead to gradual oxidization of the surface of the Si₃N₄, so finally forming a layer of silica covering the surface of the silicon nitride [78] where the nitrogen content can gradually decrease
through a hydrolysis process releasing ammonia. The speed of this conversion depends on the storage conditions of the Si$_3$N$_4$.

The influence of heat treatment on the surface chemistry of crystalline Si$_3$N$_4$ was studied by [69]. The study showed that upon outgassing at 400 °C, the Si$_3$N$_4$ powder retains most of its hydroxyl and amine groups and when outgassing at 800 °C, it loses a significant amount of the surface hydroxyl and amine groups. However, in both cases, the surface remains hydrophilic. The authors claimed that the silanol and amine groups are condensed, upon heating at 800 °C in vacuum, to form water and Si-N bridges as illustrated in Figure 2.11. They assumed that the Si-N bridges are not stable and represent reactive sites that can easily absorb water when exposed to it at room temperature, as indicated by the reverse reaction in Figure 2.11.

![Figure 2.11: Hydration and dehydration of the silicon nitride as suggested by [69].](image)

This conflicts with the study in [75], which claims that upon outgassing at 1500 °C, firstly, the amine groups are removed at temperature of 600 °C and then the silanol groups are condensed, subsequently the surface is covered by Si-O-Si bridges. This claim is supported by detecting ammonia released during the heat treatment, which means that part of surface nitrogen content is released in the form of ammonia. A possible equation describing this process is [79]:

$$\text{Si-OH} + \text{Si-NH}_2 \rightarrow \text{Si-O} + \text{NH}_3 \uparrow$$  

Eq. 2.2

A possible compromise for these inconsistent studies is that both forms of losing the hydroxyl and the amine groups, illustrated by Figure 2.11 and Eq. 2.2, might occur on performing heat treatment at temperature above 800 °C, i.e. the Si$_3$N$_4$ surface will be covered by Si-N bridges and Si-O-Si bridges to different extents, depending on the oxidation state of the studied silicon nitride. This conclusion is supported by the fact that Si$_3$N$_4$ did not show hydrophobicity as expected if its surface is completely covered by Si-O-Si bridges, as will be shown for silica.

### 2.7.2 Silica nanoparticles

Silica nanopowder is commonly used as a filler material in the nanodielectrics area. The surface of the silica is covered by silanol groups. The origin of the silanol groups is through the synthesis process of the silica or due to hydroxylation of the silica when it is exposed
to water. The number of the silanol groups could reach 5 OH/nm$^2$ upon completely hydroxylation [80]. The surface silanol groups can be in the form of isolated, germinal or bridged silanol as shown in Figure 2.12a. These groups have great ability physically to adsorb the water molecules by forming hydrogen bonds as illustrated in Figure 2.12b.

![Figure 2.12](image)

Figure 2.12: (a) Types of the silanol groups on the surface of the silica, (b) Layers of physically adsorbed water [81].

Heat treatment of the silica in vacuum at 190 °C completely removes the physically adsorbed water but does not affect the chemically adsorbed water (OH groups), Figure 2.13a. Increasing the heat treatment temperature will result in gradually desorption of the OH groups over a broad range of temperatures. This process follows the condensation reaction in Eq. 2.3.

$$
\equiv\text{Si-OH} + \equiv\text{Si-OH} = \text{Si-O-Si} + \text{H}_2\text{O}
$$

Eq. 2.3

As long as there is a significant amount of the silanol groups on the surface, the silica can easily re-adsorb the water upon exposure to it, as indicated by the reverse reaction between Figure 2.13b and a.

At temperatures around 1200 °C, most of the hydroxyl groups will be removed, such that the silica becomes covered by siloxane bridges (Si-O-Si) and hydrophobic (see Figure 2.13c). When the siloxane bridges are not surrounded by silanol groups, they are stable and react with water molecules at a slow rate. Therefore, at room temperature, the rehydroxylation process is very slow and takes a long time even on contact with liquid water. However, the rehydroxylation becomes easy and fast when in contact with water at 100 °C. The rehydroxylation starts near the remaining silanol groups, which act as centres of adsorption, and spreads slowly or fast depending on the temperature of the water [81].
2.8 Epoxy nanocomposites

Epoxy resin is a widely used material for dielectric applications. For nanodielectrics, the ease and effectiveness of dispersing a filler material into a liquid uncured resin make epoxies good candidates as host materials. Additionally, the actual filler loading for this system is not expected to deviate significantly from the nominal loading percentage, since there is no way for the nanoparticles to be lost. The results shown in the literature for the performance of the epoxy based nanocomposites vary between improving and degrading the performance, depending mainly on the filler material characteristics and if it is treated before use or not. Moreover, epoxies include many different chemical forms and this should be taken into account when comparing the results reported in literature.

2.8.1 Epoxy nanocomposites with untreated particles

The study in [52] investigated the effect of incorporating hexagonal boron nitride with particles ranging in size from 0.5 to 45 µm into an epoxy. The results show that the addition of 10 wt% of hBN considerably increased the thermal conductivity while maintaining or slightly increasing the breakdown strength. The sample which achieved the highest thermal conductivity also gave the highest breakdown strength. There is no clear trend connecting the results with the particles size. The authors claimed that the hBN particles increase the breakdown path length while work as bridges to conduct the heat.

The study in [29] compared the addition of 2.5 wt% hBN with a particle size of 0.5 µm, and 2.5 wt% silica with a particle sizes in the range 5 - 15 nm. The results point out that, while the nano-silica did not considerably change $T_g$, the addition of hBN reduced it by 4 ºC. The authors ascribed this to impediment of reticulation by hBN particles, which act as obstacles. The study also showed that the hBN did not affect the relative permittivity, while the nano-silica increased the relative permittivity and induced a new relaxation peak at low frequencies near 1 Hz, which was ascribed by the authors to the existence of water...
around the silica particles. The comparison between the influence of hBN and nano-silica is not too fair because of the large difference in particles size of hBN and silica. However, the conclusions drawn by the authors appear reasonable. An additional feature that merits investigation is that the surface of the silica might be more active and has more functional groups (silanol groups) than the hexagonal boron nitride, which may interfere with the chemical reactions occurred during the curing process. Even particles from the same material type could have different surface functionalities due to the variation in the purity, synthesis, and surface defects. The study in [82] utilized hBN particles with the same particle size used in [29], but indicated that the $T_g$ increases for the filled epoxy. The authors state that the amine groups on the hBN particles interact with the epoxy and enhance the crosslinking of composite. This may indicate that the hBN powder used in this study has more surface amine groups than the one used in [29].

A comparison between the effects of nano- and micro-silica was conducted in [83]. This study shows that the micro-silica slightly decreased the $T_g$, particularly at the high loading percentage of 10 wt%, whereas the nano-silica increased the $T_g$ with increasing filler loading. The AC breakdown data show that the nano-silica slightly decreased the breakdown strength and the micro-silica composites exhibited a greater reduction in the breakdown strength. The authors judged the dispersion level by the high Weibull shape parameter obtained for nanocomposites. This derivation may be not accurate since the macroscopic homogeneity (i.e. the breakdown measurements) does not necessarily equate to well dispersed nanoparticles with nanometric dimensions. That is, if the particle agglomerations are much smaller than the sample dimensions and they are uniformly distributed, this may not lead to highly scattered breakdown results.

Comparing the effect of the submicro-hBN in [29] and the micro-silica in [83] reveals that the hBN reduces the $T_g$ more than does the micro-silica. The impediment of reticulation caused by the micro-sized particles might be the reason for reducing the $T_g$, however the active surface of the silica may form hydrogen bonds with the epoxy which contributes to mitigating the $T_g$ reduction caused by the first factor. For the breakdown strength, the submicro-hBN in [52] achieved higher breakdown strength than both the micro- and nano-silica in [83]. This may return to the difference in the surface chemistry of both of them. The hBN ideally does not have any functional groups on the surface of its platelets, but it has hydroxyl and amine groups on the edge of the platelets [84]. Conversely, it is expected that silica has many more functional groups, mainly hydroxyl groups, on its surface, which may adsorb water and increase the charge mobility. This is enhanced by the study in [53] which investigates the space charge distribution and movement in submicro-hBN epoxy composites and nano-silica epoxy composites, which shows that the space charge movement in silica filled epoxy is more than in the unfilled or hBN filled epoxy. The space charge encouragement has been reported for silica with other base materials like polyethylene in [85, 86]. Moreover, epoxy resin is a polar polymer [87] and the
incorporation of filler material with many hydroxyl groups, such as silica, could interfere with the chemical reactions that occur during the curing process. This is highlighted by [88], which states that the addition of silica to the epoxy is electrically comparable to increasing the hardener stoichiometric ratio. This emphasises the fact that many interrelated factors are operative in these nanocomposites.

Other contradictory findings indicate that the addition of 10 wt% BN leads to a considerable increase in the DC breakdown strength over the unfilled epoxy [89]. The highest improvement occurred for the smallest particle size (70 nm). No data was given about the crystal structure of the BN used. This brings attention to the subtlety of comparing results which are produced in different studies. For instance, the measured breakdown strength is very sensitive to the sample thicknesses and, therefore, comparing the findings of two studies produced using different sample thickness may be not too fair.

It is worth mentioning that all the above studies are based on DGEBA resin.

2.8.2 Epoxy nanocomposites with treated particles

Many studies indicate that modifying or treating the surface of nanoparticles lead to improved electrical properties, such as the breakdown strength and partial discharge resistance, of the resulting nanocomposites. For example, grafting silane coupling agent with epoxy compatible functionalities onto the silica significantly increases the AC breakdown strength of the nanocomposite over the unfilled epoxy [90]. Similar trends are reported for alumina and magnesia nanoparticles [91]. However, it is not clear if this boost in AC breakdown strength is a result of increasing the compatibility, increasing the dispersion, initiating chemical bonds between the particle and the polymer or reducing the charge traps in the surface of the particles.

Another particle treatment route was proposed in [92]. Here, the nano-silica was treated using a “bimodal brush” technique, where the particles where treated with long epoxy compatible molecules and short electroactive molecules. The long brush is used to improve the particles’ dispersion and the short brush electrically to modify the surface of the particles. The results match well with the aims of the treatment. When the particles were treated with the long brush alone, the dispersion improved but the AC breakdown strength was only marginally enhanced. However, when the bimodal brush was used, it significantly increased from 187 kV/mm for the unfilled epoxy to 257 kV/mm for 2 wt% treated silica filled epoxy. The authors state that the short electroactive molecules reduce the potential needed for the particle’s surface to gain electrons, which mean that the short brush on the silica surface may trap electrons in the composite. This study reveals that the nanoparticle dispersion is not the only factor affecting the electrical performance of nanocomposites.
Another study [93] used atmospheric pressure plasma to modify nano-silica, which had previously been treated with dimethyldichlorosilane. The data indicate that this treatment increases the partial discharge inception voltage and the breakdown strength of the subsequently produced nanocomposites. Due to the energetic ions in the plasma, it is expected that many chemical bonds in the surface silane groups will be broken which leads to highly reactive species covering the surface of the particles. This creates stronger interactions between the nanoparticles and the epoxy matrix [93].

2.8.3 Variation in the reported results (possible reasons)

The variation seen in the reported results for the insulation performance of nanocomposites may be associated with many factors, including the variation in the filler characteristics discussed in section 2.7, the storage conditions of the filler and the prepared samples, which can affect the water content of the tested samples, the preparation routes used to prepare the samples and the testing techniques. The influence of water absorption is discussed in the next paragraph.

Storage conditions and water absorption

The large specific surface area of nanoparticles enables them to adsorb water molecules upon contacting water vapour during storing or processing, as stated in section 2.7 for silicon nitride and silica nanopowders. This might be an origin for the variation in the results seen in the literature, where storage periods and/or conditions may affect the amount of the chemically or physically adsorbed water. Water adsorption onto the nanofiller has a bad effect on the insulation properties of the prepared sample. Storing the nanoparticles in a 50% relative humidity environment for one week reduced the breakdown strength and increased the space charge, dielectric loss and conductivity of the produced nanocomposite samples as reported in [94]. The charge can move through hopping the localized conductive states in the water shell around the particles, which may introduce percolation or sub-percolation paths into nanocomposite materials [3].

The prepared nanocomposites samples are found to absorb water more than the unfilled polymer and the amount of absorbed water depends strongly on the nanofiller material. For example, nano-silica filled polyethylene absorbs more water than the nano-silicon nitride based composites [95]. Modifying the surface of the particles can change this and decrease the water absorption [5, 26].
Chapter 3

Characterization and Experimental Techniques

3.1 Glass transition process

At $T_g$, an amorphous polymer transforms into a flexible rubbery phase where the polymer chains are capable of changing their conformation. As the temperature increases beyond $T_g$, the amorphous polymer gradually coverts into viscous fluid where the chain translational motion becomes easier. However, the translational motion is not possible for crosslinked polymers, since the chains are connected to each other via covalent bonds. Therefore, the chains can only change their conformation [96]. For a crosslinked polymer, $T_g$ is affected by the following factors.

1- Degree of crosslinking: as the degree of crosslinking increases, the temperature needed to overcome the intermolecular forces also increases and hence the Tg goes higher. In the limiting case, when the distance between two crosslinking points is relatively small, no transition into the rubbery phase could occur before the polymeric chains start chemically to decompose (thermal degradation takes place) [97].

2- The stiffness of the segments between two crosslinking points: the stiffer the polymeric segment is, the more difficult for it to coil or rotate and the higher $T_g$ is needed. Segments that contains parallel bonds or bulky aromatic groups in their backbone are generally stiff and tend to have high $T_g$, whereas segments that contain ether bonds are generally flexible and tend to have low $T_g$ [96].

3- Free volume: the free volume is the unoccupied space between the polymer segments. Increasing the free volume will decrease $T_g$ since the polymer segments can move inside the free volume more easily without steric hindrance or interaction with other chains. Any factor affecting the percentage of the free volume like the existence of bulky side groups will affect $T_g$ [98].

To measure $T_g$, the changing in a thermodynamic property with temperature is observed. For example, the heat capacity increases when the polymer goes from the glassy phase into the rubbery phase and, hence, by observing the heat capacity using technique like differential scanning calorimetry (DSC), it is possible to determine the $T_g$. Unlike the melting process, the glass transition process does not have latent energy. Other method uses the change happened in the electric permittivity when converting from the glassy state into the rubbery state. At the rubbery state, the polymer segments have higher mobility and more dipolar groups have the ability to orientate themselves in response to the applied
electric field. Thus, a relaxation peak can be detected at the glass transition temperature [99].

### 3.1.1 Differential scanning calorimetry (DSC)

The DSC measures the difference in the heat flow required for a considered sample and a reference sample to increase their temperature at the same rate. Both the considered and the reference samples are, nominally, kept at the same temperature during the whole test. As the considered sample undergoes the glass transition, its heat capacity increases due to the increase in the segments’ mobility and, thus, it needs more heat flow. The DSC curves provide the following information about the glass transition:

1. The temperature range over which the glass transition occurs. The width of this range indicates the homogeneity of the sample. A narrow range means that the polymer chains need similar energy to increase their mobility and convert into the rubbery phase. On the other hand, large transition width is referred to the crosslinking and composition heterogeneity of the sample [100]. In this study, Tg is defined as the temperature at which the gradient of the heat capacity is maximum [43].

2. The increase in the heat capacity, which implies the magnitude of the acquired mobility when converting into the rubbery state. The heat energy can be absorbed by the rotational and conformational motions brought by the rubbery state [96]. Hence, a greater increase in the heat capacity reflects a more mobile molecular structure [29].

3. The enthalpy relaxation area. This parameter refers to the amount of energy needed for the segments to go to their equilibrium positions. The origin of this enthalpy relaxation is as follows. During the curing process while the network is in its rubbery state, the polymer segments can move around their equilibrium positions. Upon finishing the curing process, the network converts into a glassy state and the polymer segments stay in their non-equilibrium positions. If the sample temperature rises to around Tg or more, i.e. during a DSC scan, the polymer segments reach a sufficient energy level which enables them to absorb some energy and go to their equilibrium positions. This absorbed energy results in an endothermic energy peak (enthalpy relaxation peak) superimposed on the (first) DSC scan, see Figure 3.1. The relaxation peak does not appear if a second (or any additional) DSC scan performed to the same sample, since the segments are already in their equilibrium positions after the first DSC scan. Thus, the enthalpy relaxation area can be calculated by subtracting a second DSC scan from the first scan as illustrated in Figure 3.1 [101]. This parameter is sensitive to the storage history of the sample being tested, particularly the storage temperature relative to Tg and the storage period. Storing the sample at temperature near its Tg can enable the
polymer chains to move to their equilibrium positions and hence, the enthalpy relaxation area will decrease.

Additionally, the value of the measured $T_g$ depends on the applied temperature rate. The network cannot respond instantaneously to the increase in temperature and it need some time to reach equilibrium. Thus, for a higher heating rate, the observed $T_g$ is expected to be higher.

![Figure 3.1: Typical DSC first and second scans for a cured epoxy sample, showing the enthalpy relaxation peak.](image)

### 3.1.2 Measurement settings

The glass transition was observed using a Perkin Elmer DSC 7 differential scanning calorimeter. A specimen of ~10 mg in mass was used to perform two consecutive DSC scans at a heating rate of 10 °C/min. The obtained DSC traces were normalized with respect to sample mass after subtracting the filler mass, since the filler does not contribute to the glass transition. The glass transition process was characterized using four parameters: the glass transition temperature ($T_g$), the glass transition width ($\Delta T_g$), the increase in the heat capacity ($\Delta C_p$) and the enthalpy relaxation area. The first three parameters were extracted from the second DSC scan, in the absence of enthalpy relaxation effects. The enthalpy relaxation area was calculated by subtracting the second DSC scan from the first, as explained above. The equipment was calibrated using indium, which has a known melting temperature of 156.6 °C. The experiment was done under nitrogen environment. For each material, the measurements were repeated three times using different specimens, in order to determine the uncertainties in these measurements.
3.2 Dielectric spectroscopy

Dielectric spectroscopy of a material offers a powerful tool for monitoring the dipole content and mobility and understanding the molecular behaviour of that material. Hence, by observing the dielectric spectra of nanocomposites, one can deduce useful information about the influence of adding nanoparticles on the polar content and on the dynamics of dipolar groups. The desired value of the dielectric constant or relative permittivity ($\epsilon_r$) depends on the considered application. For energy storing applications like capacitors, high value of $\epsilon_r$ is desired. However, the high value of $\epsilon_r$ should not be at the expense of the breakdown strength since the magnitude of the stored energy increases linearly with $\epsilon_r$ and quadratically with the breakdown strength. For power transmission applications like power cables, low value of $\epsilon_r$ is desired to reduce the capacitance of the long cables and subsequently reduce the capacitive power which is otherwise needed to charge/discharge the cable during the power transmission. Additionally, low $\epsilon_r$ indicates lower probability of relaxation processes and lower dielectric loss.

The value of the dielectric constant is associated with the polarisation occurred due to the applied electric field. The electric polarisation in solid dielectrics can be ascribed to the following sources:

1- Electronic polarisation: The applied electric field will slightly shift the centre of the electronic clouds with respect to their positive nucleus which will generate induced dipoles in the dielectric material. Thus the electronic polarisation is attributed to a slight displacement of the electrons and it is generally independent of the dielectric’s temperature.

2- Atomic polarisation: When the molecules of the dielectric contain two or more different atoms unsymmetrically sharing the electrons, the electric field can distort the bonds between these atoms and consequently generate atomic polarisation. Thus, in this type of polarisation, the electric field disturbs the arrangement of the atoms in the molecules or the lattice of the dielectric.

3- Orientation polarisation: In the materials that have permanent dipoles, the electric field will try to align these dipoles along its direction. This results in a net polarisation in the direction of the electric field.

These types of polarisation contribute variously to the total polarisation and their contributions depend on the temperature of the material and the frequency of the electric field. The electronic polarisation, which is attributed to the shift of the electrons, can follow the oscillation of the electric field at high frequencies up to the frequencies of visible light. On the other hand, orientation polarisation, which is related to alignment of relatively heavy dipolar groups, cannot follow the alternating of the electric field at high frequencies, therefore, these dipoles will “relax” at these frequencies. As illustrated in Figure 3.2, at constant temperature, the highest possible polarisation (which implies highest $\epsilon_r$) occurs at
low frequencies since the total polarisation is due to the contributions from all possible polarisation types. As the frequency increases, the orientation polarisation will not contribute to the total polarisation and hence the total polarisation will decrease. Similar thing will happen to the atomic polarisation but at higher frequencies.

Figure 3.2: The relaxation of different polarisation types as a function of the frequency [99].

All types of polarisation need time to response to the incident electric field. Debye suggested using the term “dielectric relaxation time (τ)” to refer to the time required for the polarisation to reach 63.2% of its final or equilibrium value. He assumed that the polarisation exponentially approaches its equilibrium value. For high frequencies with cycle time comparable to τ, the polarisation firstly starts to delay behind the electric field and finally becomes out of phase and loses its synchronisation with the electric field. Thus it stops following the electric field and relaxes. This process is called relaxation process. The polarisation and consequently the relative permittivity can be divided into two components, the first one is in phase with the electric field and the other is 90° lagging the electric field. Mathematically, it is convenient to represent the two component using complex numbers:

\[ \varepsilon^* = \varepsilon' - i \varepsilon'' \]

where \( \varepsilon' \) represents the relative permittivity in phase with the electric field, \( \varepsilon'' \) represents the relative permittivity 90° lagging the electric field and \( \varepsilon^* \) is the complex relative permittivity. The real permittivity will give displacement current 90° leading the electric field whereas the imaginary permittivity will result in displacement current in phase with the electric field (resistive current) and hence it will represent loss in the dielectric material. The ratio between the resistive component, \( \varepsilon'' \), and the capacitive components, \( \varepsilon' \), is called loss tangent:
Every polarisation type has its own relaxation time and hence it will relax at a different frequency as indicated in Figure 3.2. Relying on the relaxation time, many models were suggested to estimate the value of $\varepsilon_r^*$ over the relaxation process. The first model proposed by Debye is given by:

$$\varepsilon_r^* = \varepsilon_\infty + \frac{\varepsilon_s - \varepsilon_\infty}{1 + i\omega \tau}$$  \hspace{1cm} \text{Eq. 3.3}$$

where $\varepsilon_\infty$ represents the instantaneous polarisation response (relative to the considered frequencies), $\varepsilon_s$ is the static or equilibrium response and $\omega$ is the frequency. The term $\varepsilon_s - \varepsilon_\infty$ represents the relaxation strength, i.e. it represents the amount of the polarisation that will be relaxed through this relaxation process. As an example, Figure 3.3 shows a plot for $\varepsilon_r'$ and $\varepsilon_r''$ as a function of $\omega$ for $\tau = 0.001 \text{ s}$, $\varepsilon_\infty = 1$ and $\varepsilon_s = 7$. The relaxation peak occurs at $\omega = 1/\tau = 1000 \text{ rad/s}$ in this case. This model describes the frequency dispersion in the dielectric constant caused by one relaxation process. Additional relaxation processes can be described similarly over different frequency ranges. Other empirical equations based on Debye model, like Cole-Cole and Havriliak-Negami equations, were suggested to better fit the experimental results [99].

Figure 3.3: The real and imaginary relative permittivity as a function of frequency, based on Debye model.

In solid dielectric like cured epoxy, several relaxation processes are usually found and they are conventionally labelled $\alpha$, $\beta$, and $\gamma$. Traditionally, $\alpha$ relaxation occurs at low frequencies and it is related to the motion of the dipoles caused by large segments. $\beta$ relaxation takes place at higher frequencies and it is related to the motion of smaller dipolar groups. $\gamma$ relaxation is related to the motion of individual groups like amine or epoxy groups and occurs at high frequencies [102].
In addition to the frequency dispersion, dielectric spectroscopy is affected by the temperature of the dielectric material, which leads to thermal dispersion. High temperature supplies the dipolar groups with the activation energy needed for these dipoles to orientate themselves in response to an electric field. As the temperature decreases, the mobility of the polymeric segments decreases, which reduces the polarisation and results in a relaxation process. In a crosslinked epoxy, the glass transition is always accompanied by a relaxation process. At temperatures higher than $T_g$, polymeric segments are capable of changing their conformation, which enables the rigidly attached dipolar groups to align with the applied electric field. For temperature less than $T_g$, the polymeric segments are frozen in position which reduces the possible polarisation, see section 3.1. Same labels used for the frequency relaxation are deployed for the thermal relaxation. The relaxation occurred at the glass transition which is related to mobility of large segments is labelled by $\alpha$. The relaxations that may occurred at lower temperatures and associated with smaller dipolar groups are labelled $\beta$, $\gamma$, and so on [99].

3.2.1 Measurement settings

Dielectric spectra were measured using a Solatron 1296 dielectric interface along with a Schlumberger SI 1260 impedance/phase gain analyser. The instrument represents the dielectric sample by a series lumped circuit, where it gives the values of the resistor and the capacitor representing this equivalent circuit. The values of $\tan \delta$, $\varepsilon'_r$ and $\varepsilon''_r$ are calculated by the accompanying software using the following equations.

\[
\tan \delta = R_s C_s \omega \quad \text{Eq. 3.4}
\]

\[
\varepsilon'_r = \frac{C_s}{C_o(1+\tan^2\delta)} \quad \text{Eq. 3.5}
\]

\[
\varepsilon''_r = \frac{R_s \omega C_s^2}{C_o(1+\tan^2\delta)} \quad \text{Eq. 3.6}
\]

where $R_s$ is the equivalent series resistor, $C_s$ is the equivalent series capacitor, $\omega$ is the frequency in rad/s and $C_o$ is the capacitance with free space between the electrodes.

The thickness of the used samples was 200 ±10 µm. Initially, a thin layer of gold was sputter coated onto both sides of each specimen, in order to improve the contact between the sample and the electrodes of the measurement cell. The measurement cell consists of two circular parallel electrodes with a diameter of 30 mm in addition to guard electrodes to reduce fringing effects and to maintain a uniform electric field between the electrodes. The voltage applied to the electrodes was a sinusoidal wave of 1 V. Data were measured at 5 points per decade. At each point, the measurements were averaged over 10 cycles.
3.3 DC conductivity

Evaluating the DC conductivity of a material can give valuable information about the charge mobility in this material at an electric stress much lower than the electric field at the breakdown. This can help in explaining the electrical behaviour of the considered material, for example, the DC conductivity can affect the dielectric spectra at low frequencies. Also characterising the behaviour of the DC conductivity of a material can show if there is a relation between the charge mobility in that material and its breakdown strength.

Values for the DC conductivity were established by measuring the current passing through a specimen from the material of interest, using a Keithley 6487 picoammeter. The specimen was placed between two opposing circular electrodes, 20 mm in diameter. The thickness of the samples is 200 ±10 μm and they were initially gold sputtered on both sides, to improve sample/electrode contact. For each sample, the measurement continued for at least 2 h at a sampling rate of one measurement per minute. The measurements were performed at an applied electric field of 42.5 V/mm, which is the maximum value that can be obtained from the equipment used and it was chosen to increase the signal to noise ratio of the measurement in order to get more accurate results. During the measurement, the temperature was controlled using a fan oven and the measurement was performed at different temperatures to investigate the temperature dependence of the DC conductivity.

Generally, the measured current is made up of two components, capacitive component and conductive component [49]. The capacitive component is due to the charging or polarisation current and its value falls off with time, where its decay rate depends on the capacitance of the sample between the electrodes (i.e. its geometry and \( \varepsilon_r \)). The conductive component is a function of the material characteristics and its conditions during the measurement, which include its temperature and water content [49].

3.4 Breakdown strength

For insulation materials, the breakdown strength or dielectric strength is an important parameter. Breakdown could happen through fast mechanisms, known as short term breakdown, or slow ageing or degradation mechanisms, known as long term breakdown. The fast mechanisms include electric, thermal, or electro-mechanical breakdown mechanisms whereas the slow mechanisms include partial discharge and electrical trees, which gradually growing in the insulator until the breakdown takes place. Unfortunately, the processes that lead to the breakdown in solids are not well understood yet [103, 104].

3.4.1 Measurement settings

In this study, the focus is on short term breakdown strength. DC and AC breakdown measurements were performed in accordance with ASTM D3755-14 and ASTM D149
respectively. The sample was placed between two steel ball bearing electrodes, 6.3 mm in diameter, which were changed every 5 measurements to avoid pitting influencing the derived data. The test cell is immersed in silicone oil to prevent any surface flashover. The thickness of all samples used in this test was nominally 70 μm. The voltage ramp rate was 50 V/s for AC breakdown measurements and 100 V/s for DC breakdown measurements, and the testing occurred at room temperature (~23 °C). Typically, at high ramp rate, the material does not have enough time to develop a breakdown, particularly via the relatively slow mechanism like thermal mechanism and, therefore, it is expected to measure relatively higher breakdown strength when applying higher ramp rate. The effect of the sample thickness on the measured breakdown strength is discussed in the next section.

### 3.4.2 Sample thickness

The breakdown strength is greatly dependent upon the sample thickness. Experimental data show that it changes inversely as a fractional power of the sample thickness, as indicated by the empirical relationship in Eq. 3.7 [105].

\[
E_2 = E_1 \times \left( \frac{t_2}{t_1} \right)^n
\]

Eq. 3.7

where \( t_1 \) and \( E_1 \) are the thickness and the breakdown strength of the first sample and \( t_2 \) and \( E_2 \) are the thickness and the breakdown strength of the second sample. The value of the power coefficient (\( n \)) is also dependent on the thickness range. For sample thickness ranges between 0.5 mm and 3 mm, \( n \) was estimated in [106] to be around 0.65 for unfilled or alumina filled epoxy nanocomposites. For thinner samples, \( n \) was estimated to have a value of 0.4 [107].

Another study found that for unfilled epoxy with a thickness between 50 and 1000 µm, the breakdown strength follows an exponential relation with the thickness as expressed in Eq. 3.8 [108].

\[
E = E_0 e^{-kt} + E_{\infty}
\]

Eq. 3.8

where \( E_0 \) and \( E_{\infty} \) are constants with the values of 172 ±6 and 32 ±5 kV/mm, respectively, and \( t \) is the thickness in µm and \( k \) is a fitting constant, which has a value of 0.0033.

The underlying mechanisms for this thickness dependent breakdown strength have not been fully understood yet. A common explanation for this phenomenon is that increasing the sample thickness results in an increase in the probability of a defect or impurity being located in the progressive conduction path which leads to breakdown. Other proposed interpretation implies that the surface processes are more significant than the bulk processes during the breakdown [109, 110].
3.4.3 Breakdown data analysis (Weibull distribution)

Electrical breakdown represents a phenomenon where the breakdown occurs randomly whenever there is enough electric stress to create a conductive bath between two electrodes. The most commonly utilized function to analyse the breakdown data is Weibull function. Mathematically, the Weibull cumulative distribution function is given by:

\[ F(E, \eta, \beta) = 1 - \exp\left[-\left(\frac{E}{\eta}\right)^\beta\right] \]  

Eq. 3.9

where \( \eta \) is the scale parameter, \( \beta \) is the shape or slope parameter, and \( E \) is the electric field. Eq. 3.9 gives the cumulative failure probability (i.e. of a breakdown taking place) when the electric field is \( \leq E \). It uses two parameters, \( \eta \) and \( \beta \), where the Weibull third parameter, the location parameter, is assumed to be zero and that is why it is called two parameter Weibull function. \( \eta \) indicates the range at which the breakdown occurs and literally it gives the value of the electric field where the cumulative probability of the breakdown is \( 1 - e^{-1} \) or 63.2%. \( \beta \) reflects the scatter in the data, where a high \( \beta \) value means that the breakdown occurs over narrow range and low \( \beta \) value means that the breakdown measurements are scattered over a wide range of electric field. For each set of breakdown measurements, the best fit \( \eta \) and \( \beta \) parameters are calculated using a software program based on the maximum likelihood estimation, like Matlab or the Reliasoft Weibull 7++ software. To visualize the Weibull distribution, normally, an adjusted version of Eq. 3.9 is deployed. Mathematical manipulation of Eq. 3.9 can generate the formula in Eq. 3.10. Using Eq. 3.10, a straight line with a slope of \( \beta \) and x-axis displacement of \( \beta \log(\eta) \) can be obtained by plotting \( \log[-\ln(1 - F(E))] \) against \( \log(E) \). After plotting the straight line the labels of the x-axis and y-axis are mapped to the corresponding electric field and probability of failure, \( F(E) \), respectively. This method of visualizing the Weibull function provides easily readable Weibull graphs, where the most important information like the scale and shape parameters can be easily seen from the graph.

\[ \log[-\ln(1 - F(E))] = \beta \log(E) - \beta \log(\eta) \]  

Eq. 3.10

In practice, the cumulative failure probability for each experimental breakdown measurement is approximated using Bernard’s approximation:

\[ F(E_i) = \frac{i - 0.3}{n + 0.4} \]  

Eq. 3.11

where \( n \) is the total number of performed breakdown tests, \( i \) is the order of the breakdown electric field after ascendingly sorting the measured breakdown data, where the smallest measured breakdown strength takes \( i = 1 \) and the largest takes \( i = n \). The data then are scattered on the plot using Eq. 3.10 [111].
3.5 Scanning electron microscopy

Scanning electron microscopy (SEM) is used to observe the particle dispersion within the epoxy matrix. The SEM image depends on the signals emitting from the specimen when an accelerated beam of electrons impinges on it. The smaller the diameter of the electronic beam, the more resolution is achieved. This is why an SEM with a field emission electron gun gives higher resolution than an SEM with a thermal electron gun. The diameter of the electron beam emitted from a field emission electron gun is on the order of nanometres. The beam accelerating voltage determines the energy of the electron beam. Higher accelerating voltages increase the electron beam current and increase the energy of the electrons incident into the specimen which result in increasing the beam penetration into the specimen [112].

The signals emitted from the specimen when the electron beam is incident upon it include secondary electrons, backscattered electrons and X-rays. The secondary electrons are emitted due to inelastic collisions between the beam electrons and the electrons in the atoms of the specimen. The secondary electrons have low energy (< 50 eV), therefore they only escape from regions which are approximately less than 50 nm under the surface of the sample. Backscattered electrons are beam electrons which elastically collide with the sample’s atoms and change their direction to the surface of the sample. These electrons have high energy and can escape from deep regions under the surface of the sample. X-rays are released when the vacancies created due to the emission of the secondary electrons are filled by higher level orbital electrons. The emitted X-ray is a characteristic for each element and can be used to identify the composition of the sample. The X-rays have deeper escape depth than both secondary and backscattered electrons [112].

A JEOL JSM-6500F scanning electron microscope with an accelerating voltage of 15 kV was used in this study. This SEM has a thermally assisted field electron gun. To observe the dispersion in the bulk of the samples, a cryo-fracturing method was used. Plaque samples 2 mm in thickness were cooled in a liquid nitrogen for 15 min before being fractured and, consequently, exposing an internal surface from the material. This method exposes an internal surface from the nanocomposite without deforming or tearing the polymer in a way that might affect structural observation. A very thin layer of gold was sputtered on the samples to prevent charge accumulation during SEM examination.

3.6 Fourier transform infrared spectroscopy

Fourier transform infrared (FTIR) spectroscopy is a technique that can provide information about the chemical composition of a material. It is based on the interactions between infrared (IR) radiation and chemical components of the involved material. Whenever the frequency of the IR radiation matches the characteristic frequency of vibration of a functional group or molecule in the concerned material, IR absorption occurs and, thus,
the intensity of the radiation will decrease. By comparing the radiation intensity, with respect to the frequency, before and after passing through the sample, information about the chemical content of the sample can be deduced.

In the current study, this technique was used to observe the extent of crosslinking reaction and to monitor the concentration of different chemical groups in cured epoxy samples. Additionally, the technique was employed to characterise the surface chemistry of the Si₃N₄ nanopowder.

FTIR spectroscopy measurements were performed using a Perkin Elmer Spectrum GX spectrometer. The FTIR spectrum of each material was collected from 580 cm⁻¹ to 7800 cm⁻¹ in transmission mode; 32 scans were performed at 4 cm⁻¹ resolution. For cured epoxy, 70 mm thick samples were used without further preparation. For nanopowder, about 1 mg of the considered nanopowder was mixed with 150 mg of ground potassium bromide (KBr) and then the mixture was pressed into a KBr disc.
Chapter 4

Materials Processing and Sample Preparation

4.1 Introduction

The surface chemistry of a nanofiller is a key characteristic that crucially determines its impact on a host matrix. Within the boundary of a nanoparticle, the surface chemistry may affect the characteristics of the particle interphase, as outlined in section 2.4. When the particle is embedded in a polymeric matrix, the surface chemistry governs its interactions with the host polymer and thus affect the characteristics of the polymer interphase. Also, these interactions affect the dispersion of the nanoparticles within the polymer. Furthermore, the surface chemistry of the particles determines their tendency to adsorb water. Therefore, it is of paramount importance to precisely characterise the surface chemistry of a nanofiller before introducing it into a polymer matrix. This chapter is set out to characterise the surface chemistry of Si$_3$N$_4$ nanoparticles using FTIR spectroscopy. The chapter also investigate the influence of heat treatment on the surface chemistry of Si$_3$N$_4$ nanoparticles. In addition, the experimental procedure used to produce and process nanocomposite samples is illustrated in this chapter.

4.2 Basic materials

The basic materials used in this study are listed below, along with useful information about each of them, as provided by the manufacturers.

1- Silicon nitride: silicon nitride (Si3N4) amorphous nanopowder was utilized as the filler material in all the samples produced in this study. The powder was obtained from Sigma Aldrich (product number 636703); the manufacturer states a spherical shape and a particle size < 50 nm.

2- Silica: although silica nanoparticles did not used in any of the prepared nanocomposite samples in this study, studying its surface chemistry may be useful for understanding the surface chemistry of the Si$_3$N$_4$ nanoparticles. As indicated in section 2.7, the surface of Si$_3$N$_4$ may be partially oxidised to silica, therefore, comparing the FTIR spectra obtained from both Si$_3$N$_4$ and SiO$_2$ nanopowder and their interaction with water might provide better understanding for the surface chemistry of the Si$_3$N$_4$ nanoparticles. Specifically, the powder employed for this purpose was obtained from Sigma Aldrich (product number 637238) with a quoted particle size range of 10 - 20 nm.
3- Epoxy resin: the epoxy resin used in this study was DER 332, DGEBA based resin, obtained from Sigma Aldrich. This resin has a mean molar mass equalling 348 g/mol.

4- Hardener: the hardener used to cure the epoxy resin was Jeffamine D-230, aliphatic diamine hardener obtained from Huntsman.

4.3 Filler heat treatment and surface chemistry

4.3.1 Particle heat treatment at 200 °C

To remove the water molecules, which might be physically adsorbed on the surface, the nanopowder was dried at 200 °C. As discussed in section 2.7, at 200 °C, the surface hydroxyl or amine groups will not be affected [69]. This step was done to eliminate the possibility of forming water shells around the particles and, hence, offset the effect of water absorption. Furthermore; by monitoring the weight, the magnitude of the weight reduction after this heat treatment should provide an indication of the density of the OH groups on the surface of the nanoparticles.

Around one gram of both nano-Si$_3$N$_4$ and nano-SiO$_2$ were heated in a fan oven at 200 °C for one week. Results of mass monitoring (Table 4.1) indicate that the Si$_3$N$_4$ nanopowder showed a slight decrease in its weight while the silica nanopowder showed a considerable reduction in its weight. Compared with silica nanopowder, these results suggest that silicon nitride does not absorb a lot of water when it is stored under ambient conditions. This can be ascribed to the surface of silicon nitride being partially covered by amine groups, which are less polar than hydroxyl groups. Further, Fubini et al. [69] reported that the hydroxyl groups on silicon nitride have slightly less acidity than the corresponding ones on silica.

Table 4.1: Particles weight reduction due to the heat treatment.

<table>
<thead>
<tr>
<th>Nanofiller</th>
<th>Weight before heat treatment at 200 °C (mg)</th>
<th>Weight after heat treatment at 200 °C (mg)</th>
<th>Weight reduction percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si$_3$N$_4$</td>
<td>1024</td>
<td>1008</td>
<td>1.6</td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>1174</td>
<td>978</td>
<td>16.2</td>
</tr>
</tbody>
</table>

4.3.2 Particle heat treatment at 1050 °C

As proposed by the particle interphase model (section 2.4), the particle interphase may play a fundamental role in nanocomposite electrical behaviour. In order to investigate this proposition, part of the silicon nitride nanopowder was heated at 1050 °C for 10 h in a nitrogen environment, in an attempt to modify the particle interphase of the nanofiller. This heat treatment is expected to remove the active amine and hydroxyl groups, release any
foreign atom on the surface and produce a surface covered by stable siloxane bridges (section 2.7). According to the discussion in section 2.4, this will affect the charge traps and the electronic energy states within the particle interphase. Furthermore, this surface treatment is distinguished from other surface treatment by its simplicity, where it can produce a relatively well-defined surface chemistry. For example, in silane surface treatment, it is impossible to ensure that the silane molecules replace all the surface hydroxyl groups. Additionally, the silane molecules can condense with each other resulting in a complicated surface chemistry.

To discriminate between the two heat treatments, the powder which was dried at 200 °C is termed SiN, whereas the powder calcinated at 1050 °C is termed SiN-C.

4.3.3 Nanofiller surface chemistry

FTIR spectra obtained from the both the dried and calcinated Si$_3$N$_4$ nanoparticles are presented in Figure 2.1.

The FTIR spectra of dried nanoparticle confirm the existence of both the amine (NH) and hydroxyl (OH) groups. The absorption peak centred at 3422 cm$^{-1}$ is related to the OH vibrations and the overlapping band with a spike centred at 3140 cm$^{-1}$ is assigned to the NH vibrations [76, 113, 114]. The broadening of both of these peaks is an indicator of hydrogen bonded amine and hydroxyl groups, which also implies a high density for the presence of these groups [113, 114]. The sharp peak at 1400 cm$^{-1}$ corresponds to the Si$_2$-NH deformation mode [76]. The absorption at 1633 cm$^{-1}$ can be attributed to molecule water [115], the intensity of this peak does not decrease after heating the particles at 1050 °C indicating no physically adsorbed water was still present on SiN. The absorption between 750 cm$^{-1}$ and 1150 cm$^{-1}$ is due to two overlapping peaks, one at 965 cm$^{-1}$, which is attributed to the backbone vibration of Si-N-Si bonds, and the other at 1075 cm$^{-1}$, which is associated with the stretching vibration of Si-O-Si bonds (siloxane bridges) [76, 116]. The existence of Si-O-Si is indicative of part of the particle surface being oxidised to silica [75, 76]. The weak absorption between 2800 cm$^{-1}$ and 2900 cm$^{-1}$ can be assigned to C-H stretching. A similar C-H absorption was reported by Li et al. [75], who referred the existence of this bond to the reaction between SiN$_2$H and CO$_2$ absorbed from air. In conclusion, the FTIR spectra of the dried Si$_3$N$_4$ nanopowder indicate a complex surface chemistry characterized mainly by the presence of NH and OH groups, and impurities.

Heating the powder at 1050 °C (SiN-C) results in remarkably different spectra. The disappearance of the peaks at 3140 cm$^{-1}$ and 1400 cm$^{-1}$ evidently mark the removal of the NH groups. Furthermore, the peak at 1075 cm$^{-1}$ becomes stronger, whereas the peak at 965 cm$^{-1}$ becomes very weak. This implies a higher Si-O-Si concentration accompanied by depletion of some of the Si-N-Si bonds [75]. The weakness of Si-N-Si absorption and
the absence of the amine groups implies that this absorption originates from the Si-N-Si in the bulk of the particles, rather than on the surface, particularly since the spectra were collected in transmission mode [75]. Therefore, the spectra of calcinated Si$_3$N$_4$ particles suggest that the surface of the particles is covered by a silica layer. Additionally, the presence of a peak at 813 cm$^{-1}$, assigned to siloxane bridges, and the absence of any peak at ~951 cm$^{-1}$, which is normally observed for silica and assigned to Si-OH groups [115], suggest that the silica layer on the particles surface is terminated with siloxane bridges rather than silanol groups. The same conclusions about the surface chemistry of silicon nitride powder upon heating at > 1000 °C have been reported elsewhere [75]. To further confirm this above, FTIR spectra of a silica powder which was subjected to the same heat treatment (SiO-C), is collected and shown in Figure 4.2. Comparing the spectra of SiN-C and SiO-C shows that they are similar apart from two differences. The first one is that the Si-O-Si peak at 813 cm$^{-1}$ are stronger in case of SiO-C, which is expected, since the Si-O-Si bonds exist in the bulk and on the surface of these silica particles. The other difference is the absence of any absorption around 965 cm$^{-1}$ in case of SiO-C, which is due to the existence of this bond in the bulk of the silicon nitride powder and its absence in the bulk of the silica powder.

![Figure 4.1: FTIR spectra for SiN and SiN-C nanoparticles.](image-url)
4.4 Nanocomposite sample preparation

Initially, the required mass of the epoxy resin was weighed and degassed at 50 °C at full vacuum. This step is done to purify the resin from any absorbed water or solvent, and to warm the resin so as to reduce its viscosity and enable easier processing. To prepare a nanocomposite sample, the required mass of the nanofiller was added to the resin, according to the targeted filler loading ratio. It is worth mentioning that the filler loading ratio is defined as the weight of the added nanofiller as a percentage of the weight of the whole sample (the weight of the resin + the weight of the hardener + the weight of the filler). The nanofiller was manually mixed with the resin, and then a probe sonicator was used for 45 min to further disperse the particles. The selection of this method for dispersing the nanoparticles in the epoxy resin based upon the studies reported in [33, 108], which compared between different mixing regimes and found that using sonication can effectively disperse nanoparticles in an epoxy matrix. The duration of the sonication depended on the work of Yeung [117] who studied the impact of changing the sonication period on particle dispersion using SEM microscopy.

Subsequently, the hardener was added and thoroughly mixed with the resin using a magnetic stirrer for 15 min at room temperature. Once the hardener is added, the curing process will start, therefore, a care was taken not to allow the processing temperature to be greater than 40 °C in order to slow down the crosslinking reaction and increase the pot life of the mixture. After that, the mixture was degassed at 35 °C to for 20 min, before casting it into a steel mould, with a specified thick spacer, for curing. Based on the manufacturer’s instructions, the curing was performed in a fan oven for 2 h at 80 °C followed by 3 h of post-curing at 125 °C. After the curing process, the sample was left to slowly cool down.
for 12 h before taking it for further processing and examination. Each material type was produced in two thicknesses: 70 ± 5 µm for dielectric breakdown measurements and infrared spectroscopy, and 200 ± 10 µm for dielectric spectroscopy and DC conductivity measurements.

The above described preparation steps are summarised in the flowchart shown in Figure 4.3. Most of these steps are in accordance with epoxy nanocomposite preparation methods developed by a number of authors [33, 83, 108, 117, 118], and thus more information about different preparation methods can be found in these references.

![Flowchart](image)

**Figure 4.3:** A flowchart showing the experimental procedure used for sample preparation.

### 4.4.1 Resin : hardener mass ratio

a) Stoichiometric formulation:

The stoichiometric resin : hardener mass ratio can be achieved when each epoxy group has one counterpart active hydrogen atom in the amine group of the hardener. This ratio should give the maximum degree of crosslinking, where no epoxy or amine groups are left unreacted. Theoretically, this ratio can be calculated using the following equation [83]:
In this equation, the epoxy equivalent molar mass is the mass of the epoxy resin which gives one mole of epoxide group and the amine hydrogen equivalent molar mass is the mass of the hardener which gives one mole of active amine hydrogen. According to the manufacturers, the epoxy equivalent molar mass for DER 332 = 174 \text{ g/mol} and the amine hydrogen equivalent molar mass for Jeffamine D-230 = 60 \text{ g/mol}, thus, the optimum resin/hardener mass ratio is 1000/344.

Empirically, the stoichiometric ratio or the maximum degree of crosslinking is, in most cases, associated with the highest $T_g$ of the cured epoxy. Consequently, the optimum stoichiometric ratio can be obtained by changing the hardener/resin ratio and monitoring the $T_g$ of the cured product [119]. The empirical method should give a more accurate ratio, since it considers the actual work conditions. According to the manufacturer, the empirical stoichiometric ratio is very similar to the calculated one [65], hence the theoretical resin/hardener ratio of (1000/344) is taken as a reference and termed the stoichiometric or optimum ratio.

b) Non-stoichiometric formulations

The FTIR spectra has revealed the presence of amine groups on the surface of the Si$_3$N$_4$ nanoparticles, which can react with the epoxy groups in the resin. Therefore, the addition of Si$_3$N$_4$ nanoparticles may reduce the epoxy groups available for reaction with the hardener’s amine groups and, thus, affect the effective resin/hardener stoichiometry. Exploring this possibility necessitates firstly investigating the impact of changing the resin/hardener stoichiometry on the properties of the unfilled epoxy system, which is the subject of chapter 5, and then studying if there is a correlation between the addition of the nanofiller and changing the resin/hardener stoichiometry; if such correlation can be demonstrated, then this may be considered as an evidence for the expected effect of the nanofiller on the network stoichiometry. Therefore, the study will employ different resin/hardener ratios other than the stoichiometric ratio. At this point, it is convenient to define a new parameter, the hardener percentage ($HP$), to distinguish between different resin/hardener formulations. This parameter is defined by Eq. 4.2,

$$HP = \frac{\text{mass of the hardener used}}{\text{hardener stoichiometric mass}} \times 100 \%$$

where the hardener stoichiometric mass equals 0.344 of the resin mass. Based on this definition, formulations with $HP > 100 \%$ contain excess amine groups and are termed amine rich samples. Analogously, formulations with $HP < 100 \%$ are called epoxy rich samples.
4.4.2 Sample processing

After the curing process, the produced samples were directly stored in a vacuum oven with dried silica gel at room temperature for at least 14 days, in order to remove any water absorbed during the preparation process. At the end of this period, the mass of each sample was monitored and considered as the dry sample mass. At this point, the samples were split into two groups, dry samples and wet samples. The dry samples were kept in vacuum until performing the required measurements. The wet samples were exposed to controlled environment with a relative humidity (RH) of ~60 % and a temperature of 22.5 °C, and their masses were periodically monitored over a period of 14 days. After this period, the wet samples were subject to different characterisations to investigate the impact of water absorption on the considered properties. The selection of 60 % RH and 22.5 °C for the conditioning environment is because these conditions are similar to the lab ambient conditions, which reduces the change in the water content of the wet samples during their characterisation processes. If the difference between the two conditions is too big, then the considered sample may lose or gain water during its property characterisation process, depending on the lab conditions with respect to the chosen conditions.

4.4.3 Sample coding

The samples prepared in this study can be identified by two parameters, the employed resin/hardener formulation, which is represented by the HP, and the nanofiller used and its loading ratio. Accordingly, each sample was given a code which consists of two parts, the first part refers to the HP used in the samples and the other part refers to the filler loading. For example, E/100H/0 refers to an epoxy cured with 100 % hardener percentage (stoichiometric ratio) without any filler, this sample is taken as a reference for all other samples; 80HP/5SiN refers to an epoxy cured with 80 % hardener percentage (i.e. epoxy rich sample) and containing 5 wt% of dried silicon nitride nanoparticles; 110HP/2SiN-C refers to an epoxy cured with 110 % and filled with 2 wt% of calcinated silicon nitride nanoparticles.
Chapter 5

Effect of Resin/Hardener Stoichiometry on Electrical Behaviour of Unfilled Epoxy

5.1 Introduction

As was indicated in the previous chapter, it is suspected that the amine groups existing on the surface of Si$_3$N$_4$ particles chemically react with the resin’s epoxy groups. This implies that the particles could affect the resin/hardener stoichiometry, where incorporating Si$_3$N$_4$ nanoparticles might increase the active amine content. To investigate this hypothesis, the effect of changing the resin/hardener stoichiometry of the unfilled matrix is firstly investigated in this chapter. This provides background information for the next chapter, which investigates if there is any correlation between the effects of changing the resin/hardener stoichiometry and adding Si$_3$N$_4$ nanoparticles. Hence, this chapter emphasises investigating the effect of changing the stoichiometry on the molecular relaxation processes and the electrical properties of the unfilled epoxy. Changing the resin/hardener ratio results in changes in the crosslinking density and, consequently, the network structure of the cured epoxy. In addition, this will also affect the functional groups that are retained within the network: for example, in amine-cured systems, using formulations with excess hardener will increase the residual amine group content, whereas using formulations with excess resin will likely lead to an increase in epoxy group content. Furthermore, changing the crosslinking density will affect the concentration of hydroxyl groups that result from the reaction between epoxy and amine groups. Therefore, analysing the effect of resin/hardener stoichiometry on the electrical properties can give insights on how the network structure and the chemical composition each affect the electrical behaviour of the bulk material. Table 5.1 lists the samples prepared for this purpose along with the formulations used in each sample. The hardener percentage ($HP$) ranges from 60 % to 140 % of the hardener stoichiometric mass.
Table 5.1: Samples prepared for studying the stoichiometry effect.

<table>
<thead>
<tr>
<th>Sample code</th>
<th>Resin : Hardener mass ratio</th>
<th>Hardener percentage (HP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>60HP/0</td>
<td>1000 : 206</td>
<td>60%</td>
</tr>
<tr>
<td>70HP/0</td>
<td>1000 : 240</td>
<td>70%</td>
</tr>
<tr>
<td>80HP/0</td>
<td>1000 : 275</td>
<td>80%</td>
</tr>
<tr>
<td>90HP/0</td>
<td>1000 : 309</td>
<td>90%</td>
</tr>
<tr>
<td>100HP/0</td>
<td>1000 : 344</td>
<td>100%</td>
</tr>
<tr>
<td>110HP/0</td>
<td>1000 : 378</td>
<td>110%</td>
</tr>
<tr>
<td>120HP/0</td>
<td>1000 : 413</td>
<td>120%</td>
</tr>
<tr>
<td>125HP/0</td>
<td>1000 : 430</td>
<td>125%</td>
</tr>
<tr>
<td>130HP/0</td>
<td>1000 : 447</td>
<td>130%</td>
</tr>
<tr>
<td>140HP/0</td>
<td>1000 : 482</td>
<td>140%</td>
</tr>
</tbody>
</table>

5.2 Glass transition process and network structure

The glass transition temperature for each of the samples in Table 5.1 is shown in Figure 5.1. As would be expected, the theoretical stoichiometric ratio (HP = 100 %) leads to the highest $T_g$. Deviating from the stoichiometric ratio, $T_g$ decreases but not in a symmetric way: $T_g$ decreases more sharply for the epoxy rich samples. Comparable variations in $T_g$ have been reported previously [63, 120] for similar resin and hardener systems.

![Figure 5.1: The glass transition temperature for all formulations.](image)

As reviewed in section 3.1, for crosslinked polymers, $T_g$ can be affected by the stiffness of the segments between crosslinking points, the free volume content and the crosslinking density. Considering first the rigidity of the segments between the crosslinking joints, the polyether diamine molecules in the Jeffamine D-230 are more flexible than the DGEPA
molecules in the DER-332, which would suggest that samples containing an excess of epoxy molecules should exhibit a higher $T_g$. However, the results presented above demonstrate the reverse, which implies that the segment rigidity is not the dominant factor.

The free volume content depends on the regularity of the polymer chains and their ability to pack efficiently [121]. Both the resin and the hardener used in this study are linear aliphatic molecules, which does not enable easy correlation between the regularity of the polymer chains and the free volume content of the system. However, previous work has concluded that crosslinking imposes steric restrictions on the polymer segments near the crosslink junctions, which reduces the packing efficiency and consequently increases the local free volume content [121, 122]. Indeed, for a similar resin and hardener system to the one used here, Morgan et al. [120] reported that the cured epoxy corresponding to the stoichiometric formulation had a minimum in the macroscopic density, compared with other formulations. This would suggest that the system with $HP = 100\%$ contains more free volume. However, at temperatures near $T_g$, crosslinking can limit the divergence of chain segments, which consequently reduces the thermally induced free volume within the system [122]. As a consequence, the influence of free volume content on $T_g$ is dominated by the crosslinking density and, therefore, we suggest it is this factor that largely determines the form of the data shown in Figure 5.1. This assertion is supported by dynamic mechanical characterization data reported elsewhere [120] for the same resin, albeit cured with a similar, but different, amine hardener (Jeffamine T-403). This study showed that the crosslinking density and $T_g$ are well correlated and follow similar trends; both decrease more sharply for formulations containing excess epoxy. The asymmetry in the derived crosslinking density might be related to the fact that each hardener molecules in the Jeffamine D-230 is terminated with primary amine group and thus can react with two resin molecules, whereas each molecule in the DEGBA resin is terminated with one epoxy group and thus can react with one hardener molecule. Therefore, when there is an excess of the amine groups, some of the amine groups may react with one epoxy group and convert into a secondary amine. This can slightly affect the crosslinking degree since the hardener molecule is still connected. For the case of excess epoxy groups, each unreacted epoxy group leads to unconnected terminal of one resin molecule and, consequently, have relatively more impact on the crosslinking density.

FTIR spectra obtained from specimens prepared from different stoichiometric ratios are presented in Figure 5.2. For samples where $HP < 100\%$, an absorption peak is evident near 915 cm$^{-1}$, which is assigned to the resin’s epoxy groups [123]; the intensity of this increases monotonically with decreasing $HP$ in this composition range. For samples with the stoichiometric formulation or with an excess of hardener ($HP > 100\%$), this peak disappears. Thus, we conclude that for epoxy rich samples, a fraction of the epoxy groups is left unreacted while, in the amine-rich systems, all are consumed during curing. Other key FTIR feature is located in the wavenumber range 3150 to 3650 cm$^{-1}$. For epoxy rich
samples, this feature is related to the hydroxyl groups, generated from the crosslinking reaction, which result in a broad absorbance peak centred at \( \sim 3420 \text{ cm}^{-1} \) [124]. For amine rich samples, additional overlapping absorption centred at \( \sim 3300 \text{ cm}^{-1} \) occurs, which is associated with residual amine groups; the appearance of this as a single peak at a relatively low wave number is indicative of the presence of secondary (rather than primary) amine groups [124]. This peak is evident only in amine rich formulations, where its intensity increases monotonically with increasing \( HP \) above 100 \%, thereby indicating the presence of retained N-H groups (i.e. unreacted secondary amines) in these formulations. Compared with the stoichiometric formulation, the FTIR spectra show that the breadth and strength of the hydroxyl peak decrease for all other formulations, with a more pronounced decrease for formulations with \( HP < 100 \% \). Hence, the FTIR spectra indicate that the concentration of the hydroxyl group decreases for all non-stoichiometric formulations, particularly for epoxy rich formulations. The hydroxyl concentration will be revisited in the next section.

The increase in absorption in the range 2500 - 2800 \( \text{cm}^{-1} \) as a function of \( HP \) is attributed to an increase of the aliphatic C-H bonds present in the hardener, even though absorption around 2900 \( \text{cm}^{-1} \) is saturated [125, 126].

![Figure 5.2: FTIR spectra for selected samples.](image)

On the basis of the spectral data presented above, it is possible to represent, schematically, the effect of resin stoichiometry on network structure. Figure 5.3 does this for a number of \( HP \) values in the range 50 \% to 200 \% and is based on the DER-332 resin behaving as a bifunction monomer, being terminated with an epoxide group at either end, while the hardener is a quarto-functional moiety. It is assumed that the reaction rate of the primary amine is higher than that of the secondary amine, as evinced by the FTIR data shown above and also reported by Morgan et al. [120], and that no epoxy group is left unreacted while there is an available amine group and vice versa (i.e. complete reaction). For formulations containing excess epoxy (\( HP < 100 \% \)), all the primary and secondary amines will react,
leaving a fraction of unreacted epoxy groups within the network, as terminal end groups or unreacted resin (see Figure 5.3a). In the case of formulations that contain an excess of hardener, the primary amine hydrogens will react first and, thus, in the case of $HP = 150\%$ (see Figure 5.3c), all primary amine hydrogen will react, while only one third of the secondary amine hydrogen will be consumed. Based on the above assumptions, the average molecular mass between crosslinks ($M_c$) is calculated and shown in the same figure.

(a) $HP = 50\%$
- Half of epoxy is consumed
- All $-\text{NH}_2$ and $-\text{NH}$ are reacted
- $M_c = \infty$

(b) $HP = 100\%$
- All epoxy, $-\text{NH}_2$ and $-\text{NH}$ are consumed
- $M_c = 313\ \text{g/mol}$

(c) $HP = 150\%$
- All epoxy and $-\text{NH}_2$ are reacted
- One third of $-\text{NH}$ is reacted
- $M_c = 908\ \text{g/mol}$

(d) $HP = 200\%$
- All epoxy and $-\text{NH}_2$ are reacted
- No $-\text{NH}$ is reacted
- $M_c = \infty$

Figure 5.3: A schematic representation of the network structure as a function of hardener percentage.

Many studies have indicated that, in addition to epoxy/amine reaction, additional chemical processes can also occur during the curing process. For example, the hydroxyl groups
generated by the epoxy/amine reaction may react with epoxy groups in the resin to form ether bonds, or the epoxy groups may react with each other (homopolymerization), particularly at high temperature [27, 28]. However, the FTIR data presented above provide no evidence for this. Also, the dependence of $T_g$ on amine/epoxy stoichiometry discussed above does not imply that the extent of such reactions is significant since, particularly for epoxy rich systems, the existence of such reactions would lead to additional crosslinking processes that would tend to hinder the acute decrease in $T_g$ observed with decreasing $HP$. Nevertheless, to investigate this hypothesis further, selected samples were postcured at 160 °C for 3 h in a nitrogen environment. The results (Figure 5.4) indicate that the post-curing results in a slight increase in $T_g$ (<2.5 °C), which is within the experimental uncertainties of the measurements. Furthermore, this slight increase is not specific to the epoxy rich samples, which implies that none of the above mentioned side reactions plays a significant role in the crosslinking process under the range of conditions considered here. The same conclusion was drawn by Bell [127], for a DGEBA resin cured with an aromatic diamine, and by Kolar and Svitalova [128], neither of whom reported extensive reactions between the hydroxyl and epoxy groups. Consequently, this signifies that the dominant crosslinking reaction is associated with the amine/epoxy reaction.

![Figure 5.4: Effect of post-curing on $T_g$ of selected samples.](image)

Figure 5.4: Effect of post-curing on $T_g$ of selected samples.

The increase in the heat capacity ($\Delta C_p$) across the glass transition is shown in Figure 5.5 as a function of $HP$. For amine rich samples, $\Delta C_p$ increases monotonically with increasing $HP$. This trend might be attributed to the flexibility of the hardener molecules compared with the resin molecules; the latter contain bulky epoxy and phenol groups. At high $HP$, some of the amine groups react with only one of their hydrogen atoms, see Figure 5.3c, which produces relatively flexible linear reaction points. This increases rotational and conformational motions brought by the rubbery state in amine rich formulations. For the same ER system, other workers [121, 129] observed an increase in $\Delta C_p$ when increasing the length of the hardener molecules, i.e. increasing the number of the oxypropylene units.
in Figure 2.9a, which is in line with the trend obtained here for amine rich formulations. For resin rich samples, $\Delta C_p$ appears to increase slightly at $HP = 90\%$ before decreasing at $HP = 80\%$, albeit that these variations are within the uncertainties shown. Thereafter, $\Delta C_p$ decreases sharply at $HP = 70\%$. The data are not shown for $HP = 60\%$, since the DSC used cannot give reliable information near room temperature. The initially slight increase in $\Delta C_p$ for $HP = 90\%$ might be a reflection of a marked reduction in the crosslinking density at this formulation. However, on further reducing $HP$, the network will mainly consist of relatively rigid resin molecules, which allows less segmental motion upon entering the rubbery state. A comparable relation between $\Delta C_p$ and hardener ratio was reported by Calventus et al. [130] for DEGBA epoxy cured with a similar polyether amine hardener.

The glass transition width, $\Delta T_g$, for all formulations is displayed in Figure 5.6. The transition width increases for the formulations with hardener percentage far away from 100\% on both sides. This reflects increasing heterogeneity in networks with either excess epoxy or excess amine. For excess amine formulations, this heterogeneity can be detected from the illustrations in Figure 5.3c and d, where the distance between neighbouring network nodes may be as short as one molecule or as long as a sequence of resin and hardener molecules. A comparable explanation can be proposed when $80\% < HP < 100\%$, where competition for the available amine moieties leads to local variations in crosslinking density. A similar general form of behaviour to that described above was reported by Gupta et al. [131]. In this case, the glass transition process was examined using dynamic mechanical analysis and found to broadening, notably for hardener rich samples. However, for $HP = 70\%$, Figure 5.6 reveals a sharp decrease in $\Delta T_g$, which implies the formation of a more homogenous molecular structure or, more likely, that as the crosslink density drops (see Figure 5.3a), so the system is able to act in
a more cooperative manner. That is, the observed glass transition is influenced by both structural and dynamical factors.

Figure 5.6: The width of the glass transition as a function of HP.

The enthalpy relaxation area for all samples is shown in Figure 5.7 as a function of HP. Comparing these data with the $T_g$ results shown in Figure 5.1 reveals that the variation in enthalpy relaxation is the inverse of the variation in $T_g$ and, correspondingly, in the crosslinking density. Similar trends have also been reported by other workers [101, 130]. In the rubbery state (i.e. prior to vitrification during curing), the polymer segments have sufficient energy to move away from their equilibrium positions and, consequently, the lower the crosslinking density, the further the segments can be displaced. Consequently, at low crosslinking densities, the polymer segments need more energy to return to their equilibrium positions, which explains the trend observed in Figure 5.7.

Figure 5.7: The enthalpy relaxation area as a function of HP.
5.3 Dielectric Spectra

The effect of changing the stoichiometry on the dielectric spectrum is shown in Figure 5.8 for epoxy rich samples at room temperature. For the sample corresponding to the theoretically ideal stoichiometric formulation, \( HP = 100 \% \), a broad \( \beta \) relaxation process can be observed starting at frequencies higher than 1 MHz and extending down to frequencies around 10 Hz. The breadth of this relaxation suggests that it is related to a distribution of segmental motions with different activation energies, where the motions with low activation energy are responsible for the high-frequency part of the relaxation and the motions with high activation energy are responsible for the low-frequency part [132]. The peak of this relaxation is at approximately \( 4 \times 10^4 \) Hz and its strength is \( \sim 0.6 \) (evaluated by calculating the increase in \( \varepsilon'_r \) between 1 MHz and 10 Hz). The \( \beta \) relaxation also appears in the epoxy rich samples, albeit that both its strength and breadth monotonically decrease with reducing amount of hardener, as shown in Figure 5.8b. Additionally, the peak of this relaxation moves slightly to higher frequencies. Comparable trends for the relaxation strength and breadth have been reported for similar epoxy/amine systems when reducing the crosslinking density [133, 134]. Many studies have claimed that the \( \beta \) relaxation in such systems is associated with the crankshaft rotation of the hydroxyether group (\( -\text{CH(OH)}-\text{CH}_2-\text{O}^- \)) that is generated at each crosslink point due to the reaction between the epoxy and amine groups [133-135]. Based on this assumption, the \( \beta \) relaxation strength should have a direct relation with the crosslinking density. Thus, at \( HP = 100 \% \), the \( \beta \) relaxation should have the highest strength, which agrees with the results presented in Figure 5.8b. From the analysis conducted to produce Figure 5.3, the number of crosslinking junctions (epoxy/amine reactions) per unit volume of the cured sample was estimated as a function of \( HP \) and presented in Figure 5.9 after normalizing it to its maximum at \( HP = 100 \% \). Also illustrated in Figure 5.9, the strength of the \( \beta \) relaxation, which is derived from the measured spectrum for each formulation. The strength of the \( \beta \) relaxation correlates with the density of epoxy/amine reaction for epoxy rich samples. However, the reduction in the \( \beta \) relaxation strength is sharper than that predicted by the concentration of the crosslinking nodes. This might be caused by the reduction of the activation energy of some of the segmental motions that contribute to this relaxation with reducing the crosslinking density [132], which suggests that part of the relaxation moves to higher frequencies. Two consequences of this explanation would be expected. First, the strength of the low-frequency component of the relaxation should decrease with decreasing crosslinking density, which is the case in Figure 5.8. Second, part of the relaxation should move to higher frequencies and might manifest itself as a new relaxation process or as an extension of the existing \( \beta \) relaxation to higher frequencies, i.e. beyond the range accessible here. Indeed mechanical spectroscopy results described in [121] indicate the emergence of a new relaxation peak beside the \( \beta \) relaxation at a lower temperature for loosely crosslinked systems. This explanation is also in line with the
gradual increase in the real relative permittivity at 1 MHz from around 3.6 for $HP = 100\%$ to around 4 for $HP = 60\%$.

Figure 5.8: The dielectric spectra for epoxy rich samples at room temperature.

Figure 5.9: The number of the crosslinking junctions per unit volume and the $\beta$ relaxation strength normalized to their maximum at $HP = 100\%$. 
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Another relaxation process starts appearing for $HP = 70 \%$ and is clearly visible for $HP = 60 \%$ in Figure 5.8b. The $T_g$ for these two samples is close to the spectroscopy measurement temperature (~23 °C), which indicates that this relaxation process is associated with the main relaxation process occurring at the glass transition, the $\alpha$ relaxation.

Concerning the real part of the permittivity ($\epsilon_r'$), at low frequencies, it decreases as $HP$ falls from 100 % to 70 %, as shown in Figure 5.8a. This reduction can be ascribed to the reduction in the density of hydroxyether groups, as discussed earlier. Hence, decreasing $HP$ from 100 % to 70 % results in a reduction in the $\beta$ relaxation strength and, correspondingly, the magnitude of $\epsilon_r'$ of the resulting network. However, at $HP = 60 \%$, $\epsilon_r'$ increases to around the same values as for the sample where $HP = 100 \%$. This might be a result of the enhancement of the contributions from other moieties enabled by the dramatic reduction in the crosslinking, particularly since, at the measurement temperature, the network is not far from its rubbery state for $HP = 60 \%$. This could be deduced from the appearance of the $\alpha$ relaxation for $HP = 60 \%$.

Dielectric spectra for amine rich samples are shown in Figure 5.10. As can be predicted from the trends discussed above in connection with Figure 5.9, the $\beta$ relaxation strength smoothly decreases as $HP$ increases from 100 % to 140 %, due to the consequent reduction in the hydroxyether group density. Similar to what was stated for epoxy rich samples, the decrease in the $\beta$ relaxation strength is sharper than would be expected by estimating the hydroxyether group density. This can again be explained by a displacement of part of the $\beta$ relaxation to higher frequencies for loosely crosslinked networks. No $\alpha$ relaxation process is observed for the amine rich samples, since none of these samples is close to its $T_g$ during these measurements.
5.4 DC conductivity

The effect of stoichiometry on charge transport was characterised by measuring the DC conductivity at an applied field of 42 kV/mm at temperatures up to 60 °C. Before starting the measurements, each sample was put inside the measurement cell at the specified temperature for around 10 min so as to stabilize its temperature. All samples were stored under dry conditions in a vacuum desiccator until starting the measurement. However, there was no control over the humidity level during the measurement process itself.

Figure 5.11 presents the DC conductivity results obtained from all samples at a temperature of 30 °C. For the epoxy rich samples (Figure 5.11a), apart from sample 60HP/0, the DC conductivity of all other samples is comparable. The high scatter in the results indicates a low signal to noise ratio. This implies that for specimens with a conductivity around $10^{-17}$ S/cm or lower the facilities used to measure the DC conductivity give noisy results, which might be caused by reaching the lower limit of the sensitivity of the picoammeter used. Therefore, the results obtained from the samples with $70 \% < HP < 100 \%$ cannot reveal whether the reduction in the amine content leads to a decrease in the DC conductivity, albeit it is clear that it does not cause a significant rise in the DC conductivity.
For sample 60HP/0, unlike the other samples, a noticeable increase in the DC conductivity can be observed. At temperature of 30 °C, this sample is very close to its \( T_g \), see section 5.2, and it might enter into its rubbery state gradually. Thus, the rise in the DC conductivity of sample 60HP/0 is a consequence of its being in rubbery state during the measurement, rather than being related to a change in the sample’s chemical composition or network architecture. This explanation is based on the DC conductivity of the same sample at different temperatures as will be detailed below, see Figure 5.13. For the amine rich samples, the data in Figure 5.11b obviously reveal that the DC conductivity increases steadily with rising the hardener percentage, \( HP \). The gradual increase in the DC conductivity versus time in Figure 5.11 might be related to water absorption by the regarded samples during the measurement period. Water absorption is discussed in section 5.6.

![Figure 5.11: DC conductivity at 30 °C and applied field of 42 kV/mm for (a) epoxy rich samples and (b) amine rich samples.](image-url)
To examine the time dependence of the DC conductivity over longer time periods, one sample (90HP/0) was tested for 12 hours and the result is shown in Figure 5.12. From this, the DC conductivity appears to increase slightly with time, which can be related to water absorption from the ambient environment during the measurement process, as will be discussed in section 5.6. However, no dramatic change in the DC conductivity could be observed. Hence the DC conductivity measurements were performed for two hours for most of the samples.

![Figure 5.12: DC conductivity for sample 90HP/0 at 30 °C and 42 kV/mm throughout 12 h of testing.](image)

Measurements comparable to those conducted at 30 °C were performed at room temperature (23 °C), 45 °C and 60 °C and the resulting data were averaged at each temperature and presented in Figure 5.13. These data show that increasing the temperature results in an increase in the DC conductivity, but that the relation is not linear. As the temperature approaches $T_g$ for the particular sample, the DC conductivity increases much more sharply. Being close to the rubbery state enhances the movement of any ionic residues available within the network, such as Na$^+$ and Cl$^-$ ions which are generated as by-products during the synthesis process of many commercial DGEBA resins [136]. Hence, as the material enters its rubbery state, the contribution from ionic conductivity increases and, consequently, the whole DC conductivity increases.

At room temperature, when all samples are well in their glassy state, these data indicate that the DC conductivity increases steadily with increasing HP. Such behaviour may be associated with either or both of two factors that are affected by changing HP: the network structure; the chemical constituents of the network. As established earlier, increasing or decreasing HP beyond the stoichiometric ratio (i.e. $HP=100\%$) results in a less crosslinked network with enhanced segmental dynamics at a given temperature, which means that the network structure does not monotonically change with HP. Since the measured DC conductivity increased monotonically with increasing HP from 60 % to 140 %, it cannot be correlated with the variation that occurs in the network dynamics or architecture. Therefore, in the glassy state, the DC conductivity of the epoxy networks should be
primarily related to their chemical content. Virtanen et al. [92] studied the impact of introducing electroactive groups (i.e. modifying the chemical content) into an epoxy matrix by adding two types of surface modified silica nanoparticles. Particles functionalized with long epoxy compatible molecules resulted in improved particle dispersion, but had only a marginal effect on electrical behaviour. Treating the same particles with short electroactive molecules, namely oligothiophene and ferrocene, produced a substantial beneficial influence on dielectric performance. The authors argued that the electroactive molecules offer new energy states that could trap electrons and, thus, affect charge transport dynamics within the system. A similar conclusion was drawn by Siddabattuni et al. [137], who found that the inclusion of nanoparticles functionalized with electron-withdrawing functional groups led to a nanocomposite with reduced DC conductivity, whereas the inclusion of electron-donating functional groups, such as amine groups, resulted in increased DC conductivity. These studies suggest that the electrical behaviour of a material is sensitive to the electroactivity of the system. In the systems investigated here, the main electroactive groups, which are affected by modifying HP, are the hydroxyl and the amine groups. The concentration of hydroxyl groups was discussed and shown in Figure 5.9 as a function of HP. The amine groups mainly exist in the amine rich formulations and their concentration increases with increasing HP. Consequently, the slight decrease in the DC conductivity for epoxy rich samples may be associated with the lower concentration of hydroxyl group. For amine rich samples, since the hydroxyl content decreases as HP increases, the significant rise in the DC conductivity might be related to the increase in the amine group concentration in these samples.

![Graph](image-url)

Figure 5.13: DC conductivity averaged over two hours at different temperatures and applied field of 42 kV/mm, breakdown occurred at 60 °C for HP = 60 %.
Considering the DC conductivity and dielectric spectroscopy results in concert suggests that while the polar amine groups do not obviously affect the dielectric constant of the material, they do significantly influence charge transport. Being part of the backbone chains that make up the network, the amine groups will possess limited rotational/conformational mobility and, consequently, it will be difficult for them to reorient in response to the electric field. This, therefore, limits their contribution to the orientation polarization and, hence, to the permittivity. Conversely, the electroactive character of the amine and hydroxyl groups might alter the local density of states [138] in a way that increases the electronic conductivity without the need for any rotational or conformational motions. This again emphasizes that the dielectric performance is more sensitive to the electroactive character of the network constituents rather than to its segmental dynamics.

5.5 DC and AC breakdown strength

DC breakdown data obtained from selected samples are plotted assuming a two-parameter Weibull distribution in Figure 5.14. Derived Weibull scale and shape parameters for these samples at the 63.2 percentile with error bars that represent the 95 % confidence bounds are shown in Figure 5.15. For \( HP > 100 \% \), the DC breakdown strength decreases monotonically with increasing amine content while, for samples with \( HP < 100 \% \), the Weibull scale parameter increases slightly with decreasing \( HP \) up to 80 % before decreasing for \( HP = 60 \% \), albeit that these latter variations are not statistically significant. These results broadly correlate with the DC conductivity values measured at room temperature, as breakdown testing was also performed at room temperature. Being well below \( T_g \), the DC conductivity and, consequently, the DC breakdown strength are mainly affected by the hydroxyl and amine content, this is applicable to samples with \( HP \geq 80 \% \). However, on approaching the rubbery state, the DC conductivity might be enhanced by other mechanisms such as enabling more ionic conduction as could be revealed from the results at \( HP = 60 \% \).
Figure 5.14: Weibull plot of DC breakdown strength for selected samples.

Figure 5.15: DC Weibull scale parameter (top) and shape parameter (bottom) as a function of HP, the error bars indicate the 95% confidence bounds.

The effect of changing the hardener percentage on the AC breakdown strength is shown in Figure 5.16 and the Weibull parameters for all samples are presented in Figure 5.17 with error bars that indicate the 95% confidence bounds. There are no significant changes to
the Weibull scale parameters of the measured samples, which range between 210 and 226 kV/mm with overlapping confidence bounds. Thus, these results do not support any correlation between the AC breakdown strength and the material formulation within the composition range considered here. Unlike the DC breakdown strength, which broadly correlates with the DC conductivity, the AC breakdown strength seems to be unaffected by variations in the DC conductivity, which implies that the AC and DC breakdown strengths are controlled by different mechanisms. This conclusion is in line with other experimental findings [22, 139-141], which also show that the AC breakdown strength does not correlate with variations in DC conductivity or DC breakdown strength. Grzybowski [139] studied the impact of water absorption on AC and DC breakdown strengths of polyethylene terephthalate and found that, compared with the sharp reduction in the DC breakdown strength, the AC breakdown strength only showed a relatively slight reduction due to water absorption. This implies that the uniform distribution of water molecules inside the insulation material has a more detrimental effect on DC breakdown than on AC breakdown. Huang [22] reported that adding surface treated nanoparticles into a polyethylene matrix reduced the AC breakdown strength, even though it reduced the value of DC conductivity to below that of the unfilled matrix. The authors attributed this behaviour to the defects and free volume that were introduced by the addition of the nanoparticles. This is in accordance with the finding in [140], which indicated that the AC breakdown strength is more sensitive to the presence of defects or deficiencies in insulation materials. In the systems investigated here, since the amine and hydroxyl groups, which affect the conductivity, are uniformly distributed throughout the material, they should not produce defects and, thus, should not severely affect the AC breakdown strength.

Figure 5.16: Weibull plot of AC breakdown strength for all samples.
Figure 5.17: Weibull scale parameter (top) and shape parameter (bottom) versus hardener percentage, the error bars are based on 95% confidence bounds.

5.6 Moisture absorption and its effect on electrical properties

The water uptake for all samples was observed by exposing them to a controlled environment with a temperature of 22.5°C and relative humidity of ~60% and monitoring their masses regularly over a period of 14 days. Water absorption curves as a function of exposure time for selected samples are plotted in Figure 5.18, assuming Fickian water diffusion. The presented curves are based on mass measurements obtained from 70 µm thick specimens. Initially, water uptake increases linearly with the square root of time, which indicates that water diffuses in the samples according to a Fickian mechanism. The data show that the slope of the linear part of the curves and, consequently the diffusion coefficient, progressively increases with increasing amine content, or HP. Similar behaviour has been reported elsewhere [142]. The data indicate that for 70 µm thick specimens, the water uptake reaches around 40% of its saturation value within 30 min. No significant increase in the water uptake occurred after one day of exposure to the conditioning atmosphere, which indicates that all samples are effectively saturated by this point. Since the conditioning environment is similar to laboratory ambient conditions (21 – 25°C, 40 – 60% RH), these figures suggest that moisture absorption can substantially affect the data obtained from different characterization measurements. For example, if a
dry sample, i.e. taken from a vacuum oven or a desiccator, is exposed to ambient laboratory conditions for a few minutes during the measurement process, then it would absorb a relatively significant amount of water, such that the sample should no longer be considered dry. The consequences of this were observed in the DC conductivity results presented in section 5.4, where the DC conductivity of dry samples was found to increase gradually with time during the measurement period of 2 h. Consequently, this factor should be carefully identified and taken into account when analysing experimentally obtained results.

Regarding equilibrium water uptake values, Figure 5.19 shows these values for all samples as a percentage of their dry mass. Apart from the formulation with \( HP = 60 \% \), water uptake increases with increasing \( HP \). Water absorption depends on two factors, the concentration of polar sites within the system and the free volume content \([122]\). The latter factor is affected by the temperature, particularly when it is near or higher than \( T_g \) of the relevant sample. Furthermore, the free volume content can result in a considerable effect on the water absorption only when the polar content factor is offset \([133]\). In the systems considered here, the polar content is related to two polar groups: the hydroxyl group, generated from the reaction between the epoxy and amine groups; residual amine groups from the hardener \([143]\). As was detailed in section 5.3, the concentration of the hydroxyl groups increases sharply on increasing \( HP \) from 60 \% up to 100 \%, where it reaches its maximum, and then it decreases slightly on further increasing \( HP \) from 100 \% to 140 \%. Consequently, both the hydroxyl and amine group concentrations increase with increasing \( HP \) up to 100 \%. Increasing \( HP \) beyond 100 \% leads to a slight reduction in the OH concentration, while the total OH and amine content continues to increase for \( HP > 100 \% \) as a consequence of increasing the hardener percentage. Accordingly, the polar content is proportional to \( HP \). Therefore, the increase in equilibrium water uptake with increasing \( HP \) correlates well with the increase in the polar site concentration and, thus, the results obtained here are consistent with the conclusion drawn by Soles \([133]\), who suggested that the network water uptake is predominantly controlled by the concentration of included polar sites, rather than the network structure itself.

For \( HP = 60 \% \) (sample 60HP/0), although its polar content is supposed to decrease, the data indicate that its water uptake does not decrease. Such behaviour might be explained by the effect of the other factor, the free volume content. At the conditioning temperature (~22.5 °C), this sample, which has \( T_g < 35 \) °C, is very near to its rubbery state. According to Soles \([133]\), the broad segmental motion that accompanies entering into the rubbery state leads to a significant increase in water uptake by generating more rooms (free volume) for water molecules to be absorbed and packed inside the polymer network. This might explain the slight increase in the water uptake seen in this sample.
Figure 5.18: Water uptake as a function of time, obtained from 70 μm thick specimens.

Figure 5.19: Saturation water uptake as a function of hardener percentage.

The absorbed water molecules may form hydrogen bonds with the polar sites within the epoxy network. Additionally, the water molecules may chemically react with the epoxy network, which would lead to an irreversible absorption of water. To examine the reversibility of the water absorption, the same selected samples were dried under vacuum at room temperature (22.5 °C) and their masses were monitored regularly as illustrated in Figure 5.20. These data show that the samples rapidly lose more than 80 % of the absorbed water within 2 h and return to their dry mass after 1 day of vacuum drying. Thus, the results indicate that the water molecules diffuse into the epoxy matrix forming only hydrogen bonds, such that water absorption is reversible.
In the following subsections, the samples which are exposed to the conditioning atmosphere for around 14 days are called ‘wet samples’.

### 5.6.1 Moisture absorption effect on $T_g$

The absorbed water molecules can form hydrogen bonds with the network polar sites, replacing other inter- or intra-segmental hydrogen bonds as illustrated in Figure 5.21. This results in more flexible polymeric segments, reduces the rigidity between the crosslinking junctions and consequently reduces $T_g$ of the network. Figure 5.22 clearly shows this effect on $T_g$ where the water absorption reduces $T_g$ and the reduction in $T_g$ is broadly proportional to the water uptake. The data indicate that each 1 wt% of absorbed water causes on average around 9.5°C reduction in $T_g$. Comparable values for the impact of water absorption on $T_g$ were reported in [144, 145] for similar amine/epoxy systems. From the dielectric performance perspectives, reducing the $T_g$ will enable more ionic conduction and, thus, moisture uptake will reduce the working temperature range of epoxy networks.

Figure 5.22 does not show the $T_g$ for HP = 60 % since the DSC used here cannot give useful information in low temperature range, around 30 °C, where the $T_g$ of this formulation is expected to lie.
Figure 5.21: (a) possible inter- or intra-segmental hydrogen bonds in dry network, (b) possible hydrogen bonds between water molecules and polar sites in wet network.

Figure 5.22: The effect of water absorption on $T_g$.

5.6.2 Moisture absorption effect on the dielectric spectra

Dielectric spectra obtained from all the wet samples are shown in Figure 5.23, for epoxy rich samples, and Figure 5.24, for amine rich samples. The water molecules increase the polar content within the material, which leads to a higher relative permittivity. The dielectric spectra show that $\varepsilon'_r$ increased in reasonable agreement with the water uptake. These data also show that the absorbed water affects the imaginary part of the relative permittivity ($\varepsilon''_r$). Bulk water exhibits a main relaxation process at a very high frequency (~20 GHz at 20 °C) and other relaxations that take place at even higher frequencies [146]. However, it has been shown that water molecules relax at lower frequencies when they are bounded to other polar moieties within a matrix [147, 148]. Furthermore, the bound water relaxation is affected by the dynamics of the moieties to which the water molecules are
bound and, in many cases, the bound water molecules have been found to relax in phase with these moieties [27, 149]. Indeed, the dielectric spectra obtained here indicate that a significant part of the absorbed water manifests itself as a relaxation process similar to the \( \beta \) relaxation observed in the dry samples and, thus, strengthens the existing \( \beta \) relaxation, as can be seen by comparing the spectra of the dry and wet samples; this is shown in Figure 5.25 for selected samples. This suggests that a fraction of the absorbed water is bound to the polar content that is responsible for the \( \beta \) relaxation in the epoxy network, which is in line with the impact of the absorbed water on \( T_g \), where the bounded water masks the network polar groups from forming intra- or inter-segmental hydrogen bonds (see Figure 5.21). The other part of the absorbed water may be bound to other polar moieties that relax at frequencies higher than the range accessible here (i.e. at frequencies > 1 MHz) and/or may represent unbound or isotropically mobile water clustered within the free volume inside the epoxy matrix and, thus, relax at much higher frequencies [143, 150, 151].

Many authors have tried to evaluate the ratio of the bound and unbounded water, by observing the increase in the value of \( \varepsilon'_\infty \) at different frequencies that results from the absorbed water, [142, 143]. As stated above, in the current investigation, the absorbed water can be divided into two parts: the first part represents the water that relaxes at frequencies > 1 MHz and can be evaluated by calculating the increase in \( \varepsilon'_\infty \) at 1 MHz between the wet and dry samples, and the other part represents the water that relaxes in phase with the \( \beta \) relaxation (i.e. from 1 MHz to 10 Hz) and can be evaluated by calculating the increase in the strength of the \( \beta \) relaxation due to the absorbed water. Figure 5.26 shows the increase in \( \varepsilon'_\infty \) due to each of these parts for all samples. This estimation shows that on average about 60 % of the absorbed water relaxes between 1 MHz and 10 Hz, which suggests that ~60 % of the absorbed water is bound to the polar groups that result in the \( \beta \) relaxation. Similar figures have been reported in [142, 143]. One thing that should be highlighted concerning the methodology used in the above estimation is that it assumes that the effective permittivity of the bound and less confined or free water are comparable. Since the less confined or free water might have a higher permittivity, taking this into account would lead to an increase in the estimated fraction of bound water and, therefore, does not affect the conclusion that a significant fraction of the absorbed water relaxes in phase with the \( \beta \) relaxation. Consequently, the fact that the absorbed water relaxes in synchrony with the polar components of the network renders dielectric spectroscopy a powerful tool to probe these polar components and to study the interactions between them and the absorbed water. This may be useful for the characterization of more complex systems, such as nanocomposites, as will be explored in the next chapter.

At low frequencies (< 1 Hz), \( \varepsilon''_\infty \) starts increasing gradually on going to lower frequencies, particularly for amine rich samples (Figure 5.24). This phenomenon is caused by the higher DC conductivity of these samples, as will be discussed in the next subsection.
Figure 5.23: Dielectric spectra for epoxy rich wet samples at room temperature.

Figure 5.24: Dielectric spectra for amine rich wet samples at room temperature.
Figure 5.25: Dielectric spectra for selected wet samples compared with their dry counterparts, at room temperature.

Figure 5.26: The increase in $\varepsilon_r'$ due to water absorption.

5.6.3 Moisture absorption effect on the DC conductivity

Figure 5.27 presents the DC conductivity results for all wet samples obtained at a temperature of 30 °C and an applied electric field of 42 kV/mm. Comparing these results
with the DC conductivity of the dry samples, shown earlier in section 5.4, indicates that the absorbed water leads to an increase in the DC conductivity and this increase is in a realizable agreement with the water uptake for all samples, except the case of HP = 60 % (sample 60HP/0). As HP and, consequently, the water uptake increase, the DC conductivity increases more greatly. This explains the rise in $\varepsilon''$ observed at low frequencies in the dielectric spectra of the amine rich samples. The increasing of DC conductivity due to water inclusion is reported in the literature [152-154]. Water molecules are highly polar and can be auto-ionized (i.e. producing OH⁻ and H₃O⁺ ions), leading to higher charge transport [27, 155]. Marx [156] suggested that charge transport can take place via proton (H⁺) transfer along hydrogen bonded water networks.

For sample 60HP/0, Figure 5.27 shows that the increase in the DC conductivity of this sample is greater than would be expected based only on its water uptake. The glass transition temperature of this sample in its dry state is 35 °C and, with water absorption, this value is expected to decrease further. Hence, this sample is relatively well within its rubbery state at a measurement temperature of 30 °C, which is possibly equal to its expected $T_g$. Therefore, the marked increase in the DC conductivity of this sample may be primarily caused by it being in a rubbery state at the measurement temperature, as will be explored below.

The data shown in Figure 5.27 indicate that the DC conductivity slightly decreases with time, particularly for the samples with high water uptake. This may indicate that these samples lose some of their absorbed water during the measurement process, which was carried out at a higher temperature and lower RH than the conditioning environment (22.5 °C and 60 % RH).

![Image](image_url)  
**Figure 5.27:** DC conductivity for all wet samples at 30 °C and applied field of 42 kV/mm.
In a trial to offset the effect of the rubbery state, the DC conductivity for some samples was measured at room temperature and the results are illustrated in Figure 5.28. The data imply that by measuring the DC conductivity at room temperature, the DC conductivity of the samples that are deeply in their glassy state at 30 °C decreases marginally, whereas the DC conductivity of the samples that are near their rubbery state at 30 °C decreases considerably. Sample 60HP/0 is the most affected, whereby its DC conductivity decreases by more than one order of magnitude when it is measured at ~23 °C rather than 30 °C. Therefore, this confirms that the relatively high DC conductivity observed for this sample at 30 °C is not exclusively due to a direct impact of water absorption but, instead, it is chiefly caused by its being in a rubbery state at 30 °C.

![Figure 5.28: DC conductivity for some wet samples at room temperature and applied field of 42 kV/mm.](image)

5.6.4 Moisture absorption effect on the DC breakdown strength

DC breakdown results for selected wet samples are shown in Figure 5.29 and the Weibull parameters for these samples are presented in Figure 5.30. The data reveal that the water uptake has a detrimental impact on the DC breakdown strength, which is similar to its effect on the DC conductivity. The reduction in the DC breakdown strength is directly proportional to the water uptake and, in turn, to the HP. This suggest that for using this material for HVDC applications, a care should be taken to reduce its moisture uptake.

Considering the water content of the wet samples (Figure 5.19), the DC breakdown data (Figure 5.30) suggest that 1 wt% of water uptake result in a reduction in the DC breakdown strength of around 35 %, which indicates the extreme sensitivity of DC breakdown strength to the water content of the material. The detrimental impact of water absorption on DC
breakdown strength has been reported elsewhere in the literature. Grzybowski [139] found that water uptake causes a sharp reduction in DC breakdown strength of polyethylene terephthalate. Fabiani et al. [94] showed that adding hydrophilic nanoparticles into a polymeric matrix without pre-drying them results in a DC breakdown strength that is significantly lower than that obtained when the same particles were dried before introducing them into the polymer matrix. Unfortunately, in both of these studies, the exact amount of water content was not mentioned. Hosier et al. [4, 28] reported that the addition of 10 wt% silica nanofiller significantly increases the water uptake of an otherwise hydrophobic polyethylene matrix. Their data showed that the absorption of 1 wt% of water causes at least a 60% reduction in the DC breakdown strength of the nanocomposite. This figure is even greater than what is observed in the current study. A possible explanation for this might be associated with the distribution of the absorbed water in both cases. In the current study, the water molecules are homogeneously distributed throughout the material, i.e. there are no local zones that have more water content than the rest of the material, whereas in Hosier’s study, the absorbed water was shown to form water shells around the nanoparticles and, consequently, these shells may form percolation paths and, thus, severely reduce the DC breakdown strength [26, 27]. This speculation will be further discussed in section 6.7, in connection with the effect of water uptake in Si₃N₄ filled samples.

Figure 5.29: DC breakdown results for selected wet samples.
5.6.5 Moisture absorption effect on the AC breakdown strength

Figure 5.31 presents a Weibull plot for AC breakdown measurements obtained from selected wet samples and Figure 5.32 compares the Weibull parameters of these samples with the corresponding parameters of the dry samples. The data show that the AC breakdown strength decreases slightly by the effect of water absorption. The 95% confidence bounds of wet and dry samples are overlapped, which indicates that this reduction is not significant and it is within the experimental error. This behaviour is similar to that reported by Grzybowski [139] who found that, compared with the sharp reduction in the breakdown strength, the AC breakdown strength only showed a relatively slight reduction due to water absorption.

These results suggest that the noticeable increase in the DC conductivity which caused by water absorption does not lead to an equivalent change in the short term AC breakdown strength. Thus, the effect of the absorbed water seems to be similar to the effect of the excess amine in the dry samples, in that both factors cause a significant rise in the DC conductivity but have a marginal effect on the AC breakdown strength. As was discussed in section 5.5, the AC breakdown strength is more sensitive to the presence of defects or inhomogeneities in the material. In the current systems, the absorbed water is supposed to be uniformly distributed with the epoxy matrix, which is similar to the distribution of amine content, therefore, it should not produce defects in the wet sample. Consequently, water absorption should not severely affect the AC breakdown strength.
Figure 5.31: AC breakdown results for selected wet samples.

Figure 5.32: AC breakdown Weibull parameters for selected wet samples compared with the parameters of the dry samples, the error bars are based on 95% confidence bounds.

5.7 Chapter summary

By changing the ratio of resin to hardener, a series of epoxy resin samples has been produced with differing network structures and different retained chemical functionalities.
Differential scanning calorimetry showed that the glass transition temperature is primarily determined by the crosslinking density and indicated that, under the range of conditions employed here, side reactions, such as etherification or homopolarization, are negligible.

Electrical characterisation data showed that, unlike the glass transition temperature, the electrical properties do not correlate directly with the network structure and crosslinking density. Instead, the electrical behaviour is mainly related to the chemical content, represented by the amine and hydroxyl groups, of the cured epoxy. Increasing the hardener (amine) content beyond the optimal stoichiometry has a detrimental effect on electrical properties like DC conductivity and DC breakdown strength. On the other hand, decreasing the amine content has some beneficial electrical consequences, such as reduced DC conductivity and increased DC breakdown strength, particularly when the material is well within its glassy state. However, consequent changes to the network structure will affect $T_g$ and, as the temperature approaches the $T_g$ of the material, increased ionic conduction will play an increasingly important role.

Unlike the DC breakdown strength, which correlates with the DC conductivity, the AC breakdown strength is not significantly influenced by the change in the DC conductivity, which implies that a homogenous increase in the DC charge transport does not necessarily lead to a noticeable change in the short-term AC breakdown strength.

The changes occurring in the dielectric spectra are chiefly ascribed to the change in the hydroxyl group content accompanied by changing the hardener (amine) percentage. Although the amine group is a polar one, increasing the amine content does not have a discernible effect on the dielectric spectra. This might be attributed to the limited rotational/conformational mobility of the amine groups inside the network. In the cured epoxy, the amine group is part of the main chains that constitute the network. Therefore, it is difficult for the amine groups to reorient in response to an electric field, which limits their contribution to the orientation polarisation and to the permittivity. Conversely, the OH groups in the hydroxyether groups represent side groups and they can rotate more easily.

Water uptake is proportional to the polar content, which is ultimately related to the amine content. The absorbed water forms hydrogen bonds with the polar sites replacing other inter- or intra-segmental hydrogen bonds and leading to a proportional reduction in $T_g$. In terms of the dielectric spectra, the absorbed water increases the polar content of the matrix and thus increases its relative permittivity. Part of the absorbed water interacts with the polar sites in the network and, therefore, its dielectric relaxation is related to the relaxation of the moieties to which this fraction of the water is bound. For the DC conductivity and DC breakdown strength, the absorbed water causes a significant rise in the DC conductivity which is reflected into an analogous reduction in the DC breakdown strength. However, its effect on the AC breakdown strength is marginal.
Chapter 6

Effect of Resin/Hardener Stoichiometry on Electrical Behaviour of Si₃N₄ Epoxy Nanocomposites

6.1 Introduction

One of the key aspects of a nanofiller is its large specific surface area, which will result in a large interfacial area between the nanofiller and the encapsulating polymer. Different chemical [1], physical [2] or electrical [3] interactions can occur between the two phases, depending on the characteristics of the matrix and the nanofiller. For epoxy based nanocomposites, nanoparticles are incorporated into the resin in its liquid state before the curing process, which allows better particle dispersion and also enables the particles to interact with the reactive resin and hardener. These interactions might include chemical reactions between the nanofiller surface functionalities and the active groups, either in the resin (epoxy groups) or in the hardener (amine groups in this study). Such reactions may modify the effective resin/hardener stoichiometry and change the structure of the resulting network after curing. As established in the previous chapter, modifying the resin/hardener ratio significantly influences the electrical properties of the resulting epoxy network. Accordingly, the influence of nanofiller addition into an epoxy matrix might be related to a commensurate change in the resin/hardener stoichiometry, rather than directly associated with the presence of the nanofiller. Therefore, this parameter, which usually receives little attention, should be considered when analysing the electrical performance of epoxy based nanocomposites.

As the FTIR spectra revealed (section 4.3.3), the surface chemistry of Si₃N₄ is characterised by the existence of amine and, to a lesser extent, hydroxyl groups. Both of these groups, particularly the amine groups, can react with the epoxy groups in the resin and therefore this surface chemistry makes Si₃N₄ intrinsically compatible with an epoxy matrix. In principle, the reactivity between the amine groups on the silicon nitride surface and the resin’s epoxy groups is expected to be similar to the reactivity between the latter groups and the hardener’s amine groups. Hence, the inclusion of a Si₃N₄ nanofiller within an epoxy matrix may consume a fraction of the epoxy groups, which would otherwise be expected to crosslink with the hardener, and consequently, may change the effective resin/hardener stoichiometry throughout the whole matrix.

While detecting a nanofiller stoichiometric influence can help in analysing the performance of epoxy-based nanocomposites, it also offers an opportunity to investigate
and verify many of the hypotheses that have been proposed in the literature for describing the behaviour of nanodielectrics. For example, a direct chemical reaction between the nanoparticles and the epoxy resin in its liquid state should lead to an excellent dispersion of the as prepared nanofiller. Nanoparticle dispersion usually imposes a challenge for obtaining actual nanodielectric systems (the applicability of nanodielectric systems), where the nanoparticles, due to their large specific surface area and surface tension forces, tend to agglomerate, producing a sub-microcomposites [7, 8]. Many researchers have tried to overcome this by treating the nanofiller with matrix-compatible functionalities [9-11]. However, this treatment brings other parameters into play, such as changing the particle surface chemistry and water absorption, and thus complicates the analysis of the influence of particle dispersion.

Furthermore, many studies have claimed that interactions between nanoparticles and the polymer host matrix may result in an interfacial zone or interphase layer with modified polymeric chain dynamics [12], alignment [13, 14], or morphology [15]. Commonly, these models or proposals were proposed to interpret the unexpectedly significant effect of adding a small amount of nanofiller on one or more of the properties of the resulting composites, where two-component effective medium theories cannot explain such effect, and some workers term it a nanoeffect [16]. For example, the dielectric permittivity of epoxy nanocomposites was found to be lower than that of both the filler and polymer materials in [17, 18]. Therefore, the above proposals suggest the formation of an interphase layer and, consequently, define nanocomposites by a tertiary system that consist of filler, matrix and interphase layer around the particles. The thickness for such an interphase has been postulated to range from 5-50 nm for different models, based on the experimental results concerned. Identifying a stoichiometric effect for the addition of Si₃N₄ nanofiller implies the presence of chemical reactions between the epoxy matrix and the nanofiller which, according to the above suggestions, should result in an interphase layer around the nanoparticles with distinct molecular dynamics. Therefore, this chapter will firstly investigate the impact of filler/matrix interactions between an epoxy matrix and inherently compatible Si₃N₄ nanoparticles on resin/hardener stoichiometry, particle dispersion, and molecular dynamics of silicon nitride epoxy nanocomposites. After that, the consequences of these interactions for the electrical properties of the generated nanocomposites will be explored. Table 6.1 lists the samples which were prepared for this purpose. These samples can be divided into two series, the first one is filled with 2 wt% Si₃N₄ at three different HPs whereas the other series is filled with 5 wt% at the same HPs used in the first series. As stated above, the incorporation of Si₃N₄ nanofiller will increase the overall amine content of the system, therefore, the emphasis here is on preparing nanocomposite samples with HP < 100 % to observe if the added filler will compensate the lack of hardener amine groups. Furthermore, the effect of changing HP on the filled samples will be compared
with its effect on unfilled samples. The reference for each sample will be its correspondent from the unfilled samples, studied in chapter 5.

<table>
<thead>
<tr>
<th>Sample code</th>
<th>Resin : Hardener mass ratio (HP (%))</th>
<th>Si₃N₄ filler loading (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80HP/2SiN</td>
<td>1000 : 275 (60 %)</td>
<td>2</td>
</tr>
<tr>
<td>90HP/2SiN</td>
<td>1000 : 309 (70 %)</td>
<td>2</td>
</tr>
<tr>
<td>100HP/2SiN</td>
<td>1000 : 344 (80 %)</td>
<td>2</td>
</tr>
<tr>
<td>80HP/5SiN</td>
<td>1000 : 275 (80 %)</td>
<td>5</td>
</tr>
<tr>
<td>90HP/5SiN</td>
<td>1000 : 309 (90 %)</td>
<td>5</td>
</tr>
<tr>
<td>100HP/5SiN</td>
<td>1000 : 344 (100 %)</td>
<td>5</td>
</tr>
</tbody>
</table>

6.2 Glass transition and molecular dynamics

6.2.1 Glass transition temperature

Variations in the glass transition temperature of the 2 wt% and 5 wt% filled samples are presented in Figure 6.1 and Figure 6.2, respectively. $T_g$ of the unfilled samples are also included in these figures, for comparison. For the unfilled epoxy, as stated in chapter 5, $T_g$ is predominantly controlled by the crosslinking density, which is a function of the resin/hardener stoichiometry. Conversely, both the 2 and 5 wt% filled samples apparently exhibit different trends. For the 2 wt% filled samples, reducing the HP to 90 % does not lead to a significant reduction in $T_g$, as for the unfilled counterpart sample. Reducing the HP further from 90 % to 80 % results in a considerable decrease in $T_g$, comparable to the decrease in the unfilled samples when decreasing HP by 10 %. This indicates that the 2 wt% filled samples follow the trend of the unfilled samples when HP was reduced from 90 % to 80 %. For the 5 wt% filled samples, the addition of Si₃N₄ to the stoichiometric formulation results in a significant decrease in $T_g$ when compared with the stoichiometric unfilled sample. Decreasing the HP to 90 % results in a significant increase in $T_g$ and this increase continues when HP decreases to 80 %, which is in total contrast to the trend seen in the unfilled samples.

This substantial variation between the effect of changing the stoichiometry on $T_g$ of the filled and unfilled samples, might be a physical or chemical consequence of the presence of the Si₃N₄ nanofiller. In the former case, the presence of the nanoparticles may impose a geometric confinement on the polymer molecules, alter the morphology of the matrix, or affect the dynamics of the surrounding polymer chains depending on the attraction strength between the polymer and the particle surface [157-159]. These effects would modify the dynamics or the free volume content of the host polymer, which correspondingly influences $T_g$. For the chemical case, the nanoparticles chemically interact with the active functionalities in the resin or the hardener, which might then change the crosslinking.
mechanism or modify the stoichiometry of the active groups in the system. Bignotti [160] compared the effect of changing the resin/hardener ratio on unfilled and clay filled amine/epoxy matrix and found that the nanofiller affects neither the crosslinking density, deduced via measuring the elastic modulus, nor the $T_g$, extracted from DSC measurements. Similar finding has been reported by Nguyen [88] for anhydride epoxy system, where the incorporation of nanosilica affects neither the curing mechanism nor the $T_g$. Yeung [19] recently has reported that the addition of untreated silica has no significant influence on the $T_g$ of the same epoxy matrix considered here. Other studies [44, 161] which considered non-crosslinking polymers also reported a slight influence on $T_g$ even when the nanoparticles affect the polymer dynamics by inducing a rigid layer, which does not exhibit a glass transition. These findings suggest that as long as the nanoparticles do not chemically interfere with the curing process, their physical presence has a marginal impact on $T_g$. Nevertheless, a number of studies have claimed that nanofiller inclusion may increase the free volume in polymeric matrix [137] or it may act as an obstacle that disrupts polymer chain crosslinking [162, 163], which in both cases leads to lower $T_g$. Conversely, other studies have indicated that strong filler/matrix interactions might reduce polymer chain mobility and thus yield a more rigid polymer with higher $T_g$ [157, 164, 165]. In the current investigation, if any of the physically induced effects is dominant, then the variations in $T_g$ should be a function of the filler loading not the $HP$. Clearly this is not applicable, where, for example at 5 wt% Si$_3$N$_4$ loading, the nanofiller decreases $T_g$ by 17 °C at $HP$ of 100 % and increases it by 24 °C at $HP$ of 80 % (here each filled sample was compared with the unfilled sample that has the same $HP$, as shown in Figure 6.2). Therefore, the behaviour of $T_g$ should be predominantly governed by the stoichiometric effect of the nanofiller. Since the surface of Si$_3$N$_4$ is covered by amine groups, it would be expected to increase the effective amine content and, thus, result in an effective $HP$ that is higher than the nominal $HP$. Indeed, as shown in Figure 6.1, at 2 wt% the particles compensate for part of the amine groups as evinced by lowering the sharp reduction in $T_g$ when the nominal $HP < 100$ %. Similarly, at 5 wt% loading, the particles increase the amine content, which produces an amine-rich matrix at a nominal $HP$ of 100 % and compensates for a considerable part of the amine content at a nominal $HP$ of 80 %. In order quantitatively to estimate the influence of the filler on the stoichiometry, the $HP$ of the nanocomposites was modified until $T_g$ of the filled samples best matches $T_g$ of the unfilled samples. According to its definition in Eq. 4.2, the $HP$ is calculated as a ratio of the resin and, therefore, if the amine groups on the surface of the Si$_3$N$_4$ particles have consumed a percentage $x$ of the epoxy groups in the resin, then the effective hardener percentage ($HP_{eff}$) can be calculated by:

$$ HP_{eff} = \frac{HP}{(100 - x)} $$

Eq. 6.1

where $HP$ is the nominal hardener percentage as defined in Eq. 4.2. Depending on curve fitting between the filled and unfilled samples, it was estimated that $x$ is $\sim$6.5 and $\sim$18 for
the 2 wt% and 5 wt% nanocomposite series, respectively. Hence, 2 wt% of Si₃N₄ reacts with ~ 6.5 % of the epoxy groups and 5 wt% of Si₃N₄ consumes ~ 18 % of the resin epoxy groups. Figure 6.3 shows Tᵩ results for all samples as a function of HPₑff, i.e. after adjusting the HP of nanocomposite samples following Eq. 6.1. Here, it is worth mentioning that HP and HPₑff are equivalent for unfilled samples, since x = 0. Evidently, Tᵩ of filled and unfilled samples exhibit similar trends and this was for both 2 and 5 wt% filled samples. The ratio between the resin consumed in 2 wt% filled samples and 5 wt% filled samples according to the above estimation is 18/6.5 (2.77), which is close to the nominal ratio of 5/2*98/95 (2.58), (the factor 95/98 is to account for the resin replaced by the 5 and 2 wt% filler content). This provides substance to the hypothesis that the added filler reacted with 6.5 % and 18 % of the epoxy groups at 2 wt% and 5 wt%, respectively.

Figure 6.1: A comparison between Tᵩ of 2 wt% filled nanocomposites and unfilled samples.

Figure 6.2: A comparison between Tᵩ of 5 wt% filled nanocomposites and unfilled samples.
6.2.2 Molecular dynamics over the glass transition

As the stoichiometric effect described above provides clear evidence of chemical reaction between the Si$_3$N$_4$ particles and the polymer, the next step is to see how this bonding affects the molecular dynamics over the glass transition. Figure 6.4a illustrates $\Delta C_p$ of the 2 wt% filled, 5 wt% filled and unfilled samples. The data show that $\Delta C_p$ of the nanocomposite samples does not line up with their counterparts from the unfilled samples. However, when the HP of the nanocomposites is adjusted in the same way as was done for the $T_g$ results, $\Delta C_p$ for both nanocomposite series nicely matches the results obtained from the unfilled samples (see Figure 6.4b). Such agreement reinforces the above conclusion about the Si$_3$N$_4$ filler’s stoichiometric effect and also implies that anchoring of the epoxy molecules on the surface of the particles does not appreciably modify the segmental dynamics of the epoxy network. Harton [43] and Sargsyan [44] reported that strong hydrogen bonding interactions between silica nanoparticles and polymeric matrices result in an immobilised layer around the particles that does not take part in the glass transition relaxation and, consequently, the $\Delta C_p$ of the nanocomposites was found to decrease proportionally with the filler loading. In both of these studies, experimental $\Delta C_p$ values obtained from the nanocomposite samples could be statistically discriminated from $\Delta C_p$ values of the corresponding pure polymers only when the filler loading was > 20 vol% (filler size < 25 nm in both investigations). Consequently, the authors estimated the thickness of the immobilised layer to be ~1 nm in [43] and ~2 nm in [44]. Since the maximum filler loading used in this study is much less than 20 vol%, one can easily conclude that the existence of such immobilised layer cannot be differentiated from experimental uncertainties. However, relying on filler size and loading when comparing different studies might be insufficient, since there is another factor that needs to be included, particle dispersion; however this is difficult to quantify. As an alternative, in this study, we can rely on the estimate that around 18 % of the epoxy

![Figure 6.3: $T_g$ of all samples as a function of effective hardener percentage.](image)
groups crosslink with the particle surfaces at 5 wt% filler loading to explore the possibility of any constrained layer. Assuming that for each attached epoxy group, the dynamics of its corresponding DGEBA molecule is confined and forms an immobilised segment. This implies that the thickness of the postulated immobilised layer is one DGEBA molecule or 2.6 nm [166], which is in the range of the thicknesses proposed by the above studies. This would result in an immobilised mass fraction that equals 18 * 2 * 1000 / 1344 or ~27% of the whole polymeric matrix; assuming that each DGEBA molecule can react with the particles with only one of its two epoxy groups and considering the mass of the hardener at HP = 100 %. A mass fraction of 27 % is well out of the experimental uncertainties shown in Figure 6.4 and, therefore, it should be detectable. Since this is not the case, the thickness of any possible immobilised layer should be less than one DGEBA molecule length. Based on 95 % uncertainty boundaries, which is around ±7.5 % of the average of ΔC_p, an immobilized layer that represents more than 7.5 % of the sample polymer mass should be experimentally detectable. Consequently, the thickness of any immobilized layer should be < 0.8 nm. Investigating the chemical structure of DGBEA shows that the epoxy group is connected to the rest of the molecule through an ether functional group. This connection is structurally flexible as the conformation of C–O–C has low energy and steric barriers. The existence of such a flexible bond might limit the effect of any dynamic confinement, due to the bonding to the particle, to the few atoms next to the epoxy/particle bond and, therefore, this will bring the thickness of any affected layer to a few angstroms.

![Figure 6.4: The change in the heat capacity over the glass transition process: (a) as a function of nominal hardener percentage and (b) as a function of effective hardener percentage.](image)

### 6.2.3 Network homogeneity

Instead of forming a completely rigid layer that does not contribute to the glass transition, other studies have claimed that strong filler/polymer interactions cause a broadening of the glass transition to higher temperatures [45, 46, 167], or result in additional glass transition step at different temperature [45, 46, 167, 168]. Therefore, the polymer/filler attachment
might cause a restriction for the segmental dynamics of the surrounding polymer and this effect gradually decreases with the distance from the particle surface. Such an effect would reduce the homogeneity of the polymeric matrix and, as a result, increase the glass transition width ($\Delta T_g$). Alternatively, the affected polymeric fraction may relax at a distinct temperature range, which would be reflected as a second glass transition step in DSC traces. To investigate these possibilities, Figure 6.5 presents representative DSC traces obtained from some of the filled and the reference samples and Figure 6.6 compares $\Delta T_g$ of the nanocomposite samples (after adjusting their HP) with $\Delta T_g$ of the unfilled samples. Both of these figures do not show any sign of significant glass transition broadening nor additional glass transition process in the nanocomposite samples. This again suggests that the thickness of any affected polymeric layer is too small to result in a discernible influence on the cooperative dynamics of the epoxy network or, in the limit, this might imply the absence of any impact on the segmental dynamics, as was concluded in other studies [41, 42].

![DSC traces](image)

Figure 6.5: DSC traces obtained from the reference sample and some of the filled samples; the circles superimposed on the curves indicate $T_g$. 
Figure 6.6: Glass transition width as a function of effective hardener percentage for all samples.

6.3 Dielectric spectra

Dielectric spectra obtained from the two nanocomposite series along with the reference sample are presented in Figure 6.7 and Figure 6.8. A broad $\beta$ relaxation process that peaks at $\sim 4 \times 10^4$ Hz and extends from 1 MHz down to low frequencies around 10 Hz is pronounced in all samples. However, its strength varies from one sample to another. As established in section 5.3, this relaxation is generally attributed to the rotation of the hydroxyether groups that are generated due to the crosslinking reaction between the epoxy and amine groups and its strength should therefore be related to the crosslinking density of the epoxy network. For the 2 wt% filled nanocomposites, the strength of the $\beta$ relaxation for samples 100H/2SiN and 90H/2SiN is not significantly different from that of the reference sample, since the crosslinking density in these samples, deduced from $T_g$, is not markedly affected. For sample 80H/2SiN, Figure 6.7b indicates that the strength of the $\beta$ relaxation is noticeably reduced and, consequently, the real part of the relative permittivity ($\varepsilon'_r$) is increased at high frequencies. This behaviour was also seen in unfilled samples when HP is less than 100 %, see section 5.3. Part of the $\beta$ relaxation reduction is attributed to the lower concentration of hydroxyether groups (as evinced by the lower $T_g$) and another part is related to its partial displacement to higher frequencies, which results in the uplift in the values of $\varepsilon'_r$ at high frequencies. For the 5 wt% filled samples, the $\beta$ relaxation smoothly increases by decreasing the nominal HP from 100 % to 80 %, which correlates with the behaviour of $T_g$ of these samples and also implies that the effective crosslinking density and $HP_{eff}$ are anti-correlated with the nominal HP. Furthermore, such smooth variations in the $\beta$ relaxation is in accordance with its behaviour for amine rich unfilled
samples (section 5.3). Therefore, these variations in the $\beta$ relaxation lead to the same conclusions derived from the DSC results about the crosslinking density and the stoichiometric influence of the Si$_3$N$_4$ filler. To consolidate further the above description of the $\beta$ relaxation, its strength was estimated by evaluating the difference in $\varepsilon'_r$ between 1 MHz and 10 Hz for each sample and the results are presented in Figure 6.9 as a function of $HP_{eff}$ (based on $T_g$ analysis) for all samples. This approach of evaluating the relaxation strength, rather than depending on absolute values of $\varepsilon''_r$, has the advantage of eliminating some of the experimental errors. Although the data in Figure 6.9 could be influenced by the experimental errors as could be seen by the overlapping of the error bars, the data reveal that both the unfilled and filled epoxy matrices exhibit analogous $\beta$ relaxation with respect to their nominal and effective $HP$, respectively.
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**Figure 6.7:** Dielectric spectra for 2 wt% filled nanocomposites compared with the reference sample, (a) real permittivity and (b) imaginary permittivity.
Figure 6.8: Dielectric spectra for 5 wt% filled nanocomposites compared with the reference sample, (a) real permittivity and (b) imaginary permittivity.

Figure 6.9: The strength of the $\beta$ relaxation for all samples as a function of $HP_{eff}$ (based on $T_\beta$ analysis).
Another feature that appeared only in the spectra of the 5 wt% filled series at frequencies < 1 Hz, is that $\varepsilon''$ starts increasing gradually with decreasing frequency (Figure 6.8). This increase in $\varepsilon''$ at low frequencies might be due to a higher DC conductivity of these samples or might be the high frequency tail of a relaxation that peaks at a frequency below our accessible range. Many studies have shown that the addition of nanoparticles imparts a new mid- or low-frequency relaxation peak that moves to higher frequencies with higher temperatures [19, 169, 170] or with absorbed water [27, 29, 95]. Related to the materials considered here, Hosier [4] has recently reported that the addition of Si$_3$N$_4$ nanoparticles into a polyethylene matrix causes a new relaxation that shifts to higher frequency with higher water uptake; Yeung [19] has also observed a similar feature that peaks at higher frequencies for higher temperatures, for the same epoxy matrix when filled with nanosilica. This phenomenon is attributed to the polar functionalities on the nanoparticles’ surface and the water molecules which associate with these groups. Consequently, if the behaviour observed here is due nanoparticle related relaxation, it should be a function in the nanoparticle content. While this may rationalize the absence of this feature in the 2 wt% filled series, it is not consistent with the variations seen between the different 5 wt% filled samples (which have same particle content) and, thereby, this eliminates the attribution to particle related relaxation. Nevertheless, to corroborate the above conclusion, dielectric spectra of sample 100HP/5SiN was obtained at higher temperatures (Figure 6.10a) and after exposing it to ambient condition, which allows it to absorb water (Figure 6.10b). As is evident from these spectra, in none of these cases does this feature develop into a relaxation peak that moves to higher frequencies. Instead, $\varepsilon''$ continues to further increase at low frequencies, which is a typical behaviour that results from higher DC conductivity at higher temperature [171] or higher water content [172]. Therefore, this behaviour should be a result of increased DC conductivity in these samples. As will be shown in section 6.5, the DC conductivity of these samples is markedly greater than that of other samples and its value decreases from sample 100HP/5SiN to sample 80HP/5SiN, which correlates with the values of $\varepsilon''$ at low frequencies in Figure 6.8b. Another inference relating to the above discussion, is that the absence of any particle related relaxation in the systems investigated here implies that most of the polar content on the surface of the particles is removed. This suggests that most of the particles’ amine groups have reacted with the resin’s epoxy groups which results in hydroxyether groups, as is the case when the resin reacts with the hardener. This again reinforces the effect of Si$_3$N$_4$ filler on the stoichiometry.

Regarding to variations seen in the absolute values of $\varepsilon'$, notwithstanding that most of these variations are within experimental uncertainties, one trend can be observed. That is, within each nanocomposite series, $\varepsilon'$ decreases in proportional with the decrease in the $\beta$ relaxation strength. For example, at 10 Hz, $\varepsilon'$ slightly decreases from sample 100HP/2SiN to sample 80HP/2SiN, which has $\varepsilon'$ even less than the reference sample. This trend can be
explained by the decline in hydroxyether group concentration (polar content), which is a consequence of the reduction in the crosslinking density.

In conclusion, apart from the feature caused by the apparent increase in DC conductivity, the dielectric spectra of the filled samples and their unfilled counterparts are analogous, when the filler stoichiometric effect is taken into account. That is, the nanofiller does not appreciably affect the polar content or the dynamics of the already existed polar groups. Rationally, since the DSC data analysis demonstrated that the filler does not markedly modify the cooperative \( \alpha \) relaxation at the glass transition, it is expected that the more localized \( \beta \) relaxation is not affected as well. Even in studies that have reported a nanofiller effect on the glass transition, the smaller scale \( \beta \) relaxation was not perturbed [43, 44]. On the other hand, other studies [32, 33, 173], which investigated the effect of nanofiller on dielectric response of epoxy matrices, claimed that nanofiller inclusion led to \( \varepsilon'_\tau \) that is lower than \( \varepsilon'_\tau \) of both the filler and the host matrix. These studies justified this reduction by postulating a layer of restricted polymer chain mobility around the nanoparticles, however no experimental exploration has been attempted to validate this proposition. As discussed above, changing the resin/hardener stoichiometry results in decreasing the \( \beta \) relaxation strength and, to less extent, \( \varepsilon'_\tau \). Therefore, the reduction in \( \varepsilon'_\tau \) seen in these studies might be related to nanofiller-induced stoichiometry variations, particularly this attitude only observed when the particles were coated with an epoxy-terminated silane coupling agent. Although, in both studies the behaviour of \( T_g \) was not reported to confirm any stoichiometric effect, yet, in both of these studies, there are signs that may support this rationalisation. In [32] the reduction in \( \varepsilon'_\tau \) was accompanied by a reduction in the \( \beta \) relaxation, which may imply a reduction in crosslinking density. In the other study [33], the \( \varepsilon'_\tau \) reduction was more pronounced in the samples prepared following a specific route that included mixing the particles with the resin for 12 h. In this preparation route, any possible reaction between the particles and the components of the epoxy matrix is maximised, due to the long period of mixing, which may affect the stoichiometry of the network.
Figure 6.10: Imaginary relative permittivity of sample 100HP/5SiN at: (a) different temperatures, and (b) different water content.

6.4 Nanoparticle dispersion

Figure 6.11 presents representative SEM images obtained from unfilled and filled samples. The image of the unfilled sample, Figure 6.11a, shows a typical featureless one phase morphology, in accordance with the amorphous single phase structure of epoxy networks. Similar SEM images have been reported elsewhere [88, 174]. For the filled samples, Figure 6.11b shows well dispersed nanoparticles throughout the network. The higher magnification image shown in Figure 6.11c indicates that individual particles, with size comparable to that is quoted by the supplier (< 50 nm), are uniformly distributed within the matrix. Nonetheless, Figure 6.11c also shows the presence of occasional small agglomerations, less than ~300 nm in size, where a few particles are clustered beside each other. Compared with some other nanofiller types, the dispersion state shown here for Si₃N₄ is much better. For example, the introduction of untreated silica, which is polar and thus can be considered compatible with the polar epoxy matrix, has been reported to produce particle agglomerations that reach the microscale size [170, 175]. Even for silica which was treated with a silane coupling agent terminating with an epoxy group, microscale particle agglomerations have been observed [19]. Furthermore, the same Si₃N₄ nanofiller investigated in this study, showed an inferior dispersion state when it was added into polyethylene [95] or polypropylene [176] matrices. Therefore, the superior particle dispersion in the systems investigated here should be related to strong interactions between the surface amine groups of the Si₃N₄ and the epoxy groups in the resin.
Figure 6.11: Representative SEM images for (a) unfilled epoxy, (b) 5 wt% Si₃N₄ filled epoxy, and (c) 5 wt% Si₃N₄ filled epoxy (higher magnification).
6.5 DC conductivity

The effect of the Si$_3$N$_4$ nanofiller on charge transport was investigated by measuring the DC conductivity at an applied electric field of 42 kV/mm. Figure 6.12 presents the data obtained at 30 °C for all nanocomposite samples, along with the reference sample (HP100/0). Comparable measurements were performed at room temperature (23 °C) and 45 °C and the resulting data were averaged to give a mean conductivity value for each system at each temperature and the resulting values are presented in Figure 6.13. The emphasis here is to compare the charge transport of all the samples in their glassy state, in order to offset the glassy/rubbery state factor, discussed in section 5.4. Therefore, the three measurement temperatures were chosen to be well below the $T_g$ of all samples. At the three temperatures, the data show the same pattern for the values of the DC conductivity of all samples, which confirms the validity of the obtained results.

Following the same approach used to analyse the behaviour of the glass transition and the dielectric response, the effect of the Si$_3$N$_4$ nanoparticles on DC conductivity can be associated with the particles themselves and/or can be related to the impact of the particles on the matrix stoichiometry. The effect of the former factor should be exclusively a function of the filler content, whereas the effect of the other factor can be highlighted by observing the impact of changing the HP on DC conductivity and comparing this effect between the filled and unfilled samples. Figure 6.12 and Figure 6.13 show that for both the 2 wt% - and 5 wt%-filled nanocomposite series, the DC conductivity decreases with reducing the HP from 100 % to 80 %, which is in line with the behaviour of the unfilled samples (section 5.4), where the DC conductivity was found to decrease with decreasing HP. However, in both nanocomposite series, the DC conductivity remained higher than that of the reference sample, which is unexpected for those samples where HP$_{eff}$ is lower than 100 %. For example, samples HP90/2SiN and HP80/2SiN have HP$_{eff}$ < 100 %, according to the conclusions derived from the DSC and dielectric spectroscopy results, and thus, they would be expected to exhibit a slightly lower DC conductivity than the reference sample, based on the behaviour of the unfilled samples. Likewise, sample HP80/5SiN should have a DC conductivity that is around the DC conductivity of the reference sample. Consequently, this signifies that the stoichiometric impact of the Si$_3$N$_4$ nanofiller cannot fully account for the variations seen in the DC conductivity of the nanocomposite samples.
In order properly to visualize the influence of the nanoparticles on the DC conductivity, the filled samples should be compared with equivalent unfilled samples, where the $H_{P_{\text{eff}}}$ and $HP$ of the filled and unfilled samples should be equivalent. This has been done in Figure 6.14, which reveals that the DC conductivity of the filled and unfilled samples
changes with respect to $HP_{eff}$ in a similar fashion. However, there is a shift to higher DC conductivity for the filled samples and this shift seems to be a function of the filler loading. This implies that the variation seen in the DC conductivity of the filled samples is a result of a superposition of the effect of the particles on the network stoichiometry and other factors that are associated with the presence of the particles. The effect of the stoichiometry on the DC conductivity was discussed in section 5.4 and will not therefore be discussed further here.

Figure 6.14: DC conductivity at 30 °C and 42 kV/mm of the filled and unfilled samples as a function of $HP_{eff}$.

Regarding the effect of nanoparticles, as detailed in chapter 2, there are many mechanisms that have been proposed in the literature to explain the influence of nanofillers on electrical properties. Among these mechanisms, many researchers have suggested that nanoparticles affect the polymeric layer around them, which results in the formation of an interphase layer (polymer interphase according to the definition in section 2.1) with different properties from the rest of the polymer matrix. Many authors have tried to connect the formation of a polymer interphase layer and the electrical performance of nanodielectrics. For example, Tanaka et al. [37], in their multicore model, suggested that strong interactions between the particles and the encapsulating polymer may restrict the polymer chain dynamics around the particles. Subsequently it was suggested that the charge carriers may have lower mobility in the tightly bound layer around the particles [177]. Correspondingly, Siddabattuni et al. [178] claimed that interfacial covalent bonding between the polymer and the nanoparticles leads to increasing nanocomposite resistance to charge flow and to electrical breakdown. Similarly, Andritsch et al. [179-181] suspected that strong filler/matrix interfacial interactions and the implications of these interactions on the matrix structure are one of the key reasons for the improvements observed in the dielectric
performance of epoxy based nanocomposites. Furthermore, Singha et al. [182] and Kosmidou et al. [135] pointed out a correlation between the volume electrical resistivity and \( T_g \) of epoxy based nanocomposites. In the systems investigated here, although the stoichiometric effect of the Si\(_3\)N\(_4\) nanofiller implies a strong filler/matrix interaction, this does not appreciably influence the polymeric segmental dynamics, neither at a cooperative level nor at lower scale level, as revealed by DSC and dielectric spectroscopy, respectively. After all, the above cited studies advise that such strong interactions (including chemical bonding) would lead to improved dielectric properties, contrary to the obtained results. Beyond that, chapter 5 showed that changing the segmental dynamics and the network structure by changing the crosslinking density in the epoxy matrix did not correlate with the dielectric performance. Therefore, the influence of the nanoparticles cannot be explained by this mechanism. Other workers [135, 137, 183, 184] speculated that nanoparticles may increase the free volume content in the polymer interphase layer, particularly if the surface chemistry of the nanoparticles is not compatible with the polymeric chains (i.e. the polymeric chains do not effectively wet the surface of the particles) [158, 159]. Increasing the free volume content can degrade the insulation properties of solid insulators [185]. However, Nelson et al. [47] have recently experimentally demonstrated that the incorporation of nanoparticles exerts only a little influence on free volume content of an epoxy matrix and such a marginal effect cannot account for the significant variations seen in the electrical properties of nanodielectrics. The Same finding has been reported in [186]. Furthermore, in the system investigated here, analysis of the glass transition results implies that the resin molecules are chemically bonded to the surface of the particles, which indicates that the nanoparticles are compatible with the matrix. Such compatibility is also evident from the good dispersion of the nanoparticles within the matrix (Figure 6.11). Consequently, the effect of the Si\(_3\)N\(_4\) nanofiller on the DC conductivity is unlikely to be attributable to its impact on the matrix dynamics or the formation of polymer interphase region with different properties and significant volume fraction.

Nanoparticle agglomeration [20, 21, 187, 188] and water absorption [3, 26-28] are other factors that are usually cited in the literature as reasons for degrading the electrical performance of nanocomposites. As the SEM images show (Figure 6.11), the nanoparticles are well dispersed throughout the matrix, such that no large agglomerations can be seen. Hence, this factor is not expected to cause a significant deterioration in electrical performance. Concerning water absorption, the FTIR spectra of the particles (section 4.3.3) did indicate the existence of polar groups (amine and, to a lesser extent, hydroxyl groups) on the surface of the particles, which can absorb water once it is available. Indeed, Hosier et al. [4] reported that the addition of the same nanofiller to a polyethylene matrix increases the water uptake. In the current investigation, however, a care was taken to remove any absorbed water before performing any testing, by drying the prepared samples under
vacuum for > 14 days. Secondly, as was deduced from analysing the dielectric spectroscopy results, most of the particles’ amine groups have reacted with the resin’s epoxy groups. Therefore, any potentially absorbed water will not be concentrated around the particles and, consequently, its effect on the filled and unfilled samples should be comparable. This inference will be further supported in section 6.7. Thirdly, the increase in the DC conductivity is correlated with a significant decrease in the AC breakdown strength as will be shown in the next section, in contrast with the impact of water absorption, which does not cause a significant change to the AC breakdown strength, as shown in section 5.6 for unfilled epoxy and will be shown in section 6.7 for filled samples. Based on these reasons, nanoparticle water absorption cannot account for this increase in the DC conductivity.

Returning to the FTIR results, the surface of the Si₃N₄ particles has complex chemistry, is partially oxidised to silica, and contains many defects as indicated by detecting carbon and hydrogen atoms. Beside the amorphous structure of the particles, this surface chemistry suggests a disordered band gap in the particle interphase with a high concentration of localised electronic states. As was discussed earlier, such particle interphase might increase the charge transport as was illustrated by Figure 2.6. This hypothesis will be investigated in chapter 7.

6.6 DC and AC breakdown strength

The DC breakdown data obtained from all the nanocomposite samples, along with results from the unfilled reference sample, are plotted assuming a two-parameter Weibull distribution in Figure 6.15. A comparison between the Weibull scale parameter of the filled and unfilled samples, with respect to \( HP_{eff} \), is shown in Figure 6.16. These results broadly anti-correlate with the DC conductivity results shown in Figure 6.14, where the systems with higher DC conductivity have lower breakdown strength and vice versa. As was shown in the previous section, the DC conductivity in the filled samples is affected by both the resin/hardener stoichiometry and the filler loading ratio. Therefore, such an anti-correlation between the DC breakdown strength and the overall DC conductivity suggests that the DC breakdown strength is affected by the DC conductivity, regardless of the mechanism that controls it.
Figure 6.15: Weibull plot of DC breakdown measurements for all the nanocomposite samples and the reference sample.

Figure 6.16: DC Weibull scale parameter of the filled and unfilled samples as a function of $HP_{eff}$, the error bars indicate the 95% confidence bounds.

The effect of the Si$_3$N$_4$ nanofiller on the AC breakdown strength is shown in Figure 6.17 and the Weibull scale parameter for all samples is presented Figure 6.18 with error bars that indicate the 95% confidence bounds. The data clearly show that the AC breakdown strength is not affected by the changing the $HP$ for both nanocomposite series. This is in
accordance with the behaviour of the unfilled samples. On the other hand, the results indicate that the AC breakdown strength decreases with increasing the filler loading. Therefore, unlike the DC conductivity and breakdown strength, which are affected by both the presence of the particles and their impact on the network stoichiometry, the AC breakdown strength is only influenced by the particles themselves. The insensitivity of the AC breakdown strength to the variations in the DC conductivity that are induced by changing the network stoichiometry was analysed in chapter 5, where it was suggested that a homogeneous change in the charge transport is not expected to produce defects in the material and, thus, does not significantly affect the AC breakdown strength. Conversely, the addition of the Si₃N₄ particles will increase the charge transport locally within the particle interphase, as was proposed in the previous section and will be demonstrated in the next chapter. Such a local increase in the charge transport in a small volume within the dielectric material may form defects in this material and thus affect the AC breakdown strength.

Figure 6.17: Weibull plot of AC breakdown measurements for Si₃N₄ epoxy nanocomposites and the reference sample.
Figure 6.18: AC Weibull scale parameter of the filled and unfilled samples as a function of $H_{P_{eff}}$, the error bars indicate the 95% confidence bounds.

6.7 Moisture absorption and its effect on electrical properties

It is known that water absorption can have a detrimental influence on the dielectric properties of insulation materials. For nanodielectrics, many studies have reported that the addition of nanofillers increases the water uptake and, thus, degrades the dielectric performance of the resulting systems [3, 26-28]. This effect originates from the fact that these nanofillers have a large surface area which is, in many cases, covered by polar functionalities such as hydroxyl groups. This might result in the formation of water shells around the nanoparticles and, consequently, the impact of such particle-associated water can be different from the water that is homogeneously dispersed throughout unfilled systems. For example, many investigations have reported that water uptake in silica nanocomposites results in a dielectric relaxation that does not appear in the corresponding unfilled systems [4, 19, 29]. Exposure to water is inevitable and, therefore, its effects should be considered when exploring the potential of nanodielectrics. Furthermore, water content should be identified and taken into account as an important parameter in order better to analyse the electrical behaviour of nanocomposites and to discriminate between the impact of the particles themselves and the water that is absorbed around them. For example, based on the results in this section, the water was excluded from being a cause for the increase in DC conductivity of the filled samples, discussed in section 6.5.

This section investigates the effect of the presence of Si$_3$N$_4$ nanoparticles on moisture uptake and the consequences for this on the dielectric behaviour of nanocomposite samples. As FTIR spectroscopy (section 4.3.3) has revealed, the Si$_3$N$_4$ nanopowder has a surface chemistry that is characterized by the presence of amine and, to a lesser extent,
hydroxyl groups. Hosier et al. [4] investigated the effect of adding the same nanofiller on water uptake in hydrophobic polyethylene and found that it caused an increase in the water uptake of the resulting composite compared with the equivalent unfilled system. However, for the current epoxy matrix, as the stoichiometric effect implies, the surface amine groups on the Si$_3$N$_4$ particles can chemically react with the epoxy groups in the resin, which will change the surface chemistry of the Si$_3$N$_4$ inside the epoxy matrix. In this case, analysing the effect of the nanofiller on water uptake will serve as a tool to probe the surface chemistry of the Si$_3$N$_4$ nanoparticles inside the polymer.

6.7.1 Moisture uptake

To monitor moisture absorption, specimens with different formulations were exposed to the conditioning environment and their masses were periodically measured over a period of two weeks. Water uptake was calculated from these measurements. The data obtained from 70 μm thick specimens are plotted in Figure 6.19a and the data obtained from 200 μm thick specimens are shown in Figure 6.19b. Evidently, both the 70 μm and 200 μm thick samples produce superimposable curves when water uptake is plotted versus $\sqrt{t/d}$ ($t$ is the exposure time and $d$ is sample thickness), which is a feature of Fickian behaviour [142]. Therefore, water diffuses into the nanocomposite samples following a Fickian mechanism, which is similar to its behaviour in the unfilled samples. Regarding the rate of diffusion of the water inside the materials, the obtained data suggest that the addition of Si$_3$N$_4$ does not significantly affect the rate of water diffusion, as can be deduced by comparing the slope of the linear part of the water absorption curves for the nanocomposites and the reference sample. Approximately, Figure 6.19 indicates that for the 70 μm thick specimens, the water uptake reaches around 40 % of its saturation value within ~30 min, whereas for 200 μm thick specimens, this period increases to ~200 min.

![Figure 6.19: Water absorption curves as a function of time, obtained from (a) 70 μm thick specimens and (b) 200 μm thick specimens.](image-url)
Comparing the saturation water uptake for different samples, Figure 6.19 shows that decreasing the HP from 100 % to 80 % leads to lower water uptake levels for both the nanocomposite series, which is consistent with the trend observed for the unfilled samples in chapter 5. However, at the same HP, the data show that the 5 wt% filled samples absorb a significantly greater amount of water than the 2 wt% filled samples which, in turn, absorb more than the unfilled samples that have same HP. Compare, for example, samples 100HP/5SiN, 100HP/2SiN and 100HP/0. This behaviour is expected, as the incorporation of Si₃N₄ results in a higher HPeff. To check if considering the stoichiometric effect of the nanofiller can account for this increase in water uptake, Figure 6.20 presents the saturation water uptake for the unfilled and the nanocomposite samples as a function of HPeff. The illustration reveals that with respect to their HPeff, both the filled and unfilled samples absorb comparable amount of water. This finding suggests that water absorption in the nanocomposite samples is almost exclusively a function of the effective matrix stoichiometry. Consequently, this means that the nanoparticles impart no significant polar content to each system, apart from the amine groups that react with the resins’ epoxy groups and are responsible for the stoichiometric effect. Since FTIR spectroscopy has demonstrated that the surface of the particles is covered by amine and, to less extent, hydroxyl groups, two inferences may be drawn from this conclusion:

1- Most of the particle amine groups have reacted with the resin and, hence, they only affect water absorption through the stoichiometric effect.

2- The number of the unreacted amine groups that remain on the surface and the number of the hydroxyl groups are not significant. Otherwise, the particles would lead to higher water uptake than would be expected based on the HPeff value for the samples. Such effect would appear in Figure 6.20 as a shift to higher water uptake values for the filled samples and this shift should be only related to the nanofiller loading. Closer examination of Figure 6.20 does show that the filled samples absorb slightly more than the unfilled samples, which may be due to a small amount of unreacted amine and hydroxyl groups on the particles, nevertheless, this effect is within experimental uncertainties.

To sum up, the above findings are in line with and, therefore, support the conclusions drawn from analysis of the dielectric spectra of these samples.
6.7.2 Reversibility of water absorption

The reversibility of water absorption was examined by placing the same specimens exposed to the humid conditioning in a vacuum oven at room temperature and regularly monitoring their mass. The measurements (Figure 6.21) show that the samples lose the absorbed water and return to their dry mass. This process took around one day for 70 μm thick specimens and around 3 days for 200 μm thick specimens. Consequently, the inclusion of Si₃N₄ does not affect the reversibility of the water absorption process, where it is reversible for both the filled and unfilled samples. Additionally, these data indicate the minimum period of time should be used to dry samples after being exposed to ambient conditions.
6.7.3 Moisture absorption effect on the dielectric spectra

Dielectric spectra obtained from all the nanocomposite samples along with the reference sample are shown in Figure 6.22. As expected, the absorbed water increases the polar content in the samples and thus increases $\varepsilon_\prime$. With regard to $\varepsilon_\prime''$, the absorbed water increases the strength of the $\beta$ relaxation, which is consistent with its impact on the unfilled samples. An additional feature that is only pronounced in the spectra obtained from the 5% filled samples is that the absorbed water increased the values of $\varepsilon_\prime''$ at low frequencies. As was concluded in section 6.3, this feature is due to an increased higher DC conductivity of these samples, rather than due to a relaxation of absorbed water molecules. Furthermore, similar behaviour has been observed in the spectra of unfilled amine-rich samples containing absorbed water (see section 5.6.2), which further confirms that this feature is not caused by a direct effect of the particles on the relaxation of the absorbed water, instead it is related to higher DC conductivity values for the 5 wt% filled samples. Consequently, apart from this increase in $\varepsilon_\prime''$ at low frequencies, the impact of the absorbed water on the spectra of the neat and nanocomposite samples is analogous. This suggests that the absorbed water exhibits similar relaxation in both the filled and unfilled samples. Based on the discussion in section 5.6.2, this similarity implies that the distribution and interactions of the absorbed water in both cases are similar. As established in that section, the water absorbed in the unfilled samples can be divided into two parts, the first part represents the water that relaxes at frequencies $>1$MHz and the other part represents the water that relaxes in phase with the $\beta$ relaxation (i.e. from 1 MHz to 10 Hz). Figure 6.23 estimates the ratios of each of these parts, following the same methodology used to produce Figure 5.26, for all filled and unfilled samples. This estimation confirms the above qualitative description that the interactions of the absorbed water with the polar components of the filled and unfilled samples are comparable and, consequently, signifies that the addition of Si$_3$N$_4$ nanoparticles does not introduce distinctive polar moieties where water molecules can be attached and, thus, exhibit distinctive relaxations, as was observed in other studies [4, 19, 189]. This is consistent with the conclusion drawn from water uptake results that most of the polar content on the Si$_3$N$_4$ particles have reacted with the resin epoxy groups and, hence, produced hydroxyether groups that have the same dielectric spectra as the rest of the matrix. Dependentely, the water attached to these groups will exhibit a relaxation similar to the water attached to the rest of the matrix [147, 148].
Figure 6.22: Dielectric spectra obtained from all the nanocomposite samples along with the reference sample, wet samples.

Figure 6.23: The increase in $\varepsilon_r'$ due to water absorption for all filled and unfilled samples.
6.7.4 Moisture absorption effect on the DC conductivity

Figure 6.24 shows DC conductivity measurements obtained from all the nanocomposite samples along with an unfilled reference sample at room temperature and an applied electric field of 42 kV/mm. Comparing these results with the DC conductivity of the dry samples (Figure 6.12) indicates that the absorbed water leads to a marked increase in the DC conductivity and that this increase is broadly proportional to the water uptake. For example, the DC conductivity increases by almost two orders of magnitude for sample 100HP/5SiN and by around one and half order of magnitude for sample 80HP/5SiN, in line with amount of water absorbed by these samples. Furthermore, compared with the behaviour of the unfilled samples, these results indicate that the impact of water absorption on DC conductivity of the filled and unfilled samples is comparable.

![Graph showing DC conductivity measurements for all wet nanocomposite samples at 23 °C and 42.5 kV/mm.](image)

Figure 6.24: DC conductivity measurements for all wet nanocomposite samples at 23 °C and 42.5 kV/mm.

6.7.5 Moisture absorption effect on the DC breakdown strength

Figure 6.25 presents a Weibull plot of DC breakdown data obtained from all the nanocomposite samples along with an unfilled reference sample (wet samples). As expected, water absorption leads to a significant reduction in the DC breakdown strength, which aligns with the variations seen in the DC conductivity. Additionally, this behaviour is consistent with the behaviour of the unfilled samples upon absorbing water. In order quantitively to compare the influence of moisture absorption on filled and unfilled samples, Figure 6.26 illustrates the impact of water absorption on Weibull scale parameter of the filled and unfilled samples as a function of $HP_{\text{eff}}$. As shown in section 6.7.1, at the same $HP_{\text{eff}}$, the water content in the nanocomposite samples is comparable to that of the unfilled
samples. Therefore, if the absorbed water affects the DC breakdown strength of the nanocomposite and the neat samples in an equivalent manner, one would expect that the reduction in the DC breakdown strength with respect to $H_{eff}$ should be comparable in both cases. Indeed, Figure 6.26 shows that the reduction in the DC breakdown strength with respect to $H_{eff}$ is roughly equivalent for the filled and unfilled samples. Consequently, this suggests that the impact of water absorption is comparable for the filled and unfilled samples.

![Graph showing DC breakdown measurements](image1)

**Figure 6.25:** DC breakdown measurements obtained from all the nanocomposite samples along with the reference sample (wet samples).

![Graph showing impact of water absorption](image2)

**Figure 6.26:** A comparison between the impact of water absorption on DC breakdown strength of the nanocomposite and neat samples.
Figure 6.27 presents Weibull plots of AC breakdown measurements obtained from all the nanocomposite samples, along with the reference sample (wet samples), while Figure 6.28 compares the impact of water absorption on the Weibull scale parameter of the filled and unfilled samples. These data show that the absorbed water does not significantly affect the AC breakdown strength of both nanocomposite series, which is in accordance with the behaviour of the unfilled samples. This behaviour clearly indicates that the decrease in the AC breakdown strength observed in the dry nanocomposite samples cannot be linked to water shells around the particles, (see the discussion in section 6.5).

From the above discussion, the impact of water uptake on the electrical properties of the nanocomposite samples is comparable to its impact on the unfilled, neat epoxy samples. While this behaviour corroborates the conclusions drawn from the mass monitoring and dielectric spectroscopy results, it also suggests that a similar distribution of water molecules occurs within the filled and unfilled samples which leads to a similar impact on the measured electrical properties. However, is the reverse correct? That is, if two materials absorb identical amount of water but the absorbed water distributes differently in the two materials (e.g. the addition of hydrophilic particles may result in a concentration of the absorbed water around them), will the impact on electrical properties be different? This question is suggested for future work in chapter 8.

Figure 6.27: AC breakdown measurements obtained from all the nanocomposite samples along with the reference sample (wet samples).
6.8 Chapter summary

The addition of nanofillers can have a significant influence on the resin stoichiometry of thermosetting polymer systems. In the amine/epoxy system considered here, the Si$_3$N$_4$ nanofiller can react with a considerable fraction of the epoxy groups in the system and, consequently, affect the resin/hardener stoichiometry and the resulting network structure. Based on DSC result analysis, it was estimated that the inclusion of 2 wt% and 5 wt% of silicon nitride nanofiller displaces the resin/hardener stoichiometry by 6.5 % and 18 %, respectively. Dielectric spectroscopy results further confirmed the above finding, where the spectra of the nanocomposite samples were found to be equivalent to the spectra of unfilled samples when the above stoichiometric effect is taken into account. Therefore, this chapter renders conclusive evidence that nanofillers can directly and significantly affect the curing process of an epoxy network and, therefore, this parameter should be always considered when introducing nanofillers into thermosetting matrices. Such finding implies the presence of covalent bonding between the nanoparticles and the surrounding polymer and, therefore, offered an opportunity to question what is usually conjectured in the literature that strong filler/polymer interactions can affect or confine the molecular dynamics of the polymer layer around the particles and also lead to better particle dispersion. SEM images indicated that this chemical bonding leads to a good nanoparticle dispersion. However, DSC and dielectric spectroscopy results suggest that this strong filler/matrix interaction does not have an appreciable influence on the segmental dynamics of the polymer. This signifies either the absence of any affected polymeric layer around the particles or the thickness of such layer is too small to be distinguished from
Experimental uncertainties, i.e. < 0.8 nm, according to the uncertainties of the experimental technique used here.

Electrical characterisation showed that considering the impact of the Si₃N₄ nanoparticles on the resin/hardener stoichiometry and the implications of this on the electrical properties cannot account alone for the electrical behaviour of the nanocomposite samples. A comparison of the electrical behaviour of the filled and the unfilled samples, with respect to $HP_{eff}$, indicated that there is an additional effect, which is exclusively a function of the nanofiller loading, superimposes on the former effect in influencing the electrical behaviour. Several possibilities were explored to explain this additional effect. Extensive analysis demonstrated that this effect cannot be attributed to particle agglomeration, water shells around the particles or to the influence of the particles on the matrix dynamics, structure or free volume content of polymer interphase. It was proposed that it is the particle interphase which has critical impact on the electrical properties; this proposal will be investigated in the next chapter.

Water absorption results reveal that the nanocomposite samples absorb a comparable amount of moisture to that absorbed by the unfilled samples at same $HP_{eff}$. Furthermore, the impact of water inclusion on the characterised electrical properties is roughly equivalent for the filled and unfilled samples. This suggests that the distribution of the absorbed water molecules is identical in both cases and therefore implies the reaction of most of the polar amine groups on the surface of the Si₃N₄ particles, giving further credence to the stoichiometric effect of these particles.
Chapter 7

Effect of Particle Interphase on Electrical Behaviour of Si$_3$N$_4$ Epoxy Nanodielectrics

7.1 Introduction

As was proposed in the previous chapter, the particle interphase of Si$_3$N$_4$ nanoparticles may have a critical impact on the electrical behaviour of the considered nanocomposites, since other factors, such as particle dispersion, water absorption and the influence of the particles on the network stoichiometry or segmental dynamics, could not completely explain the obtained results. This chapter will investigate this hypothesis by studying the impact of modifying the particle interphase of the Si$_3$N$_4$ nanoparticles on the electrical behaviour of the resulting epoxy nanocomposites. The particle interphase was modified by heating the particles at 1050 °C before introducing them into the polymer matrix. The details of the heat treatment and its impact on the surface chemistry of the particles was elaborated in section 4.3, where the FTIR spectra indicated that this treatment results in removing the surface NH & OH groups, releasing any foreign atom on the particle surface and producing a surface covered by stable siloxane bridges. According to the particle interphase model (section 2.4), such substantial change in the surface chemistry is expected to modify the particle interphase, and if such modification of the particle interphase has an impact on the electrical behaviour, this will appear when comparing the electrical properties of nanocomposites filled with the particles before and after the particle calcination process. The materials prepared for this purpose can be divided into three types (summarised in Table 7.1):

1- Unfilled epoxy: the resin and the hardener were mixed following the theoretical resin : hardener stoichiometric ratio, 1000 : 344 by mass. This sample acts as a reference for the others.

2- Nanocomposite containing 5 wt% of dried Si$_3$N$_4$ (SiN): as the focus in this chapter is on the influence of the particle interphase, the effect of the particles on the matrix stoichiometry was negated by adjusting the resin : hardener ratio employed in this sample. According to chapter 6, at 5 wt%, it was estimated that the dried Si$_3$N$_4$ powder displaces the resin/hardener stoichiometric ratio by ~18 wt%. Therefore, the resin/hardener ratio was adjusted to 1000: 282 (344* 0.82) in this sample.

3- Nanocomposite containing 5 wt% of calcinated Si$_3$N$_4$ (SiN-C): since the heat treatment at 1050 °C is expected to remove the active amine groups on the surface of the powder, the resin/hardener ratio followed for this sample is 1000 : 344.
Table 7.1: A summary of the investigated materials and their details.

<table>
<thead>
<tr>
<th>Sample code</th>
<th>Resin : Hardener mass ratio (HP (%))</th>
<th>Filler loading (wt%)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>100HP/0</td>
<td>1000 : 344 (100 %)</td>
<td>0</td>
<td>Neat epoxy (reference)</td>
</tr>
<tr>
<td>82HP/5SiN</td>
<td>1000 : 282 (82 %)</td>
<td>5</td>
<td>Filled with dried Si₃N₄</td>
</tr>
<tr>
<td>100HP/5SiN-C</td>
<td>1000 : 344 (100 %)</td>
<td>5</td>
<td>Filled with calcinated Si₃N₄</td>
</tr>
</tbody>
</table>

7.2 Particle dispersion

Representative SEM images of the nanocomposite samples are shown in Figure 7.1. As expected based on the data in the previous chapter, the image of sample 82HP/5SiN, (Figure 7.1a), shows well dispersed nanoparticles throughout the matrix, where no large agglomerations can be observed. For the sample filled with calcinated particles, sample 100HP/5SiN-C, Figure 7.1b illustrates that the particle dispersion is worse than in the case of sample 82HP/5SiN, where the particles form a higher number of clusters of a larger size, reaching 1 μm. As the FTIR spectra showed, the dried nanoparticles have a high

![Figure 7.1](image-url)
concentration of surface amine groups, which can form strong interactions with the epoxy matrix, whereas the calcinated nanoparticles are covered with siloxane bridges, which cannot form such strong interactions with the polar epoxy matrix. This reasoning is in line with the theory of solubility between two phases, which implies that the interactions between the particles and the matrix molecules should be stronger than the cohesive forces between the particles themselves in order for them to be efficiently dispersed in the matrix [14-16].

7.3 Glass transition and molecular dynamics

Typical DSC traces for all the samples are plotted in Figure 7.2 and the derived parameters are summarised in Table 7.2.

![Figure 7.2: DSC traces for the three samples; the circles superimposed on the curves indicate $T_g$.](image)

<table>
<thead>
<tr>
<th>Sample code</th>
<th>$T_g$ [°C]</th>
<th>$\Delta C_p$ [J/(g.°C)]</th>
<th>$\Delta T_g$ [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100HP/0</td>
<td>88.2 ±2.4</td>
<td>0.31 ±0.026</td>
<td>7.66 ±1.8</td>
</tr>
<tr>
<td>82HP/5SiN</td>
<td>87.5 ±2.4</td>
<td>0.316 ±0.026</td>
<td>7.1 ±1.8</td>
</tr>
<tr>
<td>100HP/5SiN-C</td>
<td>88.5 ±2.4</td>
<td>0.309 ±0.026</td>
<td>6.79 ±1.8</td>
</tr>
</tbody>
</table>

The above data indicate that within the experimental uncertainties the three systems exhibit identical glass transition processes. That is, the cooperative segmental dynamics of the polymeric matrix in all of these samples are very similar, so that no variations can be detected by this characterisation method. For the sample filled with SiN, the data demonstrate that the stoichiometric effect of the filler is successfully accounted for. For
SiN-C filled sample, the obtained data indicate that the calcinated particles do not affect the glass transition of the host epoxy network. This is expected based on the surface chemistry of the calcinated particles, which revealed the absence of any surface functional groups that can chemically interfere with the curing reaction and, consequently, affect the crosslinking density of the network. This behaviour of the sample filled with the calcinated particles substantially supports the conclusion drawn in section 6.2 that as long as the nanoparticles do not chemically interact with the network, their physical presence as solid entities inside the epoxy matrix does not have an appreciable influence on the glass transition. Furthermore, the data obtained from samples 82HP/5SiN and 100HP/5SiN-C suggest that in both cases, whether the nanoparticles interact or do not interact with the epoxy, the nanofiller does not induce an observable confined or loose layer around themselves. This, in turn, implies either the absence of such layers, as was reported by [41], or that the thickness of such layers is too thin (< ~1 nm) to be distinguished from experimental uncertainties at the considered filler loading (5 wt% or 1.65 vol%) [43].

In addition to the glass transition, dielectric spectroscopy was used to probe any change in the segmental dynamics or the polar content brought by the nanofiller. Dielectric spectra obtained from the three sample types are presented in Figure 7.3, which show that the real part of the permittivity ($\varepsilon''$) is comparable in all the three systems. The slight scaling up or down in $\varepsilon''$ are within the experimental uncertainties which could be due to experimental errors in assessing the samples thickness or in producing exactly 30 mm gold layers on both sides of the samples. The data of the imaginary part of the relative permittivity (Figure 7.3b) show that the strength of the $\beta$ relaxation is very similar in the three systems. Since the strength of this relaxation is proportional to the crosslinking density, established in the previous two chapters, these spectra indicate a similar crosslinking density in the three samples, which is in line with the DSC glass transition results. In fact, the comparable strength of the relaxation provides another evident that the stoichiometric effect of the SiN filler was properly accounted for, otherwise, the lower hardener content used in sample 82HP/5SiN should result in a sharp reduction in its $\beta$ relaxation as was seen in unfilled systems (chapter 5). Furthermore, the presence of both the dried and the calcinated Si$_3$N$_4$ nanoparticles does not impart any distinctive relaxation in the obtained dielectric spectra. For the SiN filled system, the implications of this was discussed in section 6.3, where the absence of any additional relaxation, despite the presence of polar functional groups on the surface of the nanoparticles, was attributed to the reaction of these polar groups with the resin’s epoxy groups. For the SiN-C filled system, this is expected, since the calcination treatment resulted in the removal of the polar groups on the particle surface.

Both the above DSC and dielectric spectroscopy data suggest that the segmental dynamics, at both a cooperative level and a more localised level, and the polar content of the epoxy matrix in the three systems are comparable.
Dielectric response, (a) real part of the relative permittivity and (b) imaginary part of the permittivity.

7.4 DC conductivity and breakdown strength

7.4.1 Results

The DC conductivity of all the three samples at 45 °C is illustrated in Figure 7.4. The less scattering in the data obtained from sample 82HP/5SiN compared with the data of the other samples indicates higher signal to noise ratio since the DC conductivity and the current passes through this sample is considerably higher. The data show that the DC conductivity slightly increases as a function of time, however no dramatic change could be observed. The slight increase can be ascribed to the water absorption where the measurements were performed in a fan oven without moisture control and the samples start absorbing water after being exposed to ambient (see sections 5.6 and 6.7). Same DC conductivity measurements were conducted at other temperatures and the resulting data were statistically manipulated and presented in Figure 7.5. The results obviously indicate that the SiN filled sample has a significantly higher DC conductivity, whilst the SiN-C filled epoxy has a slightly lower DC conductivity than the unfilled epoxy sample. This trend in the DC conductivity distinctly correlates with the DC breakdown results shown in Figure 7.6a, where sample 82HP/5SiN has significantly lower DC breakdown strength and sample
100HP/SSiN-C has comparable breakdown strength to that of the unfilled reference epoxy. The AC breakdown results (Figure 7.6b) also show that the heat treatment at 1050 oC significantly increases the AC breakdown strength to be comparable to that of the reference sample. Table 7.3 summarises the Weibull parameters derived from the DC and AC breakdown measurements of the three systems.

![Figure 7.4: DC conductivity measurements at 45 °C and electric field of 42 kV/mm.](image)

![Figure 7.5: Average of DC conductivity for all samples at different temperatures and electric field of 42 kV/mm, the error bars indicate the 95 % confidence bounds of the average.](image)
Figure 7.6: Breakdown measurements at room temperature for the three systems, (a) DC, and (b) AC.
Table 7.3: Weibull parameters derived from the DC and AC breakdown measurements for all samples, the uncertainties are based on the 95% confidence bounds.

<table>
<thead>
<tr>
<th>Sample code</th>
<th>DC breakdown Weibull parameters</th>
<th>AC breakdown Weibull parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>η (kV.mm⁻¹)</td>
<td>β</td>
</tr>
<tr>
<td>100HP/0</td>
<td>646 ±18</td>
<td>19 ±6</td>
</tr>
<tr>
<td>82HP/5SiN</td>
<td>472 ±12</td>
<td>22 ±7</td>
</tr>
<tr>
<td>100HP/5SiN-C</td>
<td>660 ±17</td>
<td>20 ±6.8</td>
</tr>
</tbody>
</table>

7.4.2 Discussion

The above results clearly show that calcinating the particles at 1050 °C significantly affects the electrical performance of the resulting nanocomposite material. The fact that this effect includes a significant variation in the AC breakdown strength signifies that this behaviour is not associated with the matrix stoichiometry, as modifying the resin/hardener ratio in chapter 5 does not affect the AC breakdown strength. Furthermore, since the polymer matrix in the three investigated materials does not exhibit any other significant variations, as demonstrated by the glass transition results and the dielectric response, these variations in the DC conductivity and breakdown strength must be associated with the nanoparticles. Regarding the particle dispersion, the SiN dispersion is much better than the SiN-C dispersion and, hence, the dispersion factor would advise that the system filled with SiN has a better electric performance, which is not the case. Accordingly, the particle dispersion is not a decisive factor in determining the charge transport dynamics in these systems. Praeger et al. [190] studied the effect of calcinating a silica nanofiller at 1050 °C, before introducing it into a polyethylene matrix. They found that the calcinated silica resulted in a considerable increase in the DC breakdown strength, while the as-delivered silica, without any heat treatment, caused a substantial reduction in the DC breakdown strength; no other heat treatment was tried. The authors attributed this behaviour to the water shells that surround the hydrophilic as-delivered silica and evaporate upon heating the particles at 1050 °C. Water molecules are highly polar and can be auto-ionized (i.e. producing OH⁻ and H₃O⁺ ions), leading to higher charge transport [27, 155]. In the current investigation, a care was taken to remove such water layers by heating the particles at 200 °C and drying the samples at vacuum for > 14 days. Additionally, this possibility was ruled out in chapter 6 by studying the impact of water absorption on the electrical behaviour of the considered nanocomposites. Returning to the FTIR results, the surface of SiN particles has complex chemistry, is partially oxidised to silica, and contains many defects as indicated by detecting carbon and hydrogen atoms. Beside the amorphous structure of the particles, this surface chemistry suggests disordered band gap in the particle interphase with a high concentration of localised electronic states. As was discussed earlier, such particle interphase might increase the charge transport as was illustrated by Figure 2.6. On the other
hand, the SiN-C is covered by a silica layer terminating with stable siloxane bridges without NH or OH groups. Such surface chemistry indicates particle interphase with a lower concentration of localised electronic states. Indeed, Sameshima *et al.* found that changing the surface chemistry of silica films into Si-O-Si network significantly reduces the density of trap states [191]. Furthermore, it is known that the silica has a considerable larger band gap than the silicon nitride [192], which implies a particle interphase with wider band gap. Consequently, the particle interphase might, in this case, work as an energy barrier for the charge movement as proposed by Figure 2.7.

### 7.5 Chapter summary

This chapter showed that removing the surface amine groups by heating the particles at 1050 °C results in a worse particle dispersion, which is in line with the generally accepted rule that weak nanofiller/matrix interactions lead to a bad filler dispersion and vice versa. The obtained DSC results demonstrated that the inclusion of calcinated Si$_3$N$_4$ nanoparticles does not affect the glass transition process of the matrix, which supports the conclusion drawn in chapter 6 that nanoparticles do not affect the glass transition of an epoxy network unless they interfere with the curing process of the network (at least for the considered filler loading and for the specific epoxy matrix considered here).

The electrical property characterisation has demonstrated the critical impact of the particle interphase on the electrical performance of nanodielectrics. Although calcinating the Si$_3$N$_4$ particles should lead to much weaker filler/matrix interactions, as evinced by worsening the particle dispersion within the matrix, this results in a positive impact on the dielectric properties of the produced nanocomposites, in a striking contrast to what is conventionally claimed in the literature that strong filler/matrix interaction is one of the key factors that leads to a better dielectric performance in nanodielectrics [177-181]. This suggests that the particle interphase may have a more profound impact on the electrical properties than any variation in the polymer interphase that may be induced by the interacting with the incorporated nanoparticles.
Chapter 8

Conclusions and Future Work

8.1 Conclusions

Investigating the electrical behaviour of nanocomposites imposes challenges that may vary depending on the considered filler & host materials and the interactions between them. For the considered thermosetting system, the potential interference of the incorporated nanofiller with the network curing process is a major challenge that needs to be addressed to better understand the behaviour of these nanocomposites. Such interference may affect the resin/hardener stoichiometry and, consequently, the structure of the resulting network. Therefore, the study was initially concerned with the impact of changing the resin/hardener stoichiometry, before investigating the electrical behaviour of the Si₃N₄/epoxy nanocomposites. This methodology offers a great opportunity to understand the main mechanisms that control glass transition, dielectric spectra, DC conductivity and AC&DC breakdown strength of the base material. For example, by changing the resin/hardener ratio, it could be deduced that the crosslinking density, and consequently, \( T_g \) are primarily determined by the epoxy/amine group ratio, where side reactions, such as etherification or homopolarization, are negligible. Regarding electrical properties, it was found that the DC conductivity and the DC breakdown strength are sensitive to the chemical content of the epoxy network rather than to the network structure or dynamics. Specifically, increasing the hardener (amine) content beyond the optimum stoichiometric ratio, i.e. the \( HP > 100 \) %, has a detrimental impact on these properties whereas, reducing the hardener content has some benefits to the DC dielectric properties. On the other hand, the AC breakdown strength is not significantly influence by changing the resin/hardener stoichiometry. This may imply that a homogenous variation in the DC charge transport does not necessarily lead to a noticeable change in the short-term AC breakdown strength.

For the nanocomposite systems, the study has revealed that the addition of Si₃N₄ nanoparticles into the considered epoxy/amine network directly and significantly affects the resin/hardener stoichiometry. Analysis of data obtained from DSC measurements revealed that the addition of 2 and 5 wt% of Si₃N₄ nanofiller displaces the resin/hardener stoichiometry by 6.5 and 18 wt%, respectively. These figures were confirmed using other experimental techniques, dielectric spectroscopy and water uptake measurements. Therefore, this study demonstrate that nanofillers, due to their large surface area which may be covered by reactive chemical groups, can chemically interact with the reactive groups in the liquid resin and hardener and, thus, influence the networking process of
thermosetting systems. Hence, this parameter should always be considered when introducing nanofillers into thermosetting polymers.

Many of the models that aimed to explain the behaviour of nanocomposites refer to the formation of an interphase region, in which the polymer chains dynamics is different from the rest of the matrix. Although, in the system investigated here, there is a chemical bonding (i.e. strong interaction) between the polymer and the particles, DSC and dielectric spectroscopy results did not reveal any appreciable mark for such interphase region. This signifies that the thickness of any affected polymeric layer around the particles might be too small to be distinguished from experimental uncertainties and, accordingly, makes those models (which are based on this effect) no applicable to the investigated systems.

Water uptake monitoring showed that for thin samples, absorption of relatively significant amount of water occurs within few tens of minutes of exposure to ambient conditions. This was reflected on the DC conductivity results, which showed that water uptake during the measurement process can significantly affect the obtained data. Therefore, this factor should be carefully identified and taken into account when analysing experimentally obtained results. For the saturation water uptake, the obtained data indicated that the saturation water uptake is proportional to the polar content of the network, which correlates with the $HP$ in the unfilled systems and $HP_{off}$ in the filled systems. Dielectric spectroscopy results revealed that part of the absorbed water forms hydrogen bonds with the polar sites in the network and, therefore, its dielectric relaxation is related to the relaxation of the moieties to which this fraction of the water is bound. Consequently, analysis of the dielectric spectra of the wet samples can give information about the polar content of the network and the interactions between these polar groups and the absorbed water. For the systems considered in this study, the results showed that the impact of water inclusion on the dielectric spectra is roughly equivalent for the filled and unfilled samples. This suggests that the distribution of the absorbed water molecules is identical in both cases and, therefore, implies the reaction of most of the polar amine groups on the surface of the Si$_3$N$_4$ nanoparticles, giving further credence to the stoichiometric effect of these particles. Electrical characterisation suggested that water absorption leads to a sharp increase in the DC conductivity, a sharp decrease in the DC breakdown strength, but a marginal impact on the AC breakdown strength. Therefore, more attention should be paid to water absorption in case of DC dielectric applications.

While most work reported in the literature has concentrated on investigating the characteristics of the polymer interphase, this study proposed an interphase region within the boundaries of the particles, which was called the particle interphase. The experimental investigation in chapter 7 has demonstrated that the particle interphase has a critical influence on the electrical properties of nanodielectrics, which could be more crucial than any variations may take place in the polymer interphase. This may be attributed to that the
particle material has higher density and, consequently, any perturbations in the particle interphase will lead to modifying the electronic density of states and, therefore, affect the electronic dynamics in this region. Due to its small molecules, the particle interphase is expected to be very thin and have insignificant impact on other properties such as mechanical properties. On the other hand, the polymers have long molecules, which may interact and form hydrogen or chemical bonds with the particle surface, which can affect the fracture or mechanical performance of nanocomposites. Hence, the interactions that occur in the polymer interphase may have more pronounce influence on the mechanical properties of the nanocomposites.

The electrical properties are essentially affected by the dynamics of charge carriers, which could be as small as electrons, and therefore, the behaviour of these properties is not necessarily correlated with the dynamics of larger constituents, i.e. dynamics of the polymeric segments or chains. The experimental results obtained in this study clearly support such conclusion, where, for example, no correlation has been detected between the network segmental dynamics, and the electrical performance of the samples investigated in chapter 5. Furthermore, all the samples investigated in chapter 7 exhibit similar molecular dynamics but significantly different charge dynamics and, consequently, electrical performance.

Designing nanodielectrics needs a more analytical approach than the currently empirically-dominated approach. Such approach should consider the relative location of the conduction and valence energy levels between the filler and matrix materials. These levels can be engineered by properly selecting the suitable filler/matrix combinations. Furthermore, the variations that may occur in these levels in the interphase regions can lead to a critical impact on the dielectric performance. As was proposed, the particle interphase may offer conduction paths or represent an energy barrier for electronic mobility. For this purpose, computer modelling can be a very useful tool, where simulation of the charge transport and distribution within the filler, matrix and interphase regions can provide a fundamental base for such approach.

Finally, this investigation demonstrates how a systematic methodology to analyse electrical behaviour of nanocomposites can lead to conclusive information. This methodology should start from a thorough characterisation of the key characteristics of both the filler and base materials. Additionally, such methodology includes critically understanding the main mechanisms that affect electrical properties of the base polymer before beginning to analyse the impact of the nanofiller incorporation. Without this understanding, it would be impossible to reach many of the findings reported in this thesis. For example, the conclusion that the reduction of the AC breakdown strength observed in the nanocomposite samples cannot be attributed to the impact of the nanofiller on the
network structure or stoichiometry is chiefly based on the behaviour of the AC breakdown strength of the unfilled epoxy upon changing the network stoichiometry.

8.2 Future work

Based on the findings presented in this study, the following paragraphs outline some of the topics that are suggested for future investigations.

- Thermal conductivity: improving thermal conductivity of polymers by filling them with nanoparticles that have considerably higher thermal conductivity is beneficial for many applications. For example, as electrical insulation materials, higher thermal conductivity increases the dissipation rate of the heat generated from the insulated equipment and, thus, allows higher power ratings to be applied. Many studies have indicated that the thermal conductivity of polymeric nanocomposites is affected by the thermal conductivity of both the filler and matrix materials and the interactions in the interphase between the filler and the polymer. The existence of covalent bonds between the polymeric matrix and the ceramic filler can reduce the phonon scattering at the interface and, consequently, enhance the overall phonon transport in the composite. A recent study [193] suggested an empirical proportional relation between the thermal transport over the interface between two phases, and the strength of the bonding between them. Therefore, it would be worth to investigate the role of the interactions and the surface chemistry of silicon nitride nanofiller on the thermal conductivity of the resulting silicon nitride/epoxy nanocomposites.

4- Water influence on electrical properties: it has been shown in this study that the impact of water absorption on electrical properties of Si$_3$N$_4$/epoxy nanocomposites is comparable to its impact on unfilled epoxy systems. This was connected to that the distribution of the absorbed water is comparable in both cases. It would be interesting to explore if different water distribution would lead to different implications on electrical properties. This can be examined by filling an epoxy matrix with a polar nanofiller, like silica, where the absorbed water is expected to be more concentrated around the particles. Consequently, by performing the same characterisation performed in this study, the influence of the distribution of absorbed water can be highlighted.

5- Mechanical properties and erosion resistance: the fact that Si$_3$N$_4$ particles can crosslink with epoxy may suggest that this filler may enhance mechanical and erosion properties of Si$_3$N$_4$/epoxy nanocomposites. Therefore, it would be worth to investigate the impact of Si$_3$N$_4$ particles on mechanical properties and erosion resistance of Si$_3$N$_4$/epoxy based nanocomposites.
Appendix A

Polymer Properties

A.1 Crystallinity of polymers

The arrangement of the polymeric chains and their ability to form crystalline regions depend on the regularity of these chains. For example, in case of linear polymer chains with small side groups, the chains can arrange themselves to form crystalline regions. However, due to the complicated structure and different length of the polymeric chains, a 100% crystalline polymer seems to be not possible. Always, there are amorphous regions that lie between the crystalline regions and the degree of crystallinity therefore depends on the regularity of the polymeric chains. Linear polymer chains containing bulky side groups, branched polymer chains or crosslinked polymer chains cannot form crystalline regions easily and the degree of crystallinity may reach zero for these polymers, i.e. completely amorphous polymer [194].

A.2 Transparency of polymers

The band gap of most polymers is more than the photon energy of visible light and therefore, these materials should be transparent if there are no other determining factors. This generally applies to amorphous polymer, where the material is considered to be one phase.

Crystalline polymers, however, contain both crystalline and amorphous regions. The crystalline structures are usually denser and thus have higher refractive indices than amorphous regions. Therefore, crystalline polymers contain two phases and if the dimensions of these phases are similar or larger than the wavelength of the visible light, then the light will experience refraction and scattering each time it passes from one phase to the other. By repeating this process many times, most of the light will be scattered and the material will appear translucent or opaque.

Introducing nanoparticles into a polymeric matrix has a similar effect on the transparency of the material, where the nanoparticles are considered one phase and the polymeric matrix is considered another phase. For well dispersed nanoparticles, the dimensions of the nanoparticles phase should be less than 100 nm, specifically for spherical nanoparticles, which is less than the wavelength of visible light (400 - 700 nm). Therefore, well dispersed nanoparticles inside a polymeric matrix would not be expected greatly to affect the transparency of an otherwise transparent polymer. The opposite is true where, if the
nanoparticles agglomerate to form regions with dimensions equal or more than the wavelength of light, then the otherwise transparent polymer could appear opaque [92].

### A.3 Solubility of polymers

Many nanocomposite preparation methods involve the use of solvents in one or more of the processing stages and, therefore, understanding the interaction between polymers and solvents is important. A solvent can dissolve a polymer if it initiates new bonds with the polymer chains, replacing the existed intermolecular bonds. When a suitable solvent is mixed with a polymer, the solvent molecules can diffuse between the long polymer chains and form new bonds, which replace the intermolecular bonds and finally dissolve the polymer into its constituent chains. However, the polymer chains are very long compared with the solvent molecules and there are many bonds connecting the chains together, which result in slowing down the dissolution process taking up to several days. This is particularly relevant for crystalline polymers, where the polymeric chains are well backed and have denser number of bonds to be overcome by the solvent [14].

In a crosslinked polymer, the solvent cannot replace the covalent bonds between the polymer chains and, thus, crosslinked polymers cannot be dissolved. However, crosslinked polymers can be swollen by solvent molecules, which diffuse into the free spaces within the polymeric network. Figure A.1 shows a cured epoxy sample after immersing it in acetone for several days.

![Figure A.1: Effect of solvent on cured epoxy nanocomposite, the sample on left is the original one and the sample on the right is after being in acetone for more than 10 days.](image)

### A.4 Thermal effect on polymers

Due to their long molecules and the entanglements between these molecules, the thermal effect on the polymers is more complicated than on other materials of low molecular mass.

In amorphous polymers, the chains are randomly connected and entangled together, therefore, there is no definite temperature where the thermal energy can exceed the intermolecular bonds and the polymer flows as a simple liquid. Even if the thermal energy
is sufficient to overcome these bonds, the random entanglements between the long chains do not allow the polymer to flow easily. Instead, amorphous polymers convert from a rigid glassy phase into a flexible rubbery phase. The temperature that differentiates between the glassy phase and the rubbery phase is known as glass transition temperature ($T_g$). In reality, $T_g$ corresponds to a narrow range of temperatures instead of being a definite temperature. Below $T_g$, the material is hard and glassy, where the polymeric chain motion is restricted to vibrations of the atoms about equilibrium positions or motions of a few atoms along the main chain. Above $T_g$, the material is soft and rubbery, where polymeric chains have more freedom to move.

In crystalline polymers, the chains are connected together regularly and, therefore, at a sufficient temperature, the melting temperature ($T_m$), the crystalline regions can melt and the polymeric chains can flow. However, since the crystalline regions are not all of the same size, they melt at slightly different temperatures. Accordingly, the melting temperature might be a range of temperatures rather than single temperature. Additionally, the crystalline polymers have both crystalline and amorphous regions, thereby, they have both $T_m$ and $T_g$. 
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