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Cluster adjacency properties of scattering amplitudes
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We conjecture a new set of analytic relations for scattering amplitudes in planar N = 4 super
Yang-Mills theory. They generalise the Steinmann relations and are expressed in terms of the
cluster algebras associated to Gr(4, n). In terms of the symbol, they dictate which letters can
appear consecutively. We study heptagon amplitudes and integrals in detail and present symbols
for previously unknown integrals at two and three loops which support our conjecture.

INTRODUCTION

Scattering amplitudes in perturbative quantum field
theory have an intricate analytic structure. In certain
cases the analytic structure becomes tractable enough to
submit to a general mathematical description. The case
of scattering amplitudes in planar maximally supersym-
metric Yang-Mills theory is particularly striking. Here
there is evidence that the branch cut singularities of cer-
tain perturbative loop amplitudes are described by clus-
ter algebras associated to the Grassmannians Gr(4, n) [1].
More precisely, the set of locations of the branch point
singularities (the alphabet) is described by the set of all
cluster A-coordinates of the associated cluster algebra.

The A-coordinates are polynomials in the Grassman-
nian Plücker coordinates (ijkl) which are totally an-
tisymmetric sl4-invariant combinations of momentum
twistors Zi [2]. Such variables neatly describe the ge-
ometry of a polygonal light-like Wilson loop dual to the
planar scattering amplitude [3–5]. The sides of the poly-
gon are given by the massless particle momenta pi and
the corners, denoted by xi, are then related to lines in
momentum twistor space P

3 after picking a preferred
bitwistor I, corresponding to the null cone at infinity,

pi = xi+1 − xi , xi =
Zi−1∧Zi

(i − 1 i I)
. (1)

Steinmann relations [6, 7] are the requirement that a
scattering amplitude does not have consecutive discon-
tinuities in overlapping channels. In the context of am-
plitudes in planar N = 4 super yang-Mills theory their
importance was emphasised in [8] and they have been
usefully employed to construct amplitudes in [9, 10].

In order to see the appearance of Steinmann relations
in massless amplitudes it is useful to define an appro-
priate infrared finite quantity [9]. In planar N = 4 this
quantity is the BDS-like subtracted amplitude [11] which
exists for n-point amplitudes with n ≥ 6 and n 6= 0 mod
4. These amplitudes do not have consecutive branch cuts
in overlapping three-particle or higher Mandelstam in-
variants. For example, a discontinuity around s123 = 0
cannot itself have a discontinuity around s234 = 0.

ADJACENCY RULES FROM Gr(4, n) CLUSTERS

Polylogarithms and symbols. The amplitudes that
we discuss here are believed to be expressible in terms of
polylogarithms, i.e. iterated integrals over a set of log-
arithmic singularities. A polylogarithm (or ‘pure’ func-
tion) of weight k, denoted as f (k), satisfies

d f (k) =
∑

r

f (k−1)
r d logφr , (2)

where φr (the letters) are algebraic functions of some
set of coordinates. Functions of weight one are linear
combinations of logarithms of the letters. The symbol
map, defined following (2) as

S
[

f (k)
]

=
∑

r

S[f (k−1)
r ]⊗φr , (3)

maps a weight-k function to a k-fold tensor

∑

~φ

c~φ φr1⊗φr2⊗ . . .⊗φrk , (4)

with rational coefficients c~φ, which encodes both the dif-

ferential and the branch-cut structure of f (k). In order
for an expression of the form (4) to be the symbol of a
function it has to satisfy the integrability condition,

∑

~φ

c~φ φr1⊗ . . . φri−1
⊗φri+2

. . . φrk

dφri∧dφri+1

φriφri+1

= 0. (5)

The symbol map was used in [12] to deduce a beautifully
simple formula for the two-loop hexagon remainder [13–
15]. Terms of the form φr1⊗φr2⊗ . . . in the symbol of a
function f (k) indicate a logarithmic branch point where
φr1 vanishes, while the discontinuity across the associ-
ated branch cut is a function of weight (k − 1) whose
symbol is the sum of such terms with the initial entry
φr1 removed. Consequently, Steinmann relations which
impose constraints on double discontinuities have impli-
cations on the initial pairs of entries of the symbol.

From (2), differential operators also have a simple ac-
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tion on the symbol, namely:

d(φ1⊗ . . .⊗φk) = d logφk

(

φ1⊗ . . .⊗φk−1

)

, (6)

allowing differential equations for integrals to be set up
and solved at the level of the symbol.
Cluster algebras. There is evidence [1] that clus-

ter algebras [16–18] address the question of which set
of letters φi, called the alphabet, appear in the symbol
of certain scattering amplitudes in planar N = 4 super
Yang-Mills. A Gr(4, n) cluster algebra consists of clus-
ters that are represented by quiver diagrams that consist
of nodes that are connected by arrows and carry the A-
coordinates, which are the letters potentially appearing
in the symbol of the n-particle scattering amplitude.
For Gr(4, 7), the so-called initial cluster is represented

by the following quiver diagram with Plücker coordinates
at each of the nodes:

(1234)

(1235) (1236)

(1245) (1256)

(1345) (1456)

(1237)

(1267)

(1567)

(2345) (3456) (4567)

The Gr(4, 6) initial cluster is obtained from the above
by deleting the final column and placing boxes around the
unboxed nodes in the second column. The boxed nodes
are referred to as frozen nodes and the rest as unfrozen.
A cluster is mapped to a different one under an oper-

ation called mutation which replaces the value of an un-
frozen node and changes the connectivity of the quiver
according to the rules explained below.
Let a quiver with nodes {ai} be described by the anti-

symmetric adjacency matrix bij defined as

bij = (#arrows i → j)− (#arrows j → i) . (7)

If the node ak of a cluster is mutated then the adjacency
matrix of the resulting cluster is

b′ij =



















−bij k ∈ {i, j}

bij bikbkj ≤ 0

bij + bikbkj bikbkj > 0

bij − bikbkj bikbkj < 0

(8)

and the value of the node mutates to

ak 7→
1

ak

[

∏

i|bik>0

abiki +
∏

i|bik<0

a−bik
i

]

. (9)

Mutations define a connectivity structure between dif-

ferent clusters, such that each cluster can be thought of
living on a vertex of a polytope. For n ≥ 8 the mutations
do not close on finitely many clusters and therefore the
polytope has infinitely many vertices.
The Gr(4, 7) cluster algebra generates 49 distinct A

coordinates, distributed in sextets across 833 clusters.
These 49 coordinates admit 42 homogeneous ratios which
can be chosen as [19]

a11 =
(1234)(1567)(2367)

(1237)(1267)(3456)

a31 =
(1567)(2347)

(1237)(4567)

a51 =
(1(23)(45)(67))

(1234)(1567)

a21 =
(1234)(2567)

(1267)(2345)

a41 =
(2357)(3456)

(2345)(4567)

a61 =
(1(34)(56)(72))

(1234)(1567)
(10)

and cyclically related aij for j > 1. Here we write
(a(bc)(de)(fg)) = (acde)(acfg)− (acde)(abfg). For Gr(4, 6)
there 14 clusters generating 15 A-coordinates admitting
9 homogeneous ratios. Note that for any n odd, there
is a one-to-one map between the A-coordinates and the
homogeneous letters of the alphabet in which the frozen
nodes, which are Plücker coordinates with adjacent in-
dices, are effectively set to 1. Therefore we can assign
one of the aij for each unfrozen node of a Gr(4, 7) cluster
so that the initial cluster effectively becomes:

a24 a37

a13 a17

a32 a27 .

It is possible to mutate the initial cluster on nodes a17,
a27 and a32 to reach a cluster that has the topology of
an E6 Dynkin diagram:

a24 a37

a13 a51

a32 a27

a24 a37

a13 a51

a32 a53

a24 a37

a13 a51

a62 a53 .

Finally mutating a37 to a26, a53 to a41 and a26 to a33
only changes the direction of some arrows and yields:

a13

a62a51a24 a41 a33 .
(11)

Cluster adjacency. While mutations of clusters gen-
erate the letters of the symbol alphabet, the alphabet it-
self does not contain information on the details of which
clusters contain which A-coordinates nor which clusters
are linked by mutations. However, a survey of all known
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MHV and NMHV BDS-like subtracted heptagon ampli-
tudes reveals that only certain pairs of letters appear in
neighbouring slots. This leads us to conjecture a much
more general set of adjacency relations for BDS-like sub-
tracted amplitudes:

Two distinct A-coordinates can appear consecutively

in a symbol only if there exists a cluster where they

both appear.

We believe that the above conjecture will apply to any
BDS-like subtracted amplitude which is expressed in
terms of cluster polylogarithms. It has been conjectured
that all MHV and NMHV amplitudes in planar N = 4
super Yang-Mills will have a polylogarithmic form [20],
though it has not yet been directly tested whether the
alphabets are dictated by the Gr(4, n) cluster structures
for n ≥ 8 beyond two loops or beyond MHV amplitudes.
For the eight-point amplitudes, a BDS-like subtracted

amplitude in the sense of [11], which uses only two-
particle Mandelstam invariants to provide a solution to
the conformal Ward identity of [21], does not exist. Pro-
ceeding to nine points, one again has a canonical BDS-
like subtracted amplitude, constructible from the two-
loop results in [22] and we have verified directly that it
does obey the above conjecture. That is, for each neigh-
bouring pair appearing in the symbol we can find a clus-
ter containing that pair.
It is important to emphasise that the above adjacency

conjecture introduces a much more detailed role for the
cluster structure over and above the fact that the alpha-
bet can be obtained from the union over all cluster A-
coordinates. It is the structure of the individual clusters
which constrains both sequences of discontinuities (read-
ing the symbol from the left) and successive derivatives
(reading from the right).
In the case of planar N = 4 heptagon amplitudes there

are 840 distinct admissible ordered pairs of letters out of
the 1764 possible ordered pairs one can make from the
42 letters. We summarise this information in Table I,
where we also distinguish whether the pairs that appear
together in a cluster are connected by a quiver arrow as
well as whether two letters that never appear together
mutate into each other. If one letter mutates into an-
other, this pair never appear together in a third cluster.
The constraints on the symbol due to the Steinmann

conditions mentioned above come as a special case of the
cluster adjacency conditions: The letters a12, a13, a16 or
a17 never appear in the same cluster as the letter a11. In
fact, in four of the dihedral copies of the initial cluster, a
mutation on a11 generates a different cluster in which it is
replaced by one of these four letters that are not allowed
to appear after an initial a11. The Steinmann condition
as detailed in [9] only applies to the first two letters of
the symbol. However it has been observed [23, 24] that
for the hexagon amplitudes the same condition applies

everywhere in the symbol. The adjacency property we
see is in accord with this observation.

Only 784 of the 840 allowed adjacencies actually occur
in the known 7-particle amplitudes, while the pairs

[a11⊗ a41] & cyclic + parity (12a)

[a21⊗ a64] & cyclic + reflection (12b)

and the reversed pairs do not appear even though they
are permitted by our conjecture. Nevertheless, in the
following section we compute the symbol of a three-loop
integral by constraining the space of weight-six Stein-
mann functions and find that it is consistent with our
conjecture and has adjacent pairs of the form (12a) in its
symbol.

HEPTAGON INTEGRALS

Let us consider the following seven-point three-loop
double pentaladder (drawn in Fig. 1)

I(3) =

∫

dZ̃
1

∏4
i=1(AB i− 1 i)

∏7
i=4(EF i− 1 i)

×
(AB13)(EF46)N

(CD34)(ABCD)(CDEF )(CD67)
.

(13)

The measure is dZ̃ = d4ZAB

iπ2

d4ZCD

iπ2

d4ZEF

iπ2 and the numer-
ator is N = (2345)(3467)(7(12)(34)(56)) which ensures
that I(3) is finite and has unit leading singularity [25].

52

1 6

43

7

FIG. 1. Seven-point, three-loop, massless integral.

There exists a set of four second-order differential op-
erators which relate I(3) to two-loop integrals [26]. Using
the notation Oij = Zi ·

∂
∂Zj

they are

(4567)NO45O34N
−1I(3) = −(3467)I(2) , (14)

(3456)NO65O76N
−1I(3) = −(3467)I(2) , (15)

(1237)NO32O43N
−1I(3) = +(1347)Ĩ(2) , (16)

(1234)NO12O71N
−1I(3) = −(1347)Ĩ(2) . (17)

The two-loop integrals I(2) and Ĩ(2) are shown in Fig. 2.



4

a1i a2i a3i a4i a5i a6i

a11

a21

a31

a41

a51

a61

TABLE I. The neighbourhood and connectivity relations of the coordinates ai1 with the 42-letter alphabet. Other relations
can be inferred by cyclic symmetry. The relations in the dashed box imply the Steinmann conditions.
: There are clusters where the coordinates appear together connected by an arrow.
: There are clusters where the coordinates appear together but they are never connected.
: The coordinates never appear in the same cluster but there is a mutation that links them.
: The coordinates do not appear in the same cluster nor there is a mutation that links them.

52

1 6

43

7

52

1 6

43

7

FIG. 2. The seven-point, two-loop integrals I(2) and Ĩ(2).

The second-order operators above reduce the weight by
two, therefore they must annihilate the final entries in the
symbol of I(3). Using this condition we can construct a
set of ten multiplicative combinations out the 42 possible
heptagon letters for the final entries.
The integral I(2) obeys a similar set of differential equa-

tions, except that the integrals on the RHS are the one-
loop hexagons I(1) and Ĩ(1) depicted in Fig. 3.

61 7

2

3 4

5

61 7

2

3 4

5

FIG. 3. The one-loop hexagon integrals I(1) and Ĩ(1).

Therefore the integral I(2) can also only have the same
ten possible final entries as I(3). Of the 322 weight-4
Steinmann heptagon symbols constructed in [10], there is
a unique linear combination with the correct final entries
for I(2) which we conclude must be the result up to a
scale. The details of the RHS differential equations were
not required to obtain it, and indeed they can be used to
derive formulas for the one-loop hexagons in Fig. 3.
Returning to I(3), we find that of the 3192 weight-6

Steinmann heptagon symbols constructed in [10], seven
of them have good final entries. However, only one of
these produces our result for I(2) on the RHS of equations

(14) and (15) and we conclude this is the symbol of I(3).
Either of the equations (16) or (17) can then be used to
derive a result for Ĩ(2). We quote all symbols in a file
attached to the arXiv submission.
When analysing the symbol of the three-loop integral

I(3), pairs not present in the MHV and NMHV heptagon
data were found, namely [a11⊗ a41] and [a41⊗ a11]. Their
cyclic and parity copies will therefore be found in the
associated cyclic and parity copies of the integral, com-
pleting the set (12a). This evidence supports our con-
jecture that it is the cluster structure which controls the
appearance of consecutive letters.

CONSEQUENCES OF THE ADJACENCY RULES

Neighbour sets. Let us describe the sets of allowed
neighbours of a given letter. For this the E6 topology
cluster depicted in (11) is very useful. It contains one of
each of the six cyclic classes of letters given in (10). If we
freeze the node a13 the cluster algebra reduces to an A5

algebra which generates 20 letters all of which are in a
cluster with a13. Including a13 itself we find 21 possible
neighbours for a13. The letters a16 and a17 are in the
neighbour set of a13 but a11, a12, a14 and a15 are not,
which implies the Steinmann conditions. The analysis
applies similarly to all a1i type letters and is in accor-
dance with the first line of Table I. If we freeze either of
the nodes a24 or a37 the cluster algebra reduces to a D5

algebra, generating 25 allowed neighbours in addition to
the letter itself. Likewise freezing either a41 or a51 leads
to an A4×A1 algebra which generates 14+2 = 16 neigh-
bouring letters in addition to the letter itself. Finally if
we freeze the node a62 we obtain an A2 ×A2 ×A1 subal-
gebra which generates 5 + 5+ 2 = 12 allowed neighbours
in addition to a62 itself. Each subalgebra responsible
for generating the allowed neighbour set of a given letter
corresponds to a subpolytope in the whole E6 polytope.
Integrability. Let us now analyse the restrictions

that integrability places on symbols. We may construct
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all integrable weight-two symbols which obey the clus-
ter adjacency conditions. In the heptagon case we find
573 possible weight two integrable words (with no addi-
tional conditions on the initial entries). Of these 441 are
symmetric in the exchange of the initial and final entries
(and hence are trivially integrable) and 132 are antisym-
metric. The symmetric ones correspond to products of
logarithms and the antisymmetric ones to combinations
of dilogarithms.

The number of antisymmetric symbols is the same as
without the cluster adjacency conditions. Indeed, in-
specting the pairs which appear in the antisymmetric in-
tegrable weight-two words one finds that they not only
automatically obey the adjacency condition but in fact
they obey the stronger condition of always being con-

nected pairs. In other words they appear together in
some cluster connected by an arrow. Thus it is really the
Poisson structure (i.e. the adjacency matrix bij) which
encodes the integrability conditions.

The cluster adjacency criterion is therefore really a
constraint on the symmetric and trivially integrable
part. It implies that, even though any symmetric pair
[a⊗ b] + [b⊗ a] is integrable, to be admissible a and b

must still appear together in some cluster. Moreover ad-
missible pairs which are never connected by an arrow in
any cluster must appear symetrically.

Triplets. We can go further and construct all weight
three integrable words (again no restriction on initial
entries) of which we find 4906. Examining the triplets
therein we find two cases. Either there is a cluster in
which all three letters of the triplet appear, or the triplet
is of the form [a⊗ b⊗ a′] where a′ is the result of apply-
ing a mutation to a and where b is in the intersection of
the connected sets of a and a′. This implies that some
pairs of letters such as a11 and a61 which neither share a
cluster nor mutate into each other never appear together
in a triplet - there must be at least two letters appearing
between them in an admissible symbol.
Cluster heptagon functions. Now let us impose the

initial entry conditions appropriate for scattering ampli-
tudes. In the heptagon case this corresponds to allowing
only a1i letters in the initial entries. In Table II we record
the dimensions of the spaces of cluster adjacent symbols.
Up to weight three all Steinmann symbols are cluster ad-
jacent. At weight four there are 14 Steinmann symbols
which fail to be cluster adjacent. They are of the form
[u⊗ (1−u)⊗u⊗u] for u = a11a12

a15
or u = a11a13 and cyclic

copies. The failure of adjacency comes in the last two
slots as in either case the letter u may not appear next
to itself. Interestingly, if we apply just the Steinmann
conditions on the a1i, but everywhere in the symbol as
in [23, 24], then up to weight six the dimensions come
out to be the same as with the cluster condition i.e. the
‘extended’ Steinmann condition and initial entry condi-
tion imply cluster adjacency. We do not yet know if this
pattern continues.

Function space 1 2 3 4 5 6 7 8

7gon 7 42 237 1288 6763 ? ? ?

Steinmann 7gon 7 28 97 322 1030 3192 9570 ?

Cluster 7gon 7 28 97 308 911 2555 6826 ?

TABLE II. Dimensions of various spaces constructed from the
A-coordinates of the Gr(4, 7) cluster algebra.

Hexagon case. Reducing to the hexagon case the
cluster adjacency property we have described almost dis-
appears. The only constraints are that the Plückers
(i i+1 i+3 i+4) and (i+1 i+2 i+4 i+5)may not appear
next to each other in the symbol which is the same as the
Steinmann condition of [9] extended as in [23, 24]. This
is why we have focussed heavily on the heptagon case for
illustration.
NMHV final entries. In [10] a set of final en-

try conditions for NMHV heptagon amplitudes due to
Caron-Huot were given. Here we note that our adja-
cency condition (interpreted differentially) also applies
to these combinations in the sense that the final letters
of the NMHV symbols in fact lie in the same clusters as
the poles of the accompanying rational functions or R-

invariants. A similar structure is exhibited in the NMHV
hexagon amplitudes, as can been seen by inspecting the
coproduct relations found in [27], and conjecturally will
be applicable to multi-point NMHV amplitudes.
A2 and A3 functions. In [28] special weight-four

functions were defined which have simple B3⊗C
∗ and

B2∧B2 components when written in terms of cluster
X -coordinates. The two-loop MHV amplitudes are ex-
pressible in terms of these functions modulo classical Li4
terms and products. On the other hand the patterns
expressed here are most naturally described in terms of
A-coordinates. It would be fascinating to explore the
connections of [28] to the cluster adjacency we find here.
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