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UNIVERSITY OF SOUTHAMPTON
ABSTRACT
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Doctor of Philosophy

MODELLING PARTTAL DISCHARGE IN GASEOUS VOIDS

by George Callender

The measurement of partial discharge (PD) activity is a commonly used tool to quantify
the health of electrical insulation material in high voltage plant. Models of PD activity
have been developed in order to provide insight into the physical conditions present
in PD systems. Modern PD models typically use the approach taken in the work of
Niemeyer in early 1990’s, and so far have been primarily limited to investigating PD
activity from simple controlled experiments. PD models have typically focused on PD

activity in gaseous voids, which is also the case in this thesis.

In this work a new PD activity model was developed. It addressed several of the short-
comings present in other PD activity models in order to provide a more physically accu-
rate description of PD phenomena and to extend the scope of the model. The model was
validated against experimental data in the literature, and was then used to simulate PD
activity from a three-phase cable experiment, which is indicative of the more complex
PD systems present in operational plant. However, despite this contribution it became
evident that many of the assumptions and concepts used in the model, despite having a

basis in the literature, have limited justification.

A drift diffusion model was then used to test some of the physical concepts that are
employed when modelling PD in voids. The results showed that many of these concepts
may be erroneous, with discrepancies between the canonical reasoning and the simulation
results. For example, the residual electric field, the electric field after a discharge, is
significantly lower than the estimates used by PD activity models in the literature. It
is concluded that in their current form PD activity models may not be fit for purpose,
and it is suggested that a new approach to modelling PD activity is required moving

forward.
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This nomenclature lists all significant variables, parameters and acronymns used in this

report. An overview of the notation used can be found in Appendix A
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Chapter 1

Introduction

The electric power network is one of the most vital and complex pieces of infrastructure
in the modern world. In |[1|] Hughes argues that electric power networks are “the greatest
construction project of the last century.” Electric systems operators must therefore
maintain network health while simultaneously minimising running costs from the high
expenditure of replacing high voltage equipment. This motivates the use of techniques
that can quantify component health to ultimately predict the remaining lifetime of high
voltage plant. Severe defects in insulation systems are common case of failure in electrical
equipment. These defects often have a lower electrical breakdown strength than the
surrounding insulation material, which means that discharges can occur inside them.
If the discharge does not bridge the gap between electrodes, it is defined as a partial
discharge (PD) [2]. Measurements of PD activity are a non-invasive tool that can be used
to quantify defect severity prior to failure [3]. Despite sustained research interest, much
remains unknown; from the underlying discharge physics to the precise interpretation
of phase resolved partial discharge (PRPD) patterns. In conjunction with experiments,
modelling PD activity has also received attention to investigate whether complex PD
data can be described by a simple system of equations, with the aim of using simulations
to gain insight into the PD system. The research conducted in this thesis is intended to

contribute to the literature on PD activity modelling.

1.1 Aims

The original aims of thesis were as follows:

1. Critically analyse the existing models of PD activity in the literature and identify

shortcomings.

2. Develop an improved model of PD activity that seeks to build upon the shortcom-

ings of earlier work and is more physically accurate.

1



3. Use this improved model to simulate discharge activity in PD systems which are
more indicative of ‘real world’ conditions that have not previously been investi-

gated.

4. Investigate PD activity from hypothetical scenarios, which cannot be investigated

experimentally, to see what insight can be reasonably obtained from simulation.

Over the course of the thesis it became clear that PD activity models in their current

form require improvements, so an additional aim of the thesis became:

1. To assess the accuracy of the concept and simplifications used when describing

discharge dynamics in PD activity models.

1.2 Contributions

Based on the literature review a PD model was developed. The three key improvements

of the model over earlier work in the literature were as follows:

1. Inception and Generation Points - The model considers the inception of a discharge
and the electron generation processes governing PD activity at a range of locations
in the PD system. Previous models assumed that these processes were governed
by the electric field at a single location in the system. This is thought to be more
physically descriptive of the system.

2. Two Electron Trap Depths - The detrappable electron population is split between
two trap depths. This is different to other approaches in the PD modelling liter-
ature, which are not based on experimental evidence, whereas the existence two
electron trap depths, while not investigated in PD systems, has been shown to exist

as an effective method of modelling charge detrapping.

3. Surface Charge Density Distributions - Surface charge density distributions, due
to discharge activity, in an earlier Poisson PD model were discrete, [4], which leads
to discontinuities in the electric field at the surface. In this work the distributions
were continuous, using logistic functions, which avoids discontinuities and is in ap-
proximate agreement with measurements of surface charge density from discharge

activity in the literature [5, 6, 7].

Furthermore, when using the model care was taken to minimize the number of free
parameters so that there could be increased certainty that the model was representative

of the PD system and not simply “curve fitting” the experimental data.

This model was then validated by simulating PD activity from a spherical void in epoxy

resin, an experimental arrangement that has been widely investigated in the literature



[4, 8, 9, 10]. The model was able to accurately reproduce the experimental discharge
patterns, while using significantly fewer free parameters than earlier work [4]. The hy-
pothetical scenario of discharge activity in deformed voids was then investigated. It was
shown that small changes in void geometry can produce significant changes in discharge
frequency and PRPD patterns [11]. The model was then used to explore the evolution
of discharge patterns due to sustained discharge activity [12]. The investigation allowed
some tentative conclusions to be drawn on the changes in the physical conditions in the

void due to discharge activity.

Extending the scope of the work, the model was then used to model PD activity from a
three phase cable experiment [13]|. This is a significant departure from the standard sys-
tems investigated by PD models in the literature, and required a fully three dimensional
model. Using physical reasoning and some intuitive assumptions, the model was capable
of estimating the scale of the defect in the experiment. Further investigations using the
model showed that PD activity can be affected by small changes to the applied voltage
waveform, and is highly sensitive to phase energisation of the cable. The hypothetical
scenario of discharge activity from a spherical void at various locations in the paper sur-
rounding one of the phase conductors was then investigated [14]. This scenario showed
the elliptical applied field of three phase cable joints can have a significant impact on PD
activity. Furthermore, the results highlighted the dependency of the apparent charge of

a discharge on the direction of the discharge with respect to the measuring electrode.

From working with the model the current limitations of PD activity models became fairly
apparent, namely the simplistic description of discharge dynamics and the dependence
on unmeasurable free parameters. To test the concepts and assumptions used in PD
activity models a drift diffusion model of plasma dynamics was developed, and used to
simulate PD in a spherical air filled void [15, 16]. The results of the simulation showed
noticeable disagreement with much of the canonical reasoning in the literature [17]. In
particular, the electric field is reduced to values far below the “residual field” that is
commonly assumed. It also appears that the surface charge distributions from discharges
are significantly more complex than those currently assumed by PD activity models. The
fundamental contribution of this work is therefore that, in their current form, PD activity
models are not entirely fit for purpose. Ultimately, to properly model PD activity it is
important to have a good description of the electron generation processes, that provide

the initial seed charge for PD, and to date this has yet to be fully understood.

1.3 Contents

The work is divided into chapters as follows:

1. Chapter 1 - A brief introduction, outlining the research conducted for the project.



2. Chapter 2 - An analysis of the literature is undertaken, comprising an introduction
to PD phenomena, a critique of existing PD models and an overview of PD data

analysis.

3. Chapter 3 - A general PD model is developed that improves on previous work by
considering electron generation and PD inception processes at multiple locations
in a defect, rather than at a single point. It also introduces the concept of splitting

the detrappable charge population between “deep” and “shallow” traps.

4. Chapter 4 - The PD model is validated against experimental data of PD activity
in a spherical void in epoxy resin. Following this the model is used to investigate

the potential impact of void deformation on PD activity.

5. Chapter 5 - In order to extend the scope of the model, PD activity from three
phase cable experiments is then investigated. It was found that PD activity from an
experiment where a spike was fabricated on one the ferrules of the phase conductors
could be simulated using the model. However, a number of other experiments
produced PD data that was too noisy and complex to investigate using the model
without making a large number of unjustifiable assumptions. The potential impact
of the elliptical applied field, present in three phase cable, on PD activity was then

investigated.

6. Chapter 6 - Based on the shortcomings identified in PD activity models over the
course of this work, a drift diffusion plasma model was developed to test whether
some of the assumptions and simplifications were truly justified. The results showed

that a rethink of PD activity models may be required in the future.

7. Chapter 7 - The conclusions of the work are presented, and future projects that

could be developed from this work discussed.

For clarity a new style of notation for the governing equations in the PD activity model is
developed and used for all equations presented in Chapters 2 to 5. The style is explained
in Appendix A. This notation is not used in Chapter 6 as a fundamentally different
model is introduced, the notation in that chapter follows the standard approach in the
literature, as an example the reader is referred to [7]. The work conducted in this thesis
is intended to contribute to the literature on the subject of modelling PD activity in
gaseous voids. This subject area has already received research attention, an analysis is

undertaken in the next chapter.



Chapter 2

A Review of Partial Discharge
Modelling

In this chapter an introduction to partial discharge (PD) phenomena and its modelling
are presented. As the aim of this research is to develop an improved PD activity model,
existing models will be investigated to gain insight into current methods and to inform
the research performed in this report. Common methods of interpreting PD data are
discussed, and the issues present in analysing field data are introduced. The chapter
concludes with the motivation for modelling PD in high voltage plant, and the possible

improvements that can be made based on the previously reported work in the literature.

2.1 Introduction

Van Brunt defines a PD as “a highly localised or confined electrical discharge within
an insulating medium between two conductors” [2]. In high voltage plant the electric
breakdown strength of insulating materials is very high, so PDs typically occur within
insulation defects, such as gaseous voids, where the electric breakdown strength is far
lower. By relating PD activity to defect properties PD measurements can be used to
quantify insulation health. It should be noted that due to the broad definition of PD a
large variety of discharges are categorised as PD, which has led to classification issues
[18]. The focus in this work is on PDs in gaseous voids, and henceforth the discussion

will be restricted to these cases.
Standard reasoning states that for a PD, or indeed any discharge, to occur in a void two

conditions must be met:

1. Inception Condition - A sufficiently high electric field in the void that exceeds the
PD inception field, Fig.



2. Free Electron Condition - A free electron is available in the void to begin ionisation.

The free electron is accelerated by the electric field sufficiently to cause the ionisation of
atoms and molecules within the defect generating further electrons which initiate electron
avalanches that propagate the discharge [19]. In the case of PD in voids that are bounded
by dielectric material, the charge deployed by the discharge at the dielectric boundary
itself will oppose the electric field that initiated it, eventually stopping the discharge.

There are many different physical mechanisms that generate electron avalanches to prop-
agate discharges; in [20] Morshuis classifies them into two main groups of interest:
Townsend-like mechanisms and streamer-like mechanisms. In Townsend-like discharges
an electron avalanche is sustained by the successive ionisation of atoms to create new
electrons in a chain reaction; the ionising electrons for this process can be generated
by cathode emission [21]. Due to the higher mobility of electrons compared to ions,
electrons will congregate in an area known as the avalanche head, ions are more dis-
perse to due their lower mobility, and in a region behind the avalanche head, known
as the avalanche tail. Due to the polarity of the charges, the avalanche tail will move
in the direction of the electric field and the avalanche head will move in the opposite
direction. Townsend-like discharges cannot give rise to self-sustaining discharges without
external electron generation. However, at higher electric fields streamer-like discharges
can occur, which have a different physical mechanism and are self sustaining [22, 23|. In
streamer-like discharges, the electric field between the avalanche head and avalanche tail
is sufficiently high to oppose the external field. This results in a region of positive and
negative charge, between the avalanche head and tail, in a low electric field leading to
a high level of recombination, producing photons. These photons ionise atoms at other
locations in the gas, generating successive electron avalanches. These avalanches form
a self sustaining ionising wave which can propagate across the void [24]. Due to the
greater number of charged particles and the higher electric fields involved streamer-like
discharges create significantly higher currents (10 mA - 1000 mA) than Townsend-like
discharges (1073 mA - 1 mA) at the standard conditions present during PD activity [25].

For most practical PD systems streamer discharges, the namesake of the streamer-like
group, are of greatest interest [9]. The reason for this is that they are detectable, signifi-
cantly damage insulation material and are a common precursor to more intense discharge
types [17]. It should be noted that multiple discharge types can occur simultaneously,
and Townsend-like avalanches are common in pre-streamer conditions [26]. The time

scale for these discharges is typically in the order of nanoseconds [27].

The charge deployed by PD results in a change in charge, and therefore current, on the
surface of all electrodes in the system, this can be measured by sensors, attached to a
measuring electrodes, which are connected to digital oscilloscopes [20]. Clearly the mag-
nitude of the induced current and charge, which are referred to as the apparent current

and charge, will be dependent on the location of the defect relative to the measuring



electrode. For most experimental PD systems, the apparent charge is in the order of
100’s of pC [4, 9].

The apparent current is also commonly referred to as the PD signal or PD pulse and
measurement systems typically need to have bandwidths of at least the order of MHz to
accurately detect it [28]. Due to the impedance of the PD system, dispersion, attenuation
and reflection of the signal can occur, which can alter the characteristics of the PD signal
[29]. Noise from PD signals can be reduced using various methods including the wavelet
transform [30], and analysis of the pulses can be used to cluster PDs into distinct groups
[3]. Typically the main features used to classify PDs in AC equipment are the apparent
charge gpp, also referred to as magnitude, and the angle of occurrence in the AC cycle,
known as the phase angle ¢pp. The apparent charge qpp, is distinct from the physical
charge, gpp, deployed by the PD.

For PDs in gaseous voids discharge activity can be affected defect size, shape, temper-
ature, gas pressure, surface chemistry and electrical stress [31, 32]. The overall aim of
this research is to develop new models for PD behaviour that allow insight into the more

complex PD activity measured from high voltage plant in the field.

2.2 Partial Discharge Models

In this section physical models of PD behaviour in the literature are analysed. All of the
models discussed in this section have been used to model PD from voids surrounded by
solid material, their use in other systems will not be discussed, because it is not relevant to
the current work. The discharges occurring inside voids, for the electric field magnitudes
present, in these systems are typically assumed to be streamers [17|. However, in the
majority of these models the specific physics of streamer discharges are not considered in
the models due to the computational cost of simulating the physical processes. PDs are
simply classified by phase angle and magnitude and the models try to reproduce these
values. Due to the timescales of an AC cycle compared to a discharge event, these models
typically treat discharges as instantaneous processes. The first attempts to model PD
activity used ABC or “Three Capacitance” models (33, 34, 35, 36]. However, as ABC
models have been largely discredited, [19, 37, 38|, and have received little attention since
the early 1990’s they will not form part of this review. It should be noted that the vast
majority of PD behaviour models to date have been used to replicate measurements in

parallel plate systems.

2.2.1 Niemeyer’s Model

Niemeyer’s work can be considered the foundation for the majority of the current liter-

ature on PD modelling. In this model the two conditions for a discharge to occur are



considered at each time step in a computer simulation. The electric field within the void
is considered to be uniform, and the apparent charge from the PD is calculated from

equations derived in the earlier theoretical work of Crichton et al. [39].

The inception condition, whether the field is sufficiently high for PD to occur, is treated
as deterministic, with the magnitude of the electric field in the void compared to an
inception value at each time step. The inception field is dependent on the length of the
void in the direction of the discharge and the gas pressure. For air the inception field
formula and is taken from the work of McAllister et al. [40]. It should be noted that this
inception field equation is derived based on breakdown measurements between metallic
parallel plate electrodes, [41], and as such its applicability to air voids surrounded by
dielectric material may be questionable. After a discharge has taken place it is assumed
that the electric field is reduced to a residual value Fyes, which for air is dependent on the
pressure. Eie is set to be equal to the field in the discharge channel of the streamer [9].
The justification for this is not entirely clear, and it would seem reasonable to suppose
that the field after the discharge would be affected by recombination of charge in the
gas, as well as the surface charge at dielectric boundaries. Furthermore, the field in the
discharge channel appears to be determined from streamers between metallic electrodes
in a needle-plane system [42], which may not be representative of conditions in many PD

systems.

The free electron condition, that is if a free electron is available that could start the ion-
isation process, is considered to be a stochastic process. At each time step a probability,
dependent on the electron generation rate N, is compared to a random number uniformly
distributed between 0 and 1. If the probability exceeds this number, the free electron
condition is met. N, itself is a sum of the electron generation rate from surface emission,
Nes, and the electron generation rate in the void volume from background radiation,
N.y. There are other possible physical mechanisms for electron generation, but these
are assumed to be negligible at the physical conditions present in the PD systems under
consideration. For voids surrounded by dielectric surfaces, surface emission occurs when
the charge deposited by previous PDs is emitted back into the void. As this process is
clearly only active after the first PD has occurred for PD in voids surrounded by dielectric
material the free electron for the first PD, in the absence of other external sources such as
X-rays, is assumed to be generated in the void volume due to background radiation [17].
The long inception delay that is often observed before the first PD suggests that the rate
of background radiation is very low, and such the dominant mechanism to produce free
electrons for discharges is surface emission. In [17] an equation, which has subsequently
been widely used, governing the electron generation rate from surface emission, Ny, for

insulator surfaces is introduced,

Noo(Ey. Nap: T, ®) = 1N, ! B g
es( vy dVdts 4y )_VO dt €Xp kBT 47T60 (21)




where 1y is the fundamental phonon frequency, Ng¢ is the number of electrons in de-
trappable traps at the surface, Fy the electric field inside the void, ® an effective work
function and T is the temperature. Niemeyer assumes that immediately after a discharge
Nyg; is equal to the total number of electrons deployed into the dielectric surface by that
discharge, and between discharges it obeys an exponential decay. It should be noted that
there is no physical evidence for these assumptions, and there is still a limited under-
standing of the electron generation rate from trapped charge in insulators. Furthermore,
model results are highly dependent on both ® and the time constant governing the de-
cay of Ng¢, both of which are treated as free parameters that are adjusted such that
the model is in agreement with experimental data. A thorough literature investigation
has also revealed that there are some inconsistencies with this equation. Firstly, in the
original work, [10], the Schottky term is not included. More significantly, it appears (2.1)
is developed from an equation proposed in earlier work to explain the electron genera-
tion rate from surface charge deposited by discharges between concentric glass tubes in
a vacuum [43]. However, the Schottky term in this earlier work has a magnitude twice
as large. This is because the potential of the electron in Schottky term is based on the
method of images at a metallic boundary, whereas at a dielectric boundary the potential
energy is between an electron and a hole [43]. It is not thought that this effect will signif-
icantly influence any of the previous results which have used (2.1), but it should be noted
that based on a literature study it does appear to be erroneous. If surface emission from
metallic surfaces is considered, Niemeyer proposes that the numerous surface emission
processes that are possible, including ion impact, obey Richardson-Schottky thermionic
emission law scaling [17]. This seems highly incorrect as thermionic emission itself will
be insignificant at the temperatures present in most PD systems of interest, and it is not
clear what evidence there is that fundamentally different physical processes will obey the

same scaling.

The model is completed with an equation for the decay of the local field due to movement
and eventual recombination of surface charge along the dielectric surface. The original
model then has 3 free parameters if surface conductivity is neglected: the work function
®, the time decay constant for the decay of Ny and the pressure which is used to
calculate Fies and FEin.. These free parameters are then adjusted to fit experimental
data. Simulations using the model were able to give approximate agreement for PRPD
patterns for spherical voids in epoxy resin under a variety of conditions [10]. In [17], it is
argued that the model can be applied to a variety of different gaseous defects surrounded
by solid boundaries, with a look up table for 15 different defect configurations provided.
However, the model is only applied to a spherical air filled void in epoxy and an electrode
protrusion in SFg. In [9] the model was used to investigate the changes in PRPD patterns
due to discharge activity from a spherical void in epoxy resin over extended periods of
time. To accurately reproduce the standard “rabbit ear” discharge patterns observed in
the experiment, a scaling factor was introduced to (2.1), and it was argued that it is

harder to emit charge from negatively surfaces compared to positively charged surfaces,
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adding a parameter to the model. This assumption has subsequently been used in future
work, [4, 8, 44|, however there is no empirical evidence to support it. Furthermore, there
are alternative assumptions that can give rise to the observed PRPD patterns. These
include introducing a variation in the effective work function of the surface, that adds
two free parameters, which was used to describe PRPD patterns from discharge activity

in epoxy resin for a range of applied voltage frequencies [45, 46].

In conclusion, Niemeyer’s model has been successful at replicating a range of PD ex-
periments in gaseous voids. However, there are inconsistencies in some of the governing
equations, and it is not entirely clear whether many of the fundamental assumptions are
justified. Furthermore, the model is heavily dependent on unmeasurable free parameters,

which have to be adjusted significantly to fit different experimental data sets.

2.2.2 Finite Element Analysis PD Models

Advances in computational power have allowed finite element analysis (FEA) software to
be used to model PD activity. Two of the main authors in this field are Cecilia Forssen
from KTH Royal Institute of Technology and Hazlee Illias from University of Malaysia,
formerly University of Southampton. In these models, an equation for the electric field is
solved numerically on the PD geometry, voids do not need to be described as equivalent

ellipsoids. Generally the governing equation for the electric field has been
- N L0 =
V| om(Z,t)VV(Z,t) + coer () = (VV(Z,1)) | =0, (2.2)

where oy, is the conductivity of material, €, is the relative permittivity of the material
and V is the electric potential [8, 44]. More recently, FEA models have been developed

that use the standard electrostatic Poisson equation,

p(T,1)
eoer(T)

VAV (&, t) + =0, (2.3)
where p is the volume charge density [4, 47, 48]. For both (2.2) and (2.3), the boundary
conditions used for V match the experimental conditions, and the electric field E can be
determined through

E(Z,t) = —VV(Z,1). (2.4)
In the following discussion models that use (2.2) as the governing equation will be referred

to as conducting models, models that use (2.3) will be referred to as Poisson models.

Conducting models model a discharge as altering the conductivity of the void to reduce
the electric field in the centre of the void to the residual value Fes. This approach leads
to an approximately uniform electric field in the void, which in line with Niemeyer’s
assumption. In Poisson models the surface charge density at the void surface is altered

during PD to reduce the electric field in the centre of the void toFE,e. This leads to an
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inhomogeneous electric field inside the void, but these models still assume that electron
emission and PD inception are controlled by the electric field at a single point in the
void, typically the centre. These models have frequently used a discrete distribution
for the surface charge density, this leads to an infinite electric field at the boundary of
the surface charge distribution, which is clearly unphysical. Another point of clarity is
that the residual field E,es has often been described as the extinction field Feyt. This is
somewhat misleading, as the extinction voltage has a clear meaning in the IEC standard,
as the applied voltage at which repetitive PD activity stops [49]. It is not clear that the

electric field associated with this voltage can be associated with the residual field.

Instead of (2.1) most FEA models use an alternative electron generation equation for
surface emission that does not have a work function and has a different dependency on
the electric field [44]. This equation is used because it is easier to fit the parameters
to experimental data, it is not based on experimental measurements. The concept of
a detrappable electron population is still used. FEA models have also used unphysical
values for electron generation from volume ionisation in order to fit experimental data,

with values 3 orders of magnitude higher than physical estimates in [10].

An advantage offered by FEA models is that the apparent charge from PDs can be
calculated directly, rather than relying on approximate equations in [39]. For models
with (2.2) as the governing equation, a time integral of the current is performed. Models
that use (2.3) integrate the change in surface charge density. In both cases the integral is
performed over the measuring electrode, typically the ground electrode in a parallel plate
system. Surface conductivity can also be considered more explicitly, either by altering
the conductivity of the void in conducting models, or solving a surface charge density

continuity equation, [50, 51], in Poisson models [4].

FEA PD models have been applied to analyse PD behaviour from a variety of systems.
These include the variation of PD activity in spherical void and cylindrical voids under
AC conditions with temperature, applied field amplitude and applied field frequency,
[4, 8,44, 52]. Recently PDs due to impulse voltages in a cylindrical void, and PDs from an
artificial defect in a system approximating a high voltage cable have also been considered
[47, 48]. FEA models represent a major improvement over Niemeyer’s model for two
main reasons. Firstly, the electric field is calculated throughout the PD system at each
time step, greatly increasing physical accuracy. Secondly, explicitly modelling the surface
charge density, or conductivity, allows real and apparent charges to be calculated directly,
rather than through equations based on approximations of the PD system geometry [39].
The simulations have shown very good agreement with experimental data, in terms of
both PDs per cycle and maximum PD amplitude. The models suffers from a large
number of curve fitting parameters, approximately 6, and a simplified description of
electron generation. Poisson models appear to be more representative of the discharge
process as opposed to a conducting models, because recombination of charge in the gas

is likely to be a fairly rapid process and it seems likely that the description of PDs
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by altering the surface charge density at the void surface is therefore more physically

accurate.

2.2.3 Plasma PD Models

PD models are typically interested in reproducing experimental measurements for a large
number PDs. As such, the discharge process is heavily simplified, as has been shown
in the previous sections. A more rigorous approach is to use models that explicitly
consider the plasma dynamics of the discharge. A well established approach is to use
drift diffusion equations that describe the dynamics of electrons, and “abstract” positive
and negative ions [24]. A large number of these simulations have been used in the
literature, typically to model discharges from a needle-plane electrode configuration with
no solid dielectric materials present [53, 54]. Investigations have also been made into
dielectric barrier discharges [55, 56]. These simulations have often been used to provide
insight into systems where discharge activity is desired, such as sterilisation, or material
processing [24]. This means that the majority of these investigations offer limited insight
into PD activity for systems of interest as they are conducted under significantly different
physical conditions. Most notably discharges often take place applied voltage frequencies
in the order of kHz, whereas PD systems of interest are typically at power frequencies of
50-60 Hz.

However, there are some models of PD using plasma models in the literature. Serdyuk et
al. showed that a single discharge in an air gap between electrodes covered in polyethylene
consisted of an electron avalanche transitioning into a positive streamer [57|. Earlier
work had shown similar results for a discharge in air where only one electrode was
covered in a dielectric material [58]. Testa et al. presented a one dimensional model
for single PDs that considered the transport of electrons, positive ions and electron
energies for air gaps in polymers [59]. Models that consider multiple PDs have also been
developed. In [60] drift diffusion equations were used to model a large number of PD
in an air gap bounded by an electrode above and an electrode covered with a dielectric
material below. Unfortunately, the numerical techniques used in this work, by necessity
to reduce the computational cost, mean that its results must be approached with some
caution. Recently a more rigorous model was successful at modelling several discharges
in a spherical air void [61]. It should be noted that the emphasis of this work was in
the development of numerical techniques to solve the governing equations, the analysis
of the results at is pertains to PD activity is somewhat limited. Furthermore, despite
axisymmetric physics and geometry, the presented results, solved in a three dimensional

geometry, display a high level of asymmetry, the reasons for which are unclear.
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2.3 Partial Discharge Data Analysis

Analysing PD data is a non-trivial activity and there are many statistical measures and
graphical representations that can be used for this task. In this section a brief overview of
statistical measures that have been used and two of the more common representations of
PD data, pulse sequence analysis (PSA) plots and phase-magnitude discharge patterns,

are discussed [62].

Common statistical measurements of PD data include arithmetic mean, skewness and
kurtosis of PD pulses [30]. The distribution of phase angle is similarly investigated. In
addition to these common measures, chaotic measures have been used to classify PD data.
These include fractal dimensions [63, 64] and measures of complexity [3], which have been
shown to reveal additional structure in PD data. These statistical measures have been
used in neural networks to identified features to distinguish PD patterns in different
experiments [30, 65]. Weibull distributions have also been applied to investigate PD
data. Apparent charge magnitudes from certain PD sources have been shown to be well
described by Weibull distributions [66]. Weibull distributions have also been employed

to make lifetime estimates of high voltage plant based on PD measurements [67, 68].

In addition to analysing PD data quantitatively through statistics, qualitative informa-
tion can be gained through appropriate graphical representations. The two most widely
used graphical representations are scatter plots of ¢pp and ¢pp,, known as phase re-
solved partial discharge (PRPD) plots and two dimensional histograms of ¢pp and gpp,
known as ¢-g-n plots. ¢-g-n plots have been used to determine physical parameters [69]
and classify distinct PD sources [62]. Examples of PRPD and ¢-¢g-n plots are shown in

Figures 2.1 and 2.2 respectively for the same data set.

FiGURE 2.1: Figure showing PRPD plot of PD data taken from three-phase
paper insulated lead covered (PILC) cable in Glaucus Road (London).
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FIGURE 2.2: Figure showing -g-n plot with 200 x 200 bins of PD data taken
from three-phase PILC cable in Glaucus Road (London).

Despite their usefulness, PRPD and ¢-¢-n plots convey no information on any potential
relationships between consecutive discharges, to investigate this PSA plots are used.
PSA is performed by taking a vector of realisations of a time dependent variable and
constructing a delay reconstruction vectors from it. The size of the delay construction
vector, mpsa, and the time delay used, Tpga, are specified by the user. An example of
such a PSA plot with mpga = 2, 7pga = 1 is shown in Figure 2.3 using the same data
as Figures 2.1 and 2.2. PSA plots can be used to investigate strange attractors within a

PD system by employing Takens’ theorem and finding appropriate values of mpga and
Tpsa [64].

Research attention has also been focused on discriminating individual sources from PD
data. In this work it is assumed that the current pulse from each PD source will be unique.
Pulses are decomposed using a variety of techniques, including time frequency mapping,
normalised auto-correlation functions and discrete wavelet decomposition [70, 71, 72].
Fach pulse is represented as an N dimensional position vector in a feature space. A
clustering algorithm is then used to identify clusters in this space, discriminating sources
of PD. One of the most common clustering algorithms used for this is “density based
spatial clustering with noise” (DBSCAN), [73], which requires dimensional reduction to
be performed on feature space before clustering can take place [22, 72|. However, it is not
the only clustering algorithm available and the choice of decomposition and clustering

algorithms for PD source discrimination is still a topic of current research |74, 75].
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F1GURE 2.3: Figure showing PSA (mpsa = 2, 7psa = 1) plots of (a) phase angle
(ppp) and (b) apparent charge (¢pp) of PD data taken from three-phase PILC
cable in Glaucus Road (London).

2.4 Conclusion

This chapter has provided an introduction to PD and a summary of the PD modelling
literature to date. A range of PD models have been developed, fundamentally many of
the concepts can be traced back to the foundational work of Niemeyer. PD models have
been successful at reproducing PRPD patterns for a variety of experiments, typically
cylindrical or spherical air filled voids surrounded by a solid dielectric material, often
polyethylene or epoxy resin. Despite this success, there are numerous shortcomings, and
in some cases inconsistencies, in many of the PD models used in the literature which have
been outlined in this review. The purpose of this work will be to develop an improved

model of PD in gaseous voids.

By consideration of the literature review, it is proposed that a Poisson PD model is
developed, and solved using FEA. A Poisson model is preferred over Niemeyer’s model,
or an ABC model, as it allows the defect geometry to be fully resolved, and allows
explicit calculation of the apparent charge and provides knowledge of the electric field
at all locations in the PD system. A Poisson model is proposed instead of a conducting
model, because recombination of charge in the gas is likely to be a fairly rapid process
and it seems likely that the description of PDs by altering the surface charge density
at the void surface is more physically accurate. The model will attempt to address
the shortcomings of previous FEA Poisson models, especially the dependence on high
number of free parameters. Many previous models have used a relatively high number
of free parameters, and it is argued that this provides a more physical description of the

PD process and allows the model results to fit experimental data. An issue with this
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is that the model increasingly becomes an exercise in curve fitting, and loses physical
relevance. It is not possible to remove free parameters completely, due to the limited
information available from the PD system, but an effort will be made in this research
to minimise their number. It should be noted that as the description of the discharge
process is still a significant simplification in this model, and it will not be possible to
remove many of the shortcomings associated with previous PD models. Once validated,
the model will be used to investigate PD activity from three-phase cable experiments
[76]. This is because they provide a middle ground between the controlled experiments
that have been widely investigated using PD models and the complex PD data sets taken

from field measurements.

Over the course of the research conducted in this work it became clear that the shortcom-
ings of the improved PD model are still significant. In particular it is not clear whether
many of the concepts used in the model are justified. As a result of this a drift diffusion
plasma model of PD was developed, with the aim of testing these concepts. This work
forms the fundamental contribution of the thesis, which is that a significant rethink of
PD modelling is required, especially if the more complex PD systems present in the field

are going to be considered.



Chapter 3

General Model for Partial Discharge
in Voids

In this chapter a general PD model for discharges in a gaseous void bounded by solid
material is introduced. From the literature survey performed in Chapter 2, a FEA
Poisson model of PD is used. The discharge process is simulated by changing the surface
charge density at the void boundary, the distributions and values of which can be checked,
approximately, against experimental measurements [5, 6, 77]. Certain equations used in
this model have been previously introduced in the literature review, Chapter 2, however
to make this chapter self contained all equations used in the model will be given. Due to
the computational cost, surface conductivity is not modelled using FEA, the justification

is given in Section 3.3.

3.1 Electric Field

The electrostatic potential V' is found by numerically solving the electrostatic Poisson

equation over the PD system geometry,

V2V(Z,t) + ;)(j’(% ~0, (3.1)

where Z is a spatial coordinate, t is time, p is the volume charge density. The electric
field E is then found by calculating

E(&,t) = —VV(Z,1). (3.2)

17
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The interior boundary conditions of the model are as follows

(El (:faclﬁan ) t) - EQ («’fBGmaGg ) t)) : gH (faGlﬂaGg) =0 (33)

(Dl (faG1ﬂaG27t) - DQ(faG1ﬁan7t)) : ﬁl?(faGlﬂaGg) = U(f8G1ﬂ8G27t)7 (34)

where the 1 and 2 subscripts denote values in the regions G; and G respectively,
0G1 N 0Gy is the boundary between the regions, g, nag, are spatial coordinates at
the boundary, D(Z,t) = eoe,(Z)E(Z,t) is the electric displacement field, 7i1o is a unit
vector normal to the boundary pointing from G to Gg, €| is any unit vector tangential
to the boundary and o is the surface charge density. (3.3) and (3.4) are the standard
boundary conditions at boundaries between materials of different permittivity in elec-
trostatics [78]. The exterior boundaries of the PD system will either have Dirichlet
conditions where V' is set based on the applied voltage conditions in the PD system, or

the following Neumann condition for V,

—

E(Zog,t) - 1i(Toc) = 0, (3.5)

where OG is an exterior boundary of the region G, Tyg are spatial coordinates at the
boundary and 7 is a vector normal to the boundary. Throughout this work it will be
assumed that metallic domains are at a constant voltage at any given time and are

therefore not included in the model geometry.

In the systems considered by the model, it will be assumed that charge is not present in
the bulk of the material. Charge is only present at the boundary of the void where it is

deposited by discharges. p can therefore be written as
p(fv t) = 5(§)U(53Gv’ t)v (36)

where ¢ is the Dirac delta function, ¢ is a spatial coordinate which is zero at the void
boundary and non-zero everywhere else, o is the surface charge density, Gy is the void
region and Zpg, are spatial coordinates at the void boundary 0G,. The Dirac delta
function in (3.6) implies that the volume charge density p is infinite on the void surface,

which makes physical sense as a finite charge is enclosed within an infinitesimal volume.

3.2 Inception and Generation Points

In all PD models to date, the conditions for a discharge are based on the electric field
at a single point for each PD source. In this model, inception and generation processes
are considered at multiple points, known as inception points and generation points re-
spectively. The location of inception and generation points will depend on the physics
and geometry of the PD system. Inception points will be located in regions where the

electric field is highest on the discharge paths. In other words for a PD to occur, the
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discharge path must at some point have an electric field that exceeds an inception field.
Generation points will be located where electron generation processes take place, this will
depend on the physical mechanism being considered. To avoid location bias, inception
and generation points must be evenly distributed in the regions they span. The number
of inception points, Ninc, and the number of generation points, Ngen, are increased until

the results of the model no longer change.

If a discharge occurs at the ith inception point, located at @jycs, at a time tpp then the
electric field must satisfy
E(finczﬁtg[)) * Einci| > FEinc, (37)

where €jpc; is a unit vector that defines the direction the discharge is propagating at Tinc s,
the — superscript denotes the time immediately before tpp and FEiy, is the inception field.
(3.7) will be referred to as the inception condition. The other necessary condition is that

a free electron is available at the ith generation point

]\fe(fgeniatlg]))AIf > R, (3~8)

where N, is the electron generation rate, At is the time step used in the model and R
is a random number selected from a uniform distribution between 0 and 1 at each time
step. (3.8) will be referred to as the free electron condition and has been widely used in
previous models [8, 17, 44, 79].

The discharge will then propagate until the residual condition is met,

E_:(fincia t;D) “ €inci| = Eres (3'9)

where the 4+ superscript denotes the time immediately after ¢tpp. For simplicity it will
be assumed that the Ei,. and FE,e take the same value at all inception points. As the

discharge should oppose the field that initiated it, it is required that Eine > Fres-

Depending on the PD system it may occur that inception and generation points coincide,
or that for a PD to occur the inception condition must be met at inception point 7 and the
free electron condition met at generation point j. For a PD to occur at given time, both
the inception and free electron conditions must be satisfied. It should be noted that there
are models in the literature which have considered inception and generation conditions at
multiple points in the defect. However, this was designed to capture multiple PD sources,
with one inception and generation point per source. The approach introduced here is
novel in that for each PD source in the model the inception and generation processes are

captured at all the locations in the defect where they occur.
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3.3 Surface Charge Dynamics

The surface charge density at the void boundary is initially set to zero. Discharges will
change the surface charge density at the defect, such that the extinction condition is met
at the inception point that initiated the discharge. In this model discharges are treated
as instantaneous events, so that for the ¢th PD the surface charge density can be written

as

o(Zac, tip:) = 0(Zac, . tpp:) + opni(Tac,) (3.10)

where opp; is the surface charge density of the charge deployed by the ith PD. Exper-
imental evidence suggests that the charge distribution from PDs, opp, is bipolar, an
assumption also used in previous PD models [6, 10], and the distribution charge of de-
posited by PD will be approximately discrete. However, a discrete charge distribution,
which has been used in earlier work [4], is not physically sensible or numerically stable.
The distribution of surface charge in opp is therefore described by two logistic functions,
which are smooth step functions, of equal magnitude and opposite polarity. To describe
the logistic functions three values are required: app the height of the step, App the
spatial spread of the step, and npp the gradient of the step. It will be assumed that
discharges impact the void surface at a two points, a_c’gGv pp; and ngv ppi» Which are
the centres of the positive and negative charge spots respectively. The points of impact,
:i“’gcv pp; and ngv pp i Will be assumed to be the intersection of a line in the direction
of the electric field that met the inception condition and the void surface. The logistic
function is dependent on the distance from the centre of the charge spots over the surface
of the defect. The height of the step app is adjusted such that the extinction condition

is met. The explicit functional form of opp; is then

OPD i(fan ) fggv PD > fggv PDi» APDi; APD, 77PD) =
OPD
1+ exp (npp [dy (Foc,, ngv pp;) — APD))

Positive Charge Spot
QPD

1+exp (e [dy (Tac. Tya, ppi) — Aep))

, (3.11)

Negative Charge Spot

where dy is a distance function for the distance along a surface between two points on
the void surface. The logistic function approximates “saddle” distributions of charge,
which have been observed from impulse corona [5]. It also provides a rough agreement
with experimental measurements of surface charge distributions from PD, [77], and from
detailed streamer simulations [57]. The use of Gaussian functions to model charge dis-

tributions were also investigated, as they have been used in the literature [80], but it was
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found that PDs of sufficient magnitude could not be generated without the charge spots
overlapping. A plot of (3.11) is shown in Figure 3.1.

ApD

appi/2 +

OPD i
o

—appi/2 t

—QapD;

dy (70& ; 75& PDi)

FiGURE 3.1: Figure showing opp; along a geodesic on the surface of the defect
o+ N . ot .
between Tq pp; and Ty pp gy Dv = dv (%Gv pPDi» LG, PDi)-

Between discharges surface charge density can decay through a number of physical mech-
anisms. One of these is surface conduction leading to recombination of charge on the
defect surface. In previous Poisson PD models the conduction of charge along the surface
of the defect has been modelled using FEA [4]. However, in this model it will be neglected
for the sake of practicality. This is because to model surface conduction using FEA must
be solved on the surface of the defect a transport equation for the surface charge must be
solved at all time steps [51, 81, 82]. For a three-dimensional geometry solving (3.1) once
requires a computational time in the order of hours in current implementation of the
model. If (3.1) had to be solved for every time step, this leads to a total simulation run
time in the order of 108 hours, which is clearly impractical. The issue is compounded by
the fact that the surface conductivity ks is a free parameter, which means that multiple
simulation runs may be required with different values of xs. It should also be noted that
surface charge may decay through mechanisms other than surface conduction, notably
by emission back into the void. In the model it will be assumed that if the decay of

surface charge is important, o obeys an exponential decay between discharges as follows

t —1tpp;

> where tpp; <t < tPDi+1, (3.12)
To

o6t 70) = (o i Jex -
where 7, is a time decay constant. The assumption of an exponential decay of surface
charge, and the electric field it creates, has been used previously by other researchers
[45, 79].
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3.4 Electron Generation

FElectron generation processes have been used to introduce stochastic components to PD
modelling, an approach which is adopted here through (3.8). In the PD systems consid-
ered using this model, only two mechanisms of electron generation will be considered.
Surface emission from insulators and surface emission from metals. The electron genera-
tion rate must be computed at all generation points in the PD system, in order to avoid

location bias the points must be evenly spaced.

Surface emission from insulators is governed by the equation developed by Niemeyer,

(2.1). Adapting this for multiple generation points gives

Nesi<thia Egeni% T7 (I)) =

1 €3E I
volNaviexp | o 1y 47rg€eon - |, (3.13)

where Neg; is the electron generation rate due to surface emission at generation point

i, Ngs ; 1s the detrappable charge population in the vicinity of the ith generation point

and Ejyey; is the field governing emission at generation point ¢, which is explicitly
Egenz' = |E(fgeniat> : ﬁ(fgeni” (3'14)

where 7 is a normal vector on the insulator surface '. However, the model departs from
Niemeyer’s work in assuming that the detrappable charge population Ny, is distributed
between two traps of different depths, referred to as deep and shallow. It will be assumed
that a fraction yg of the total detrappable charge from a PD moves into shallow traps
with time decay constant 744 3. The remaining detrappable charge moves into deep traps
with time decay constant 745 4. The amount of detrappable charge is reset at each PD
event, based on the change in the charge population at each generation point. The

detrappable charge population at the ith generation point after the jth discharge is then

thi(t7tPDj;X577-dt sy Tdt d) =

t—1pp t—1pp;
NdtiPD [Xs exp <—j> + (1 — xs) exp (—J>] (3.15)
Tdt s Tdt d

where tpp j <t < tppj4+1 and Ngy; jo is the detrappable charge population in the vicinity
of the ith generation point immediately after the jth discharge. It will be assumed that
all of the charge deployed by a discharge is initially detrappable following Niemeyer’s

't was noted in the literature review that (3.13) appears to be incorrect. This error was only
discovered after the work in this thesis had already been conducted, however, the use of this equation
does not invalidate any of the conclusions resulting from this work.
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model [17]. This means that

ACgenipPp il A
Ny ij0o(AogeniPD ;5 Agen, Ngen) = [ATgeniPD| g, (3.16)

Ngene
where Aogenippj is the change in surface charge density at the ith generation point due

to the jth PD, which is explicitly
AUgeniPDj = U(fgeniu tli_Dj) — U(fgenia tEDj)’ (317)

(3.16) can be understood as follows. Firstly, the area of the surface associated with each
generation point is Agen/Ngen. In this area is sufficiently small, i.e. a large number
of generation points, it is reasonable to assume that the surface charge density within
this area is uniform. Therefore the number of charge carriers that will be deposited at a
generation point by a PD is simply the change in surface charge density at the generation
point, divided by the charge e, multiplied by the area associated with that generation

point.

The concept of a two trap depths was first used to model the decay of trapped charge
in polymers |83, 84|. Subsequently, it was also found to provide a good description of
charge detrapping in ice [85]. This is an encouraging result as it implies that a two level
exponential decay of detrappable charge may occur in a variety of systems. It should be
noted that charge detrapping from PD has not been explicitly measured, the assumption
of two trap levels was used, because it is a mechanism which is able to explain observed

PD activity, and has a basis in the literature.

In Niemeyer’s work the equation for the electron generation rate from surface emission
from metallic surfaces is said to obey the Richardson-Schottky law [17]. As was noted
in the literature this seems highly erroneous, and emission from metals in PD systems is
likely to a combination of complex physical mechanisms. To simplify this emission from

metallic surface will be assumed to scale with the cube of the electric field,
. Ce 3
Nesi(Egeni; Cengen) = T’Egeni’ ) (3'18)
gen

where ¢, is a free parameter. This is based on a previous fitting function used in the
literature to describe the electron generation rate for PD activity from metallic electrodes

[79], it should not be seen as having a physical meaning.

3.5 Measurable Quantities of PD

This model is applied to PD systems under AC conditions. In these systems, PDs are
classified by an apparent charge, ¢pp, and a phase angle ppp. The phase angle is simply
the point in the point in the AC cycle where the PD occurs, which means that for a PD
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at time tpp; the phase angle of the PD in radians is
¢ppi = wtpp; (mod 27). (3.19)

The apparent charge is the change in the charge across a measurement electrode. There-

fore by definition for the ith discharge the apparent charge ¢pp), is

S

where 0GH, is boundary of the measuring electrode and 7 is the normal vector an outward

facing normal unit vector at the measuring electrode surface.

3.6 Model Implementation

The equations that govern the PD model cannot be solved analytically in the cases
considered, the equations must be solved numerically using the appropriate software. The
approach adopted, which is has been previously used in PD modelling, is to use MATLAB
linked with COMSOL, to make use of MATLAB’s coding environment and COMSOL’s
meshing and finite element method numerical solver [52, 86]. For the problems under
consideration the numerical solution of the equations was not particularly complex, and
the details of the mesh used will not be discussed, in all cases mesh refinement was
performed until the variation in the electric field was less than 1%. As mentioned in
Section 3.3 for complex three dimensional geometries it is not possible to solve FEA
model at all time steps. Fortunately, this can be avoided by making certain observations
and splitting the electric field into applied components, Eo, and local components, El,
as follows

— — —

E(Z,t) = Bo(Z,t) + E\(Z, 1). (3.21)

The applied field Ej is found through

EO(f7t) = _6‘/0(57 t)a (322)

where Vj is the applied voltage which satisfies
V2‘/0('7_':7 t) =0, (3.23)

on the PD system, with all Dirichlet boundary conditions the same as for V. The com-
ponents of the applied field will be directly proportional to the voltages on all electrodes
in the system. Using this the applied field can be found for all ¢, using only a few so-
lutions of (3.1), with the exact number of solutions dependent on the PD system under
consideration. It should be noted that under AC conditions all components of Ey will

have the same period as the AC cycle.



25
The local electric field Ej can be found by solving

where V] is the local potential which satisfies

e AL 2

on the PD system, with all Dirichlet boundary conditions set to zero. By definition, V|
and Fj are both directly proportional to p as (3.25) is a linear equation and V] = 0 when
p =0. From (3.10) and (3.12), it is clear that after Npp PDs o can be written using the

superposition principle as

Npp t—tpp;
o(Zag,, t; 7o) = Z oppi(Zac, )exp <_7'Z> 7 (3.26)
i=1 i
which means
= pL t—tpps
EN(7,t;75) = Z Ey ppi(Z)exp <—TZ> (3.27)
i=1 4

where El pD; 18 the local electric field from the ith discharge immediately after it occurs,
which is from (3.6)

V- B ppi(T) = d(s)orpi(Zaa,)- (3.28)

Therefore in order to determine Ej all that is required is to determine the electric field
from the surface charge distribution of each PD opp;. Furthermore, the constant of
proportionality between the electric field due to discharge i, E pPDi, and the surface
charge density from it, opp;, will clearly be independent of the charge spot magnitude,
app; it will only depend on the spatial distribution of charge, opp;/app;. Therefore,
in order to determine the local field for all time steps a single FEA solution is required
for each spatial distribution of opp; in order to determine the appropriate constants
of proportionality. It should be noted that the model is only dependent on a single
component of the electric field at the inception and generation points: (3.7), (3.9) and

(3.13). The constants of proportionality of interest are the following tensors:

e k- The constant of proportionality between the local electric field component at
generation point ¢ and the local electric field component at inception point j for

the spatial distribution of surface charge k.
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® Cqijk- The constant of proportionality between the surface charge density at gen-
eration point ¢ and the local electric field component at inception point j for the

spatial distribution of surface charge k.

cq ij- The constant of proportionality between the local electric field component
at inception point ¢ and the apparent charge on the measuring electrode for the

spatial distribution of surface charge j.

In each case the constant of proportionality is relative to the local electric field component
at each inception point. This is because the local electric field at a single inception point
when a discharge occurs is known, it will be adjusted during a discharge such that the
residual condition is met, (3.9). These constants of proportionality allow the other model

variables to be determined from them.

The stages of model implementation are therefore as follows:

1. Build and mesh the PD system geometry in COMSOL and using the electrostatics

physics library implement the correct boundary conditions.

2. Solve as required to find the applied electric field at all inception and generation

points.

3. For all spatial distributions of surface charge, opp; , find the local electric field
at all inception and generation points, and the apparent charge on the measuring
electrode. Use this to determine the constants of proportionality. This calculation
is often implemented using MATLAB with COMSOL.

4. Implement the governing equations for the model in MATLAB, using the pro-
portionality constants calculated previously the electric field at all inception and

generation points can now be determined at all times.

5. Run the model with different free parameter combinations until a reasonable fit

with experimental data is achieved.

It should be realised that splitting the electric field into local and applied components is

simply a technique to reduce the computational cost, it does not change the model.

3.7 Discussion

Some of the extensions introduced in this chapter have addressed issues raised in the

discussion section of the previous chapter. The three key improvements are as follows:
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1. Inception and Generation Points - The model considers the inception of a discharge
and the electron generation processes at a range of locations in the PD system.
Previous models assumed that these processes were governed by the electric field
at a single point in the system. This is thought to be more physical description of

the system.

2. Two Electron Trap Depths - Based on measurements and modelling of charge de-
trapping in the literature, [83|, the detrappable electron population is split between
two trap depths. This is different to other approaches in the PD modelling liter-
ature, where it was concluded that either charge detrapping was dependent on
the polarity of the surface charge [4, 17|, or that the effective work function of
the surface is altered due to discharge events [45]. However, neither of these ap-
proaches are based on experimental evidence, whereas the existence two electron
trap depths, while not investigated in PD systems, has been shown to exist as an

effective method of modelling charge detrapping.

3. Surface Charge Density Distributions - Surface charge density distributions, due
to discharge activity, in an earlier Poisson PD model were discrete, [4], which leads
to discontinuities in the electric field at the surface. In this work the distributions
were continuous, using logistic functions, which avoids discontinuities and is in ap-
proximate agreement with measurements of surface charge density from discharge

activity in the literature [5, 6, 7|.

These improvements result in a model which is thought to capture more of the physics

present in PD systems, while fixing some of the shortcomings in earlier work.

3.8 Conclusion

Extensions have been proposed to existing PD models to more accurately describe PD
activity in a variety of systems. The general PD model proposed has in full 9 unmeasur-
able physical parameters: FEipe, Fres; 7PD, APD, 7o, P, Xs, Tdt s and 7q¢ 4. The number
of free parameters, i.e. those adjusted such that the model matches experiment, will
depend on the PD system under consideration, and care will be taken to try and use as
few free parameters as possible. In the systems considered 3 or 4 free parameters were

required for the model to give physically sensible results.






Chapter 4

Modelling Partial Discharges in
Voids between Parallel Plate
Electrodes

In this section the model introduced in Chapter 3 is validated against experimental data
in the literature for PD activity inside a spherical air filled void surrounded by epoxy
resin [4]. For completeness all stages of the model implementation will be discussed,
this will not be the cases with the other models presented in this work as the process is
essentially the same. Once the model was successfully able to reproduce experimental
measurements it was used to investigated the possible impact of void deformation on PD
activity. The work presented in this chapter is an improvement of earlier work by the
author [11].

4.1 Model Geometry

The model geometry is set to match the experimental arrangement, it is axisymmetric,
containing a spherical air filled void with a radius, Ry, of 0.7 mm centred between
parallel plates with a separation, Lpjate, of 2 mm [4]. As the system is axisymmetric an
axisymmetric cylindrical coordinate system is used, with height z and radial distance 7,

centred on the void. The model geometry is shown in Figure 4.1.

29
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FIGURE 4.1: Model geometry used in the validation of the PD model.

4.2 Electric Field

In the example there is only a single interior boundary, at the intersection between
the spherical void and the epoxy resin, where the interior boundary conditions, (3.3)
and (3.4), are applied. Inside the void &, = &,y = 1 and in the epoxy resin &, =
gre = 4.4. The external boundary conditions for the electrostatic potential V (r¢, z,t),

in axisymmetric cylindrical coordinates, with origin at the centre of the void, are

V (re, Lptate/2, t; Uy, w) = Upsin(wt) (4.1)
V (TC7 7Lp1ate/27 t) = 0 (42)

0
o (V(r¢ > Ry, z,t)) = 0. (4.3)

where Uy = 18 kV is the maximum applied voltage and w = 1007 is the angular frequency
of the AC cycle. Charge is only present at the boundary of the sphere, so p can be written

as

plr,6,t) = (12 + 2 — R2)o(6,1), (4.4)

where ¢ is the polar angle on void surface

¢ =7/2 — arctan(z /7). (4.5)
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4.3 Inception and Generation Processes

In the example only electron generation from surface emission will be considered, as
it is likely to be the dominant physical process and simplifies the problem. In this
case, surface charge from previous PDs emits free charge into the void, which can begin
a discharge. As previously mentioned surface emission will be dependent on the field
normal to the void surface so at each generation point has a normal vector 7 associated
with it to calculate the surface emission rate (3.13). Discharges are likely to align with
the direction of the electric field as they move through the void. This means that the
paths of all discharges are likely to coincide with points near the centre of the void. As
charge is deposited at the boundary of the void, the electric field in the centre of the void
has the highest magnitude. Therefore, only a single inception point is required, Njy. = 1,
which is at the centre of the void. Furthermore, it is assumed that the discharge will be

propagating in alignment with the electric field at the centre of the void. Therefore,
fincl = (07 0) (46)

and

gincl = gz (47)

where €, is a unit vector in the z direction, using the same coordinate system as (4.1),
(4.2) and (4.3). The next step is to determine the generation points. As surface emission
occurs at all points on the void surface, it is required that the generation points span
the entire surface of the void. To avoid location bias, this means generation points must
be evenly spaced on the surface of a sphere. As the system is axisymmetric this means
that each generation point must cover a ring of area 47 R2 /Ngen. A distribution of points

that achieves this is

2
(geni = arccos (Cos(d>gem—_1) N > (4.8)
gen
where ¢gen; is the polar angle of the ith generation point and
6 p— (4.9)
pry T — . .
gen1 = arccos Nyen

A derivation of (4.8) and (4.9) is provided in Appendix B. For streamer discharges in an
air filled void, occurring in an approximately uniform electric field, Fin. and Eyes can be

related to the air pressure in the void, p, as follows

e = (E/p)eap (1+ gl ) (4.10)

and
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Eres = Y(E/p)exp (4.11)

where p is the pressure in the void, (E/p)er = 25.2 V Pa’l m™! is the constant of propor-
tionality between the critical electric field E.; required to sustain the discharge and p,
B = 8.6 Pal/2 m'/2 and v = 0.35 [17, 39, 40]. A schematic showing the inception point

and one of the generation points is provided in Figure 4.2.

F1GURE 4.2: Schematic showing the inception point and one of the generation
points on the void surface with their associated unit vectors.

4.4 Surface Charge Dynamics

In this case the simplifying assumption that discharges are propagating along the symme-

try axis has been made. Therefore the charge spots will be centred along the symmetry

axis, so
dpp; =0 and ¢ppy, =7 (4.12)
if
E(0,0,t5p) - & > 0 (4.13)
and
dpp; = m and ¢ppy . =0, (4.14)
if

—

E(0,0,tpp) - & < 0. (4.15)
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This means that opp; can be written explicitly as

appi
1 +exp (npp [¢Rv — App])

Charge Spot at Top of Void
apPD

1+ exp (npp [(T — ¢) Ry — App])
Charge Spot at‘%ottom of Void

opDi(¢, PDi; APD, IPD)

(4.16)

A plot of opp; on the surface of the void is shown in Figure 4.3. The experiment is
performed in a virgin void so it is expected that the surface conductivity is likely to be

very low, as such the decay of surface charge will be neglected.

F1GURE 4.3: Figure showing opp; on the surface of the spherical void with

—

E(O, O’tED> . é'z > 0, npp = 100/’/’er and A\pp = 7TRV/4.
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4.5 Measurable Quantities of PD

The phase angle from the discharge can be determined using (3.19). The measuring

electrode is the ground electrode, which means the apparent charge is explicitly

re=3 mm . .
q{:’D’i — / <D(’I"C, _Lplate/Z, t;Dl) — D(’T‘C, _Lplate/Q7 tlgD 7,)) . étz 27””(3 d’l"c. (417)
T

=0 mm
4.6 Model Implementation

In this case the applied field is directly proportional to the voltage on the high volt-
age plate, so only one solution of the electrostatic equation is required to find Eo,
for simplicity the high voltage electrode is set to Up. A plot of the applied field for
V (re, Lpiate/2, t; Uy, w) = Uy is shown in Figure 4.4.

|E| (kV/mm)

F1GURE 4.4: Plot of electric field magnitude from the numerical solution to
determine Ej.

Using this numerical solution the applied component of the electric field at the incep-
tion point and the generation points can be determined as simply the value from this

calculation multiplied by sin(wt).
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The local component of the electric field requires one solution per spatial distribution of
surface charge, in this case 20 distributions each with different App were considered, in
all cases npp was set to 100/7 Ry as it was not found to significantly impact the model
results. The local electric field for App = 7Ry /4, npp = 100/7 R, with app set to a

token value of 0.1 nC/mm? is shown in Figure 4.5.

0.5

-0.5

-1
0 0.5 1 1.5 2 2.5 3
r (mm)
0.5 1 1.5 2 2.5

|E| (kV/mm)

FI1GURE 4.5: Plot of electric field magnitude from the numerical solution to
determine Fj.

This FEA calculation is then used to determine three constants of proportionality that

will be required, namely:

1. 145 - The constant of proportionality between the local electric field normal to the
surface at generation point ¢ and the local electric field, in the direction of the

discharge, at the inception point for surface charge distribution j.

2. cqij - The constant of proportionality between the surface charge density magni-
tude, app; and the local electric field, in the direction of the discharge, at the

inception point for surface charge distribution j.

3. c¢qi - The constant of proportionality between the apparent charge and the local
electric field, in the direction of the discharge, at the inception point for surface

charge distribution 1.
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4.7 Parameters

Using these constants of proportionality the PD model can be implemented in MATLAB
and run with different free parameter combinations until a suitable fit with experimental
data is achieved. For this case the four free parameters are the spread of charge along
the void surface App, the work function of the void surface ® the fraction of traps which
are shallow yg and the time decay constant of shallow traps 75. The decay of surface
charge and the time decay constant of deep traps will both be neglected. This is because
it is not thought they will significantly impact the discharge activity, and it will also
reduce the number of free parameters in the model. The pressure p, which is used to
determine Ein. and FEies, is not regarded as a free parameter. This is because the PD
with the minimum apparent charge will result from a discharge occurring at Fin.. The
value of App determines the constant of proportionality between the electric field due to
a discharge, which for the smallest magnitude PD will be Ej,. — FEres, and the apparent
charge. Therefore once \pp is set, (4.10) and (4.11) can be used to determine the pressure
that will result in the minimum apparent charge in the model matching the minimum
apparent charge in the experiment. For the parameters chosen this resulted in an air
pressure in the void of 61.2 kPa, which is close to previous values of air pressure set for
PD in spherical air filled voids in epoxy [9]. All of the parameters used in the model are
provided in Table 4.1.

Parameter Group Parameter Value
L 2 mm
Geometry plate
R, 0.7 mm
Erv 1
o Ere 4.4
Electric Field
U 18 kV
w 1007
Inception P 61.2 kPa
PD 100
Surface Charge Dynamics « ERV
Ar Lz
o 1.25 eV
) T 27 °C
Electron Generation N
Xs 0.999
*
Tdt s 1 ms

«
Free parameter

TABLE 4.1: Model Parameter Values for PD Activity
in a Spherical Void
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4.8 Partial Discharge Activity in a Spherical Void

The model was able to reproduce the PD activity observed in the experiment, with the
typical ‘rabbit ear’ PRPD pattern shown in Figure 4.6. Due to the stochastic nature of
the model 5000 simulated AC cycles were simulated such that the statistical quantities
of PD activity were reproducible between simulation runs. The simulated PRPD pattern
only shows discharge activity over 500 AC cycles as it allows regions of ‘dense’ PD activity

to be identified visually.

21 Oﬁ\.....:‘ ot hd ]
-2.5 R
_3 L 1 1 1 L
0 60 120 180 240 300 360

©YPD

F1GURE 4.6: Simulated PD activity from a spherical void in a parallel plate
system.

There is also good agreement between the statistical quantities of PD activity in the

model and experiment, an overview is provided in Table 4.2.

Quantity Model Experiment [4]
PDs per AC cycle 5.8 5.7
Mean gpp, (pC) 482 562
Min gpp (pC) 263 263
Max g¢pp, (pC) 2302 2056

TABLE 4.2: Statistical Quantities of PD Activity in a Spherical Void

The model has been shown to be capable of reproducing PRPD patterns from experi-
mental measurements of PD activity inside a spherical void surrounded by epoxy resin
[4]. In the original work, the PD activity was simulated with a similar PD activity model
and the agreement achieved with experiment was closer than the results presented in Ta-
ble 4.2. However, it should be noted that in this work, 8 free parameters were used to fit

the model to the experiment, whereas in this work only 4 were required. As was noted
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in Chapter 2, the use of a large number of free parameters is a shortcoming of many PD

models in the literature.

4.9 Partial Discharge Activity in Deformed Voids

The model has now been validated against experimental data, moving forward it is of
interest to see what possible insight the model can give to PD activity from systems
which cannot be investigated experimentally. It is thought that spherical voids may
become deformed due to discharge activity, which is why earlier work has investigated,
at least theoretically, the impact of ellipsoidal voids on PD [17, 39]. However, other
deformations are clearly possible, it is proposed in this section to investigate the impact
of void deformation on PD activity. Clearly in reality voids deformed by PD activity will
have complex three dimensional geometries and will be subject to significant changes in
surface chemistry, which is the beyond the scope of a simple PD model to fully capture.
Instead it proposed to isolate the impact of void geometry on PD activity by rerunning
the model with the same parameters as those Table 4.1, with the only change being the

surface of the void. The void boundary will be considered as a parametric surface, with

re = R(¢)sin(¢), z = R(¢) cos(¢) and

Ry
R(¢: Ry, Rq,na, \) = Ry +
(¢ 471> Ad) 1+ exp(na(é — M)

Ry
L+ exp(ng(m — ¢ — Aa))’

+...

(4.18)

where Rq is the radius of the deformation, A\q is the angular spread of the deformation
and nq is the angular gradient of the deformation. Clearly when Rq = 0 the void is
spherical and the results of the previous section will be recovered. To narrow the scope
of the investigation, g and A\q are set to 100/x and 7/10 respectively. These values give
rise to significantly deformed voids that have physically sensible dimensions. The model
will be used to investigate the dependence of PD activity on the deformation radius Ry.

The shape of the void surface is shown in Figure 4.7, for the two cases considered.
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FI1GURE 4.7: Figure showing the void surface with (a) Rg = 0 mm, (b) Rq =
0.05 mm and (¢) Rg = 0.1 mm. In all plots Ry = 0.7 mm, ng = 100/x and
Ad = ™/10.
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The model implementation for deformed voids is completely analogous to that of the

spherical void and the for the sake of brevity it will not be discussed in detail. It should

be noted however, that distributing the generation points evenly on the surface is no

longer as trivial as it was in the spherical case.
Appendix B.3.

The approach taken is outlined in

The PRPD patterns for the two deformed voids that were considered are shown in Fig-
ure 4.6.. The PRPD patterns are noticeably different from the spherical void, with the
formation of a second “ear” like structure. As before PD activity is simulated over 5000
AC cycles, with the PRPD patterns showing discharge activity for the first 500 AC cycles.
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Ficurke 4.8: Simulated PD activity from deformed voids in a parallel plate
system: (a) Rq = 0.05 mm and (b) Rq = 0.1 mm.

Compared to the results obtained for the spherical void case, the apparent charge mag-
nitudes have also increased with the deformation radius, as has the number of PDs per
AC cycle, see Table 4.3.

Quantity Ry =0.05 mm Rgq=0.1mm
PDs per AC cycle 6.9 8.5
Mean ¢pp, (pC) 448 410
Min ¢pp (pC) 274 291
Max gpp (pC) 2355 2484

TABLE 4.3: Statistical Quantities of PD Activity in Deformed Voids
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The model also shows how dependent PD activity can be on void geometry. The variation
in PRPD structure and in PD statistical quantities with deformation is explained by the
dependence of the electric field at the void surface on Rq. As Rq increases the electric
field at the void surface increases around ¢ = Aq due to increase curvature, this increases
the electron generation rate, which means PDs often occur as soon as the inception field
is reached, hence the more distinct horizontal line structures in the PRPD patterns. This
can result in nearly no net charge on the void surface after a half cycle. Furthermore,
these low magnitude PDs do not deposit large amounts of charge the electron generation
rate can quickly become very low, due to a small value of o(Zgen, t;Dj) — 0 (Zgenis tpp ;)
in (3.16). This leads to the new “ear” structure, which is centered at the maximum of
the applied electric field at 90° and 270°. The increase in apparent charge per cycle is a
combination of two factors. Firstly, the increase in void size with R4, so more charge is
required at the boundaries to reduce the electric field in the void centre. Secondly, with
increasing R4 the void surface becomes closer to the measuring electrode, and as such
the charge at the surface has a greater influence on the electric field at the measuring

electrode.

Investigations into the dependence of PD activity on variables such that void size, AC
cycle frequency and temperature on spherical gaseous voids in epoxy resin has been
previously conducted in the literature [8, 52]. From these investigations it was shown that
PD magnitude and frequency are both highly dependent on these variables. However,
the majority of PRPD patterns from these experiments exhibited the basic “rabbit ear”
structure. From the modelling work conducted here it is suggested that void deformation
can lead to markedly different PRPD patterns, as well as altering PD magnitude and

frequency, even when the defect may not appear visually significant.

Despite the interesting results displayed by the model, there are improvements to be
made in future work. An important point to consider is that deformations are likely to
influence the spread of charge across the surface, which is dependent on App, although
without using a plasma model of the discharge it is not clear what values of App would
be appropriate for deformed voids. Furthermore, the aim of this work was to isolate the
influence of void geometry, holding all other parameters constant. The fabrication of
deformed voids would allow the simulation work conducted here to be validated against

experiment.

4.10 Sustained Partial Discharge Activity in a Spherical
Void

It is well known that sustained PD activity in voids can degrade insulation material and
may ultimately initiate more severe processes which can lead to failure of high voltage

plant [20]. PRPD patterns during sustained PD activity have been found to change with
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time [9, 12, 87]. This is thought to be due to PD activity altering the gaseous composition
of the void and surface chemistry at the void-dielectric boundary [20]. In [9], Gutfleisch
and Niemeyer used a PD model to investigate PRPD patterns at different stages of ageing
for a spherical void in epoxy resin. While the results appear to justify their approach, a
significant omission in this work is that the statistical quantities of PD activity are not
provided. The only comparison between simulated PD activity and experimental data is
the shape of the PRPD patterns, which are shown with the apparent charge normalised.
This means that it is not clear how well the model is able to reproduce the experimental
data.

In this section an attempt is made to model PDs in a spherical void in silicone rubber
during sustained discharge activity in order to provided insight into the physical processes
taking place. The full experimental arrangement has been outlined in earlier work, [12],
and for brevity will not be reproduced here. The model geometry is analogous to that
shown in Figure 4.1, with a void radius of 0.825 mm and a plate separation of 3 mm.
The applied voltage maximum Uy was set to 23.4 kV to match experimental conditions.
The model development and implementation was identical to the approach outlined in
Sections 4.1 to 4.6.

In the experiment PD activity was measured at 30 minute intervals over 30 hours with
each measuring session lasting approximately 10 minutes [12]. From analysis of the
PRPD patterns, PD activity could be classified approximately into 5 distinct stages,
shown in Table 4.4.

Stage Time (hours) PD Activity
1 0 ‘Rabbit-like” PRPD patterns
2 0.5-20 ‘Turtle-like’ PRPD patterns
3 20-25 ‘Wing-like’” PRPD patterns
4 25-27.5 ‘Rabbit-like” PRPD patterns with surface discharges
5 28-30 Swarming Pulsive Micro Discharges (SPMD) activity

TABLE 4.4: Stages of PD activity in a Spherical Void in Silicone Rubber

It should be noted that this is only an approximate overview of the discharge activity, and
that even during the 10 minute measuring sessions significant variations in PD activity
were observed. In order for experimental data to be permissible to modelling a data set
is required where PD activity is consistent over a large number of AC cycles. For stages
1 to 4, data sets were extracted where PD activity produced a clearly defined PRPD
pattern over a large number of AC cycles which was indicative of the PD activity over
the stage as a whole. This was not found to be possible for Stage 5, as SPMD activity is
associated with failure of the sample [12], and corresponds to infrequent low magnitude

discharges. In Figure 4.9 the raw and extracted data sets are provided.
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FIGURE 4.9: Figure showing the raw PD data measured 4 hours into the exper-
iment with the data set, indicated by colour, which is indicative of PD activity
during stage 2.

The PD model was then used to try and simulate PD activity for each of the data sets
produced for stages 1 to 4. The fixed model parameters, assumed to be the same at all

stages, are provided in Table 4.5.

Parameter Group Parameter Value
L 3
Geometry plate i
R, 0.825 mm
Erv 1
. . 57“ T 4
Electric Field
Uy 23.4 kV
w 1007
Surface Charge Dynamics npp 71%2
Electron Generation T 27 °C

TABLE 4.5: Fixed Model Parameter Values for Sus-
tained PD Activity in a Spherical Void

In stage 1, the free parameters were set in a similar manner to that outlined in Section 4.7.
For the other stages it is not reasonable to assume that the void still contains air, it is
very likely that a significant amount of oxygen has been removed from the air in the
formation of by-products at the void surface. It is therefore inappropriate to use (4.10)

and (4.11) to determine the inception and residual fields from the pressure [87]. As such
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for stages 2 to 4 the inception field will be another independent free parameter, with the
residual field set such that the minimum PD magnitude in the model matches that of the
experiment. Furthermore, it was found that a significantly better fit with experiment
could be achieved for stages 2 and 3 if the surface charge density was allowed to decay,
(3.12), which introduces are extra free parameter 7,. The free model parameters are
provided in Table 4.6.

Stage
Parameter Group Free Parameter 9 5 4
. p (kPa) 13.1 - -
Inception
Eipe (kV/mm) - 9.1 77 6.2
A mm Rym Rym Rym Rym
Surface Charge Dynamics P (mm) 4 4 4 4
T (ms) - 10 5 -
d (eV) 129 1.14 122 124
Electron Generation Xs 095 0999 0.9 0.9
Tdt s (ms) 2 0.01 0.01 0.1

TABLE 4.6: Free Model Parameter Values for Sustained PD Activity in a
Spherical Void

The PRPD patterns of experiment and simulation are shown in Figures 4.10 to 4.13,

with statistical quantities provided in Tables 4.7 to 4.10.
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F1GURE 4.10: PRPD patterns at stage 1 of ageing: (a) experiment and (b)

simulation.

Quantity Experiment Simulation
PDs per AC cycle 3.8 3.9
Mean ¢pp, (pC) 473 431
Min ¢pp (pC) 20 20
Max ¢pp (pC) 871 1872

TABLE 4.7: Statistical Quantities of Sustained PD Activity in a Spherical Void

at Stage 1
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FI1GURE 4.11: PRPD patterns at stage 2 of ageing: (a) experiment and (b)
simulation.

Quantity Experiment Simulation
PDs per AC cycle 0.99 0.96
Mean ¢pp, (pC) 66 76
Min ¢pp (pC) 7 7
Max ¢pp (pC) 108 138

TABLE 4.8: Statistical Quantities of Sustained PD Activity in a Spherical Void
at Stage 2
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FI1GURE 4.12: PRPD patterns at stage 3 of ageing: (a) experiment and (b)
simulation.

Quantity Experiment Simulation
PDs per AC cycle 1.2 1.1
Mean ¢pp, (pC) 479 475
Min ¢pp (pC) 32 300
Max ¢pp (pC) 603 606

TABLE 4.9: Statistical Quantities of Sustained PD Activity in a Spherical Void
at Stage 3
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Fi1GURE 4.13: PRPD patterns at stage 4 of ageing: (a) experiment and (b)
simulation.
Quantity Experiment Simulation
PDs per AC cycle 6.4 6.5
Mean ¢pp, (pC) 205 180
Min ¢pp (pC) 9 30
Max ¢pp (pC) 529 716

TABLE 4.10: Statistical Quantities of Sustained PD Activity in a Spherical Void
at Stage 4

The results show that the model can only simulate PD activity which is approximately
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similar to the experimental data sets. In order to understand this discrepancy, it is

necessary to realise that the following assumptions are implicit in this work:

1. The model geometry remains unchanged at all stages.

2. There is only a single source of PD at all stages.

These assumptions are necessary from the perspective of model simplicity. Furthermore,
introducing changes to the model geometry or adding another PD source would require
additional assumptions which would have limited justification while increasing model
complexity. However, this does not imply that the assumptions are valid. It is quite
plausible that by-products produced on the void surface, such as oxalic acid crystals
in Low Density Polyethylene (LDPE) [20], may create locations of field enhancement
and become additional PD sources. There may potentially be additional issues in the
experimental arrangement, for example the void may not be approximately spherical, and
as was noted in the previous section, deformation of the surface can significantly impact
PD activity. Accepting the limitations of the model the following tentative conclusions

that can be made, by considering the free parameters in Table 4.6, are:

e Sustained PD activity will lower the inception electric field of the void. This may

be due to a change in the chemical composition of the gas inside the void.

e The charge detrapping processes are significantly altered by PD activity due to the

formation of by-products at the void surface.

e Decay of charge on the void surface seems to play a more significant role as the di-
electric surface is damaged, potentially due to increases in the surface conductivity

of the void boundary.

4.11 Conclusion

In this Chapter the model proposed in Chapter 3 has been validated against experi-
mental data. The model was then used to provide insight into the potential impact of
void deformation on PD activity. PD activity is shown to highly dependent on void
deformation, with PDs per cycle and maximum PD magnitude both increasing with the
deformation radius Rq. An investigation into the evolution of PRPD patterns due to
sustained PD activity was also undertaken. This work demonstrated the complexity of
certain PD systems, which may violate the simplifying assumptions necessary for mod-
elling. Additionally, it should be noted that due to their simplicity, there is a limited
amount of insight that can be determined from hypothetical scenarios investigated using
PD models. Models cannot, at present, be used to investigate the potential PD activity

from an experiment a priori. Instead they are used to provide insight into experimental
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data by fitting free parameters such that the simulated discharge activity of the experi-
ment matches the model. In the next chapter the model will be used in a similar manner

to investigate a more complex PD experiment in a three phase cable joint.



Chapter 5

Modelling Partial Discharges in
Three Phase Cable Joints

In this chapter the PD model was used to investigate discharge activity for more complex
experiments than those considered in Chapter 4. Three-phase cable experiments provide
an appropriate middle ground between the highly controlled parallel plate experiments
investigated in the previous chapter, and the complex PD data sets taken from on-site
measurements [3]. In this chapter PD activity from a single three-phase cable experi-
ment is investigated, the work in this chapter has been presented by the author in [13]
and improves on earlier work in [88]. Following this the model was used to consider
hypothetical PD activity from a spherical air filled void in the paper region surrounding
one of the phase conductors, and how PD activity will be influenced by void location.

This work is presented in [14].

5.1 Introduction

A range of PD experiments that seek to mimic systems indicative of conditions “in the
field” were undertaken by Jack Hunter at University of Southampton as part of his PhD
[76]. In particular a range of experiments were performed to investigate PD activity from
paper insulated lead covered (PILC) three-phase cable joints [89, 90]. PILC cable was
investigated as it forms a significant part of the London distribution network, and because
it was installed in the 1960’s-1970’s it is reaching the end of its predicted operational
lifespan [76]. Cable joints were investigated as during construction they are fabricated
on site, often in challenging conditions, so may be more prone to flaws from human error

[76].

51
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5.2 Straight Joint Construction

To fabricate the sample a straight joint was introduced into a three-phase PILC cable
using the same methods employed on-site. This type of joint was constructed as they
are the most commonly used joint type for three-phase PILC 11kV cable circuits [76].
The first step in constructing a straight lead joint is to cut away the cable oversheath
and armour to the required length. The layer of bitumen-impregnated Hessian beneath
is removed with a knife and the Bitumen is then cleaned with a cloth and some solvent.
At each end of exposed lead the armour wires are bonded to the sheath by soldering
with a tin and lead alloy, which is then wrapped with electrical tape which acts as a
layer of mechanical protection. The rest of the lead sheath is then removed to expose the
paper belt which is discarded to allow access to the paper insulated phase conductors
and bedding. At the location where the phase conductors overlap the paper insulation is
removed to provide access to the copper conductors. The remaining paper insulation is
covered in cotton paper saturated in oil to protect the paper insulation during the ferrule
soldering process. Ferrules are used to connect the copper phases and then molten solder
is repeatedly applied to create a solid connection, this technique is known as “sweating”,
see Figure 5.1. Once the solder has cooled, the ferrules are sanded to remove spikes in the
solder which could enhance the electric field leading to increased electrical stress on the
insulation. The cotton paper is then removed and oil impregnated Crépe paper is wound
several times around each phase to replace the previously removed insulation. A lead
capsule is then fabricated to surround the joint and soldered to the lead sheath of the
cable at each end. The lead capsule has two holes cut into the top, hot liquid bitumen
is then poured through one of these holes with the other left free to allow air out. After
the bitumen has cooled the holes are sealed, which completes the joint construction. It
should be realised that this a brief summary of the joint construction, for a more detailed

description the reader is referred to the source material [76].

Ficurke 5.1: Photograph showing application of molten solder to the ferrules,
used with permission from [76].
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5.3 Three Phase Cable Joint Partial Discharge Experiments

To narrow the scope measurement data from two experiments from |76] will be discussed
in this report. In the first, a spike was placed on the ferrule of phase two during joint
construction. It was found that PD activity from this system was permissible to mod-
elling, the model and results are presented in Section 5.6. For the second experiment,
a large air void was created in the joint by not completely filling the lead capsule with
bitumen. The PD activity measured from this experiment was exceptionally noisy, and
as such it could not be investigated using a PD model. This experiment is included in
this report because it displays the complexity of PD activity that may be observed in

on-site conditions and demonstrates the current limitations of PD modelling capabilities.

5.3.1 Spike on Ferrule

A sample was designed to replicate the effects of poor solder smoothing on the ferrule
during joint construction. During the fabrication of the joint used in the experiment, a
metal spike was created by applying solder to a wire which was attached to the ferrule on
phase two in the direction of phase one. The spike tore through the innermost layers of
Crépe paper when it was wrapped around the ferrule, but was fully surrounded by paper
when the insulation application was complete. Due to the time and cost constraints
of the experiment, the spike is 14 mm in length so that PD activity occurs as soon as
the experiment begins [76]. The spike defect is therefore more extreme than real world
cases, but does not cause sufficient damage to cause an immediate breakdown. PD
activity is measured on each phase using Omicron’s Mtronix MPD600 PD measurement
equipment. The input unit from the measuring equipment was connected in series with
1 nF blocking capacitor on each cable phase. The entire experiment was performed at
rated volts. Initially the conductor temperature of the joint was held at 16 °C, and no
PD activity other than background noise from cable terminations was measured [90].
However, when then the conductor temperature was raised to 65 °C PD activity was
immediately observed, with PDs from the spike recording significantly higher magnitudes
than the background noise, see Figure 5.2. As the cable sample cooled PD measurements
where performed. Two PD data sets, in the following called data set 1 and data set
2, were collected over 19.8 s and 6.4 s respectively are used to provide validation for
the modelling work. Both data sets were taken from phase two when the conductor
temperature was 56 °C. The conductor temperature was determined by measuring the
surface temperature of the joint and using thermal calibration data [90]. In both data
sets PD activity from the spike occurs over a narrow range of phase angle, approximately

85° to 165°, with a peak apparent charge of 2.38 nC and an average of 1.2 PDs per cycle.
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F1GURE 5.2: Figure showing PRPD plots for: (a) data set 1 and (b) data set 2.

5.3.2 Void on Top

A void was created in the joint by only partially filling the lead capsule with bitumen.
The capsule was then sealed, and joint construction was finished as standard. The
orientation of the capsule meant that a large air void was created in the region of the
joint surrounding phase 3. Forensic investigation after the experiment revealed that
the void was approximately 30 mm at its widest point, between the paper surrounding
phase 3 and the capsule, and very approximately, 200 mm in the axial direction. As
with the previous experiment, a large amount of background noise was observed at lower

temperatures. When the sample temperature was increased above 40 °C this noise was
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somewhat suppressed, and complex PRPD patterns were observed, an example is shown

in Figure 5.3.

0 60 120 180 240 300 360
©YPD

F1GURE 5.3: Figure showing PRPD plot for Void on Top experiment with joint
surface temperature at 50 °C.

Due to the large size of the joint a large number of independent discharge channels are
possible. These may have a strong influence on each other, and their location within this
joint cannot be reliably estimated. Therefore, a simple model of PD activity would have
to make such a large number of assumptions with respect to the location of PDs, and
their surface charge density distributions, that it would be unable to give any meaningful

insight.

5.4 Model Geometry

To find the electric field the electrostatic equation must be solved within the insulation
material. The physical boundaries of the computational domain are the cable sheath
and the three conductor phases. Each of these phases is surrounded by Crépe paper, it
will be assumed that both the phase conductor and the Crépe paper are cylindrical. The
three phase joint geometry used in all models is shown in Figure 5.4. There are therefore
4 parameters required to specify the three phase joint geometry: the radius of the joint
Rjoint, the distance of the phase conductors from the joint centre Dppase, the radius of

the conductors from the joint centre Rppase.
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FI1GURE 5.4: Figure showing the three phase cable joint model geometry: (a)
labelled cross section and (b) isometric view of the three dimensional geometry.
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Due to the fully three-dimensional nature of the defects present in these geometries, which
are in the scale of millimetres, the joint geometry extends 3 c¢m in the axial direction
with the defect centred in the central slice. The value of 3 cm was obtained by finding
the distance away from the defect at which the electric field approached the applied
field without the defect. It should be noted that over the entire length of the joint the
cross section does in reality change. However, taking this into account would greatly
increase the computational cost of the model, and is not thought to significantly impact

the results presented here.

Parameter Value

Dphase 35 mm
Rjoing 70 mm
Rpnase 8 mm
Rpaper 28 mm

TABLE 5.1: Geometry Parameters for Three Phase Cable Joint

5.5 Electric Field

The electric field is found by solving the electrostatic Poisson equation, (3.1), with e, =
€r p = 3.6 in the paper, e, = &, o = 2.7 in the oil and &, = ¢, v = 1 inside the void. The

boundary conditions are set to be

0 at joint sheath

. Uy sin(wt) at phase 1
V(Z,t; Uy, w) (5.1)
Upsin(wt +27/3) at phase 2

Upsin(wt +47/3) at phase 3

where Uy = % kV and w = 1007, and as the cable joint is at rated volts with a 50 Hz

supply. At the axial boundaries of the domain the following boundary condition is applied

coerE(Z,t)- & =0, (5.2)
where the z axis is orientated in the axial direction of the cable joint. (5.2) is used
because far from the void the electric field approaches the applied field solution for a
three-phase cable joint without a defect. The parameters used to calculated the electric
field are provided in Table (5.2).
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Parameter Value

U % kV
w 1007
Erp 3.6
Ero 2.7
Erv 1

TABLE 5.2: Electric Field Parameters for Three Phase Cable Joint

5.6 Modelling Partial Discharge Activity from Spike on Fer-

rule Experiment

The fundamental simplification used in the model is that the measured discharges are
propagating in a spherical void at the tip of the spike. This is because the ferrule
is surrounded by oil impregnated Crépe paper, which has a high electrical breakdown
strength, so it is unlikely that the discharges are propagating through the paper. A more
plausible explanation that air was trapped around the spike due to the deformation of
the paper layers by the spike. The tight wrapping of consecutive layers of paper around
the spike would then force trapped air to spike tip. As the Crépe paper is surrounded
by oil at high pressure it is reasonable to suppose that the void has deformed to be
approximately spherical. The spike is considered as a conical frustum and a sphere, with
the sphere placed such that the spike surface is smooth, see Figure 5.6. The region of
the spike surface created by this sphere is hereafter referred to as the spike tip. The
base of the frustum is placed such that the entire bottom circle of the frustum is just
inside phase 2. The void is assumed to be spherical, with the same origin as the sphere
used to define the spike tip. The domain is truncated in the axial direction of the cable
joint, as the void is the region of interest for PD modelling. There are therefore four
geometry parameters used to define the spike and void: the length of the spike Lgpie, the
top radius of spike conical frustum Rgpike top, the bottom radius of spike conical frustum
Rgpike bottom and the radius of the void Ry. All these parameters can be set by the known
conditions of the experiment except the void radius Ry, which will be adjusted to fit the
data. A plot of the geometry with geometry parameters is shown in Figure 5.5, geometry

parameter values are shown in Table 5.3.
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FIGURE 5.5: Figure showing the model geometry for the spike on ferrule: (a) full
geometry and (b) spike and void. It should be noted that the model geometry
is fully three dimensional.

When calculating the electric field the spike is assumed to be at the same voltage as
phase 2, and the surface charge from PD activity is deposited at the void boundary. The
measuring electrode for this system, which is used to calculate the apparent charge, is

phase 2.

5.6.1 Inception Process

From the reasoning in Section 3.2, the inception and generation points will coincide and
will both be placed at the spike tip, see Figure 5.6. This means that Ngen = Nipc,
Tgeni = Tinci and Agen = Ajne so that for a PD to occur the inception condition, (3.7),
and free electron condition, (3.8), must both be met at the same point. Discharges will
propagate in a direction orthogonal to the spike surface, so €i,c are outward facing normal
unit vectors from the spike tip. It should be realised that as the spike surface is all at
the same voltage, at any given point in time, the electric field is by definition normal to
the surface, €jnc are included in the discussion for the sake of formality. As the spike tip
is a section of a sphere, the inception and generation points will be distributed using a
Fibonacci grid algorithm, see Appendix B. The inception points are only placed at the
tip of the spike based on experimental images of discharges which only begin near the
tip of the point electrodes [91, 92].
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F1cURE 5.6: Figure showing qualitatively the effect of a single discharge in the
void starting from an inception point in the centre of the spike tip: (a) before a
discharge ]E(xinci)-énci] > FEine, (b) during a discharge and (c) after a discharge
\E(minci) - €inci| = Eres. The solid dots represent inception points on the spike
tip.

The inception and extinction condition require two parameters, the inception field Ein.
and the extinction field Fex¢. It will be shown in Section 5.6.5 that for this PD system
both Ein. and Fext can be set based on the void radius R, and the experimental PD

magnitudes.

5.6.2 Surface Charge Dynamics

The PD will deposit charge on the void surface until the extinction condition is met.
Discharges propagate in the direction of the electric field during the negative half cycle,
so the charge deposited on the void boundary will be negative, while positive charge will
be deposited at the spike surface, as shown in Figure 5.6. Due to the higher surface
conductivity of the spike compared to the Crépe paper, it is assumed that only negative
charge will be deposited at the void boundary with the Crépe paper due to a discharge.
It will also be assumed that the charge from a discharge spread across the entire void,

while requiring that charge is at least a distance ”2%" from the surface of the spike. The

functional form of opp; is then

oppi(0, ¢, 0, appi; Ry, 0pp, pD, NPD, APD) =
apDi

1+ exp (npp (©(0, ¢, 0pp, Ppp) - Ry — App))’

(5.3)

where 6 and ¢ are azimuthal and polar angles respectively of a spherical polar coordinate
system with origin at the void centre, © is the central angle, 0pp = 7/3, ¢pp = 7/2,
npD = 7%2, APD = (@spike + %)R\, and @gpike is the largest polar angle on the curve

where the void surface and the spike surface intersect. The central angle is the smallest
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angle between any two points on a sphere on a great circle that intersects both points,

it is shown in Figure 5.7.

\

F1GURE 5.7: Figure showing spherical polar co-ordinates for two points, A and
B, on a sphere centred at the origin. © is the central angle between them.

The physical justification for this choice of opp is that the data sets to be modelled are
taken after sustained discharge activity, which means that the surface conductivity of the
void surface will be much greater than that of the virgin Crépe paper. Therefore charge
from a PD could feasibly spread across a large proportion of the boundary between the
void with the Crépe paper. Charge is prevented from moving too close to the spike,
because the electric fields at the surface of the spike will oppose the negative charge from
the PD during the negative half cycle, preventing charge spreading close to the spike.
The consequence of this assumption is that discharges in the model have a relatively high
magnitude, because the charge is distributed across most of the void surface, and a low
frequency, because a discharge at any inception point causes a reduction in the electric
field at all inception points. This PD behaviour is also observed in the experimental data,
where high magnitude PDs, of the order nanocoloumbs, are observed with an average of
only 1.2 PDs per AC cycle.

Finally, for PDs to only occur within one half cycle a decay of the deposited charge must
occur. If a decay does not occur after a very small number of discharges, the electric field
from the deposited charge will oppose the applied electric field such that the inception
condition is no longer met at any inception point and discharge activity would cease
after a few PDs. (3.12) must therefore be used, with 7, as a free parameter set such that

the model results match those of experiment. It is possible that PDs from the spike are
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occurring in the other half cycle, but as they cannot be distinguished from the PRPD

pattern, (5.2), it was decided to simply introduce a decay of the surface charge.

5.6.3 Electron Generation

PDs are only observed in the negative half cycle, resulting in PDs with a positive apparent
charge. This is somewhat perplexing, as discharges from a needle electrode would produce
discharges in both positive and negative half cycles [93] and the spike is essentially an
analog of it. It is possible that discharge are occurring in the positive half cycle, but they
are lost in the noisy data, as was previously mentioned. However, it would be expected
that discharges in the positive half cycle, with a negative apparent charge, would lead
to higher magnitude PDs [93]. Therefore if PDs were only detectable in one half cycle,
which is the case here, it is expected that they would have a negative apparent charge.
It is unfortunately possible that an inversion of voltage and PD apparent charge polarity
has occurred in the data sets used in this analysis. It should be noted that due to the
simplicity of the model, which neglects the plasma dynamics of the discharge, a change
in polarity in the data would simply result in appropriate polarity changes throughout
the model, and would not negate any of the presented analysis. In order to take into
account this dependence of PD activity on voltage polarity, the electron generation rate,
(3.18), will be set to zero in the positive half cycle. Using the values shown in Table 5.3
the surface capable of generating PDs has an area Agen = 0.32 mm?. The free parameter

e in (3.18) will be adjusted such that the simulation matches experiment.

5.6.4 Measurable Quantities of PD

The measuring electrode used in the experiment was phase two, so to determine the
apparent charge from PDs in the model the integral in (3.20) is evaluated over a surface
S comprising of phase two and the spike. The phase angle of PD is evaluated using
(3.19).

5.6.5 Parameters

The governing equations and assumptions of the model in this PD system have now
been introduced, it remains to choose the free parameters appropriately so that the
model results match those of the experiment. The model has 5 free parameters: Ry,
Fine, Fext, 7o and c.. However, it is possible to reduce this number by setting Fi,. and
FEoyibased on the void radius Ry and the experimental PD magnitudes. This reduces
the number of free parameters to 3, which is comparable with existing PD models in the
literature [8, 31, 44, 45]. App and 7pp are not regarded as free parameters as they are

simply set so that the surface charge covers most of the void for a given R,.
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To determine Ry, the following observations were made. Firstly, PDs only occur in a single
half cycle and deploy charge to oppose the electric field that initiated them. Therefore

after the first PD for any given inception point ¢

—

E(fgeni7t) : éinc(finci) < Eo(fgenivt) : e_’inc(«finci) . (54)

The second observation is that the model is seeking to replicate a system where PDs
occur relatively infrequently, with an average of 1.2 PDs per AC cycle, and that between
PDs charge decays (3.12). This means that E ~ E, when the time between PDs is
sufficiently large. The largest PD apparent charge possible in the model, ¢ppy 1., Will be

approximately

—Cq'1 (Eﬂ(finc 1, tAC 1) : ginc (finc 1) - Eres)

Qi:’D max — H1ax —Cq' 4 (EO (fincia tACj) * €inc (finci) - Eres) (55)

—Cq/ Nipe (Eo(winc Nine> LAC Ning) * €inc (Tine Nin ) — Eres>

where tac; is the time in the AC cycle where Eo(finci, t)-Einc(Zinc i) takes it highest value.
(5.5) follows from the definition of ¢y, using the fact that only a single distribution of
charge is considered in this model. In PRPD pattern from the experiment, the “ear”
structure does not have a peak, so a PD with the maximum possible magnitude does
not actually occur in the system. Extrapolating from the experimental data ¢pp ya =
2.8 nC. By considering the geometry it is clear that Ej at the inception points is not
heavily dependent on the void radius, and is more strongly influenced by the geometry
of the spike tip. However, ¢, will increase as the void radius gets larger as larger voids
allow more charge to be deposited, this has been verified by experimental measurements
[52].

The fitting can then be performed by finding ¢, and Ej for a small void radius, starting
at Ry = 0.5 mm, and calculating the appropriate Eex from (5.5) such that ¢pp . =
2.8 nC. If Eey be negative to give a sufficiently high gpp ... it is clearly unphysical and
the void is too small. Egyy is then recalculated for a new larger void radius, with the void
radius increasing in increments of 0.25 mm. The process is repeated until the extinc-
tion field required to satisfy (5.5) is positive and of sufficient magnitude, approximately
1 kV mm™. Once Egx has been found FEin. can be determined through the minimum

apparent charge, ¢pp, iy, Decause
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—Cq'1 (Einc - Eres)
Q%D min — min —Cq' i (Einc - Eres) 5 (5~6)

—Cq’ Nine (Einc - Eres)

from the experiment, ¢pp i, ~ 0.55 nC.

Once the void radius has been set, the remaining parameters to fit are the time decay
constant 7, and the electron generation parameter c.. To do this a parameter sweep with
different combinations of 7, and c. was performed until a combination was found where
the PRPD patterns of experiment and simulation were in close agreement. Agreement
was determined by visual similarities in the PRPD structure, and by comparing statistical
quantities including PDs per AC cycle, maximum and minimum PD magnitudes and the
range of phase angle over which PD occurs. The values of the parameters used in the

simulation are given in Table 5.3.

Parameter Group Parameter Value
Lspike 14 mm
Rypi 0.25 mm
Geometry spike top
Rgpike bottom 2 mm
R, * 2 mm
. Einc 67 kV mm'l
Inception 1
Eoxt 3.3 kV mm-~
7D 100
Surface Charge Dynamics App (¢spike + %)Rv
Ty * 15 ms
Electron Generation Ce * 0.72 kV-3 mm?

«
Free parameter

TABLE 5.3: Model Parameter Values for PD due to Metallic
Spike Defect

5.6.6 Results

Two different voltage boundary conditions were used in the model, (5.1) and the voltage
waveform recorded in the experiment. The voltage waveform of the experiment represents
a moderate deviation from a typical sine function which impacts PRPD patterns, see
Figure 5.8. Since data set 1 was collected over 990 AC cycles as opposed to data set 2,
which was collected over only 320 cycles, the model was fitted to data set 1, it should
be noted that the model describes both data sets well with a single choice of parameters

due to the similarity between the data sets.
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Reasonable agreement was seen between PRPD patterns of experiment and simulation
with both boundary conditions, with a comparable number of PDs per cycle and PD
magnitudes. Slight discrepancies were observed in the shape of the “rabbit ear” PRPD
pattern, with a more pronounced curvature in the model’s “ears” compared to the exper-
iment. There are also disparities in the phase magnitude in experiment and simulation.
However, the model was in close agreement with the data in the number of PDs per cycle

and the phase angle range. A full summary of results is given in Tables 5.4 and 5.5.
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FiGURE 5.8: Figure showing PRPD patterns from the model and experiment:
(a) model with sine wave boundary condition, (b) model with voltage waveform
boundary condition, (¢) experiment data set 1. All PRPD data is from 990 AC
cycles.



67

Data Set 1 Data Set 2

PDs per cycle 1.2 1.2

Maximum ¢pp, (nC) 2.38 2.03
Minimum ¢pp, (nC) 0.55 0.55
Mean ¢pp, (nC) 1.16 1.18
Phase Angle Range (°) 85° 79.9°

TABLE 5.4: PD Data Experimental Results

Sine Wave AC Cycle Experiment AC Cycle

PDs per cycle 1.3 1.5
Maximum gp, (nC) 1.9 1.73
Minimum ¢pp, (nC) 0.56 0.56
Mean gp, (nC) 1.08 0.92
Phase Angle Range (°) 92° 86°

TABLE 5.5: PD Data Model Results

In addition to modelling the experimental data, the model is used to investigate an
alternative testing environment, see Figure 5.9. In many commercial tests, three-phase
cable experiments are conducted with only a single energised phase. As the defect is
located near phase 2, the model was run with only phase 2 energised, with all other
phases set to ground. This produced markedly different results, with far fewer PDs and
a significantly different PRPD pattern which was phase shifted by ~ 15°. The phase-shift
is due to the fact the the electric field only depends on the phase angle of phase 2, when
the cable is fully energised the other phases impact the electric field. The reduction in
the number of PDs is caused by the reduced magnitude of the electric field, leading to
fewer free electrons available for PD as a result of (3.18) and the fact that the field is
lower than the inception field over a larger phase angle range. A summary of the results
is provided in Table 5.6.
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F1GURE 5.9: Figure showing PRPD pattern from the model with only phase 2
energised.

Phase 2 Energised Only

PDs per cycle 1.1
Maximum ¢p, (nC) 1.35
Minimum ¢pp, (nC) 0.56
Mean gp}, (nC) 0.858

Phase Angle Range (°) 83°

TABLE 5.6: PD Data Phase 2 Energised Only Model Results

5.6.7 Discussion

The level of agreement between experiment and simulation justifies the assumptions
and simplifications made in the model. It is an encouraging result that a PD model
with relatively few free parameters was able to reproduce data from a three phase cable
experiment at rated conditions. The model represents an improvement over an earlier
model by the authors of the same experiment that required a larger number of free
parameters to fit the data, including extra stochastic terms, and did not consider the

defect geometry [88].

The free parameters used to describe the model are physically sensible, and have impli-
cations for the PD system. Firstly, the void is relatively large with a radius of 2 mm,
suggesting that the presence of the spike has caused significant damage to the Crépe
paper to trap this volume of air close to phase 2. Of course, in reality it is unlikely the
void is exactly spherical with this radius, however, it does imply that the defect at the
spike tip is in reality likely to be similarly severe. It is also interesting that an empirical
fit used for the electron generation rate of a needle-plane system could be successfully

applied to a metallic spike under different conditions. It is likely that a better fit to the
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experimental data could have been achieved if more parameters were used. However,
due to the high level of uncertainty in the experimental data it was decided to obtain
a reasonable fit using fewer free parameters and a more general model. An issue with
introducing more free parameters is that it increasingly reduces the model to a curve-
fitting exercise, which was not the aim of the research. Another interesting result from
the study is the dependence of PD on the applied field. Typically in PD modeling a
perfectly sinusoidal applied field is assumed. The model results reinforce the validity
this assumption, at least for the case considered, with the measured waveform giving
similar results to the sinusoidal waveform. There are still detectable differences between
the sinusoidal and measured waveform boundary conditions which were identified by
comparing a large number simulation runs. The most obvious of these is that measured
waveform simulation has a phase angle distribution shifted to the left by an average of
3° compared to the phase angle distribution of the sinusoidal simulation. This was due
to the different shape of the waveform, leading the inception field to be reached at lower
phase angles. The model also showed significant differences between PRPD patterns for
a single energised phase compared to a fully energized cable. The results from the sim-
ulation suggest that the applied voltage input should be closely monitored when testing
PD activity in high voltage plant, and that PD measurements are taken under rated

volts with the same phase energisation as operating conditions.

The experimental results show that PD activity is heavily dependent on temperature,
with the results implying that PD testing of PILC cable sections for spike defects should
be conducted at higher temperatures as it leads to a dramatic reduction in the back-
ground PD from cable terminations. A possible reason for this is that the PD from
the cable terminations is caused by numerous gas filled voids formed in the heat shrink
materials used to create the termination. As these voids are fixed in size, increasing
the temperature will lead to an increase in pressure, subsequently increasing the incep-
tion and extinction electric fields, (4.10) and (4.11). This explains the reduction in PD

magnitude and frequency from cable terminations.

Despite this success, there are discrepancies between the model and experiment. One
of the possible explanations for this is that spike geometry used in the model represents
a simplification of the more complex geometry present in the experiment, which has
implications on the apparent charge magnitude as it is calculated through an integral
whose domain includes the spike surface. An alternative spike geometry would also
influence the form of the electric field, which has been already demonstrated to impact PD
activity. Another simplification made in the model is that the surface charge distribution
is independent of the location on the spike the discharges initiate from. Furthermore,
variations in ¢, and 7, may occur over the AC cycle. There are also uncertainties present
in the measuring process, with a high level of background noise, discrimination of spike
PD data is non-trivial, even at higher temperatures, and data assumed to originate from

the spike may be contaminated with PD from the terminations. These problems are
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compounded by cross-talk between phases and attenuation of the PD pulse, leading to a
greater uncertainty in the measurement of the apparent charge. This contrasts with more
controlled PD experiments between parallel plates, where cross-talk and attenuation is
negligible as the void is typically close to the measuring electrode and surrounded by a

homogeneous dielectric material.

Finally, it should also be noted that the model presented is only preliminary step in
simulating on-site data, before this can be attempted there are several obstacles that
must be overcome. An obvious difficulty is that the model required a known defect type,
location and size, all of which may be unknowns in PD data taken on-site. There is also
only a single known source of PD present in this experiment, whereas in the operational

plant there can be many sources which may also be interacting.

5.7 Modelling Partial Discharge Activity from a Spherical
Air Void in Paper

The applied electric field inside three phase cable is elliptical with the axes of the ellipse
dependent on location within the cable [94]. It was proposed to see how the elliptical
nature of the applied could impact PD activity using simulation. The joint geometry is
identical to the joint described in Section 5.4 with a spherical air filled void placed in
the paper region surrounding phase 1. Three different void locations are considered in
this work. Void 1 is located in the middle of the paper layer surrounding the phase 1
conductor in the direction of phase 1 to phase 2. Void 2 is located close to the phase 1
conductor, in the direction of phase 1 to phase 3. Void 3 is located near the outer layer
of paper of phase 1, close to centre of the joint. The joint geometry and the positions of

all 3 voids is shown in Figure 5.10.
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FicUrE 5.10: Cross section of the joint geometry with positions of the voids.
The model geometry is fully three dimensional.

5.7.1 Inception Process

It will be assumed that discharges will propagate in the plane of joint, and will pass
through the centre of the void. Therefore there is a single inception point located at the
centre of the void. Taking a Cartesian coordinate system with origin at the void centre,

and positive z axis in the axial direction of the joint,
Zinc1 = (0,0,0). (5.7)

The direction in which the discharges are propagating when they reach the inception
point will depend on the direction the electric field is pointing at the inception point. In
an axisymmetric parallel plate system the electric field in the centre of the void acts in a
single direction. However, due to the elliptical nature of the applied field, the direction
of the electric field at the inception point will depend on the phase angle in the AC cycle

and the field from previous PDs. Therefore €,.1 takes the form
€inc 1 (t) = (COS (HE(finc 1, t)) ,sin (HE(finc 1, t)7 ) 0) s (58)

where g is the azimuthal angle of the field, which is explicitly

Or(Z,t) = arctan (E,(Z,t)/EL(Z, 1)) . (5.9)
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Due to the complexity of the problem it was assumed that the electron generation pro-
cesses were also governed by the electric field in the centre of the void. The purpose
of this investigation is to use the model to provide some basic insight into the depen-
dency of PD activity with applied field structure, which can still be accomplished with
this simplification. Assuming that the void is filled with air, it is possible to relate the
inception and extinction field to the pressure p inside the void using (4.10) and (4.11).

5.7.2 Surface Charge Dynamics

It will be assumed that discharges occur along the equator of the void, and the charge
spots are centered at antipodal points on the void surface. Discharges will propagate
in the direction of the electric field at the inception point, which is in the centre of the
void. Therefore in spherical polar coordinates with origin at the void centre the surface

charge from the ith PD can be written as

oppi(0, ¢, appi; Ry, mpp, APD) =
appi

1 4 exp (npp (©(0, ¢, 0pp i, dpp) Ry — App))

Positive Charge Spot
aPD

1 +exp (npp (©(8, ¢,0pp; + 7 (mod 27), 7 — ¢pp) Ry — App))’

Negative Charge Spot

(5.10)

with npp = ;LR(\),’ ApPD = WTRV, Opp; = QE(fgenlptPDi) and ¢pp = 7T/2. As this model is a

hypothetical PD system, which is seeking to investigate the dependence of PD activity
on the applied field, decay of charge between PD events will be neglected.

5.7.3 Electron Generation

The electron generation processes are the same as those in the spherical air filled void
considered in Chapter 4. They are stated again here for completeness. For the conditions
present in the void there are two possible electron generation processes; surface emission
from the void boundary of charge from previous PD activity and ionisation of gas in the
void through background radiation. Surface emission is the dominant process for the
conditions present in this case, but it cannot generate electrons until after the first PD
has occurred. As volume ionisation is a random process, it is sufficient for modelling
purposes to let the first PD occur at a random point in the first AC cycle when the
inception condition is met. After this electron generation is governed by surface emission
through (3.13). It will be assumed that the decay of deep traps is negligible between

PDs so only two free parameters need to be set, xs and 7g4 -
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5.7.4 Measurable Quantities of PD

To determine the apparent charge from PDs in the model the integral in (3.20) is evalu-

ated over phase conductor 1. The phase angle of PD is evaluated using (3.19).

5.7.5 Parameters

Having defined the model, the final step is to set the parameters to physically sensible
values. The parameter values used in the simulations are given in Table 5.7. The
temperature is set to 43 °C to match the conditions of a three-phase cable experiment
where PD was measured from an artificially created void in a PILC cable joint [76].
From the parameters, ®, xs, 74 s and p were all adjusted so that in the case of applied
field that was close to linear, the classic “rabbit ear” PRPD pattern was observed. It
should be noted that, due to the background noise and the inherent complexity of the
system, voids in three phase cable joints are unlikely in reality to produce this pattern.
The reason the model was set as such was that it allows insight into how a distinctive
pattern will be influenced by the elliptical applied field, it should not be seen as fully

representative of the real world system.

Parameter Group Parameter Value
Geometry R, 1 mm
Inception P 2 kPa
npPD o
Surface Charge Dynamics ;gv
PD 7

iy 1.2 &V

. T 43 °C

Electron Generation «

Xs 0.99
Tdt s* 2 ms

«
Free parameter

TABLE 5.7: Parameter Values for PD Model of
Voids in Paper

5.7.6 Results

The model introduced in Chapter 3 was implemented and run at each void location over
500 AC cycles. The applied field components over an AC cycle at the different void
locations is shown in Figure 5.11. PD activity was shown to be highly dependent on
void location with PDs per cycle, apparent charge magnitude and PRPD patterns, see
Figure 5.12, all showing significant variance, see Table 5.8. Void locations 1 and 2 show

typical rabbit ear PRPD patterns, with PDs occurring more frequently at location 2,
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with higher apparent charges. At void location 3 PDs occur throughout the AC cycle,
with “ear” like structures forming at ~ 170° and ~ 350°. The maximum apparent charge
magnitude at void location 2, close to the phase 1 conductor, were in the 10’s of pC, a

result which matches that of experiment [76].
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FI1GURE 5.11: Components of the applied electric field over a single AC cycle
at void locations: (a) 1, (b) 2 and (c) 3.



Quantity Location 1 Location 2 Location 3

PDs per cycle 3.0 5.4 4.2
Mean |gpp| 4.1 6.4 1.8
Max |gpp| 10.3 24.3 5.1
Min |gpp| 2.6 4.5 0

TABLE 5.8: Results for PD Model of Voids in Three Phase Cable Joint
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5.7.7 Discussion

The results from the model suggest that similar defects at different locations within the
three-phase cable joint cross section will produce distinct PRPD patterns. This is due
to the functional form of the applied field, the dependence of the apparent charge on
the direction of the discharge, and the distance from the measuring electrode. However,
it does also appear that certain features of PRPD patterns are robust to changes in
the applied field, with “ear” structures observed in all PRPD patterns, see Figure 5.12,
despite large variations in the applied field, see Figure 5.11.

The choice of parameters in Table 5.7 also allow some tentative conclusions to be made.
Firstly, for PD to occur within air filled voids in three-phase cable the pressure must be
significantly lower than atmospheric, otherwise the applied electric field never exceeds
the inception field. Also, the work function of Crépe paper at the void boundary is set

to 1.2 eV, which is comparable with work functions of other insulators [17].

Following on from these results, there are alternative scenarios that would be worth
considering in future work. One of the easiest changes would be to perform the simulation
with ellipsoidal voids. This is a physically relevant scenario as voids are likely to become
elongated in the direction of discharge activity over time, leading spherical voids to
deform to ellipsoids. It would also be worth investigating how apparent charge varies with
the measuring electrode as measurements of PD magnitude at all phases simultaneously
are possible in three-phase cable experiments. Following on from this, PD activity from
multiple voids could be investigated. This would greatly increase computational cost of
the simulation, but would provide an insight into how distinct PD sources could interact

in the joint.

Although the model displayed interesting results, there are limitations that must be over-
come in future work. Firstly, dispersion and attenuation of the PD pulse are neglected,
which means that the results are only applicable to short lengths of cable. Surface
roughness at the void surface would also impact the electric field, altering the apparent
magnitude. Quantifying these effects is non-trivial, and is still an active area of research.
However, there are limitations present in the model that can be more easily rectified in
future work. This include the assumption that PD activity is governed by the electric
field in the centre of the void. In reality PDs can begin anywhere on the void boundary,
and will be dependent on the surface charge and field strength at these points. Therefore
in future work PDs will be allowed to occur at multiple points on the void surface, which
is more physical and will likely lead to a greater level of stochasticity in the PD activity

from the simulation.
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5.8 Conclusion

In this work a PD model has been introduced that reproduces PD data from a three-
phase cable experiment. The model requires only 3 free parameters, and was able to
give reasonable agreement with experimental data, with good agreement in PDs per
cycle, mean PD magnitude and phase angle range. Following this the impact of the
hypothetical scenario of only have a single energised phase was investigated. Based
on the model results and the experimental work it can be concluded that PD testing
of three-phase cable joints should be performed at higher temperatures with all three-
phases energised to be able to accurately identify defects and reproduce field conditions
in the joint. The possible influence of the elliptical nature of the applied field on PD

activity has also been investigated using the model.

Over the course of this work it became increasingly clear that, despite care being taking
to reduce the free parameters, the PD model in its current form can only offer limited
insight into PD activity. In particular the model requires great care to be taken when
choosing free parameters, otherwise the simulated PD activity is far from physical, a trait
shared with other PD models [4, 17, 44]. As an example, the work function of the surface
® for epoxy resin takes a significantly different value in a PD model in the literature,
1.1 eV [9], compared to the value used in this work of 1.25 eV. This is simply a result of
the parameter fitting, it offers no real insight into what the actual work function of the
surface might be, in reality it is likely that the work function of an epoxy resin surface,
before ageing, should be similar between experiments. This issue is compounded by the
fact that in many cases there are numerous combinations of free parameters that could
be chosen such that the model matches experiment. It should be noted that this does
not completely undo the work presented in this thesis, as the range in which these free
parameters can be chosen is often relatively narrow. However, these issues need to be

acknowledged when using the present PD activity models in the literature.

In addition to this dependency on free parameters, it is also not entirely clear whether
many of the fundamental assumptions used in the model are truly justified, despite being
introduced in the literature. As a result of these significant shortcomings, it was decided
to instead investigate PD using a drift diffusion plasma model. Due to its computational
cost only single discharges can be considered, however, this can still provide insight into
how valid the assumptions used in the PD activity models are. Moving on from this, it
may then be a guide on how improvements to be made that may remove many of the

free parameters and provide the basis for a more physical model of PD activity.



Chapter 6

A Plasma Model of Partial
Discharge

From the work conducted so far in this thesis it is evident that PD activity models
that use a simplified description of the discharge process can only offer limited physical
insight into a PD system. It was therefore decided to implement a drift diffusion plasma
model to test the assumptions used in PD models and provide an indication of possible
improvements to future models of PD activity. The model used in this chapter is well
established in the literature, for more information the reader is referred to a topical
review [24]|. This model makes use of equations previously introduced in this work, such
as the electrostatic equation, (3.1). These are reproduced in full in this chapter, because

a fundamentally new model is introduced.

6.1 Introduction

A plasma model that considers a large number of PDs is currently computationally pro-
hibitive, so it is proposed in this work to use a simple drift diffusion model, that considers
electrons and “abstract” positive and negative ions, to investigate the physics of the PD.
The model considers PD inside an air filled spherical void, which has only recently begun
to be investigated using plasma models [15, 61]. Obtained results have been analysed
qualitatively against experimental measurements in the literature where appropriate,
and their consequences for the understanding of the physical mechanisms of PD activity
discussed. The PD system considered is a spherical void inside epoxy resin, because it is
an arrangement which has received research attention [4, 8, 9]. Although not part of PD
research explicitly, discharges within spherical bubbles in dielectric liquids are physically
similar system, i.e. discharges within a gaseous sphere within a homogeneous dielectric
material, which have been investigated using simulation [95, 96]. This simulation work

has shown that when the physical conditions are similar to that of a PD system, these
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discharges consisted of an electron avalanche transitioning into a positive streamer [97],
in agreement with the work on dielectric barrier discharges. The plasma dynamics are
distinct due to the containment of the discharge within the void limiting the spread of
the plasma. In the research of discharges within bubbles, the emphasis has been on
the initiation of the discharge and the plasma dynamics. The aim of this chapter is to
improve the physical understanding of PD dynamics and to test some of the physical

concepts that are employed when modelling PD in air-filled voids.

6.2 Physical Concepts

In this section the concepts that will be investigated in this work are outlined:

1. Plasma Dynamics - In earlier work the plasma dynamics of a PD in air was de-
scribed as an electron avalanche transitioning into a positive streamer for a dielec-
tric barrier discharge in a 3 mm air gap with an electric field slightly above the
breakdown threshold of air [57]. Simulations of discharges within spherical air bub-
bles in dielectric liquids, which are indicative of PD systems containing spherical
voids, has shown that the plasma dynamics consisted of an electron avalanche mov-
ing against the applied electric field transitioning into a positive streamer moving
with the electric field [95]. Separate studies, at conditions that differ from a stan-
dard PD system, observed similar discharge dynamics [58, 98]. The earlier work of

Niemeyer assumed that a PD consisted of a positive and negative streamer [17].

2. Inception and Residual Fields - Two widely used values in PD modelling are the
inception and residual electric fields. For PD to occur the electric field in the void,
typically the centre, must be at some inception value Ei,.. For PD systems Fiy. is

typically set to
Ene = (E/pap (1+ ) (6.1)

where (E/p)er = 25.2 V Pa! m! is the constant of proportionality between the
critical electric field F¢, required to sustain the discharge and the gas pressure p,
B = 8.6 Pa'/?2 m'/? and [ is the length of the void in the direction of the discharge
[9]. It should be noted that in practice (E/p)c will be dependent on streamer
polarity. After the discharge has taken place, it is then assumed that the electric
field in the void is reduced to a residual value which is equal to field in the streamer

channel, E,, and is proportional to Eq,
Eres = Ecn = 7Ecr (62>

where v = 0.35, the average of 0.2 and 0.5 for positive and negative streamers
respectively [9]. It should be noted that despite their widespread usage in the

literature, since they were proposed cited work of Niemeyer [9, 17], these equations
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may not necessarily be applicable to PD systems. In the case of the inception
equation the experimental data for the ionisation parameters is determined from
breakdown in air gaps between metallic electrodes [41], whereas in PD systems
the discharge region is frequently bounded by a solid dielectric material. For the
residual field equation, it is not clear that the field in the streamer channel will be
equivalent to the field after the discharge has ceased. Furthermore, the conclusion
that the channel field is proportional to the critical field appears to determined from
metallic needle-plane experiments, [99], which have a highly divergent applied field,
and do not have solid dielectric regions, which may limit the applicability of the

result to certain PD systems.

3. Surface Charge Distributions - It is commonly assumed that when the dielectric
surfaces at each side of a discharge channel are symmetric, such as in spherical,
cylindrical or ellipsoidal voids, the surface charge distribution at the dielectric
surfaces are bipolar [4, 17, 39]. Earlier numerical studies and experimental work
investigating PD in cylindrical voids suggest that the distribution is in fact not
bipolar, [6, 57|, and that the negative surface charge distribution has a greater
spread due to the higher mobility of electrons compared to ions. Both of these
studies have looked at PD for electric fields that just exceed the breakdown thresh-
old. In previous models of PD activity it has been assumed that the PD surface
charge is deposited directly over the surface charge of previous PDs [4]. However,
it is likely that field due to the charge of previous PDs will influence the charge
deployed by subsequent PDs.

4. Charge Recombination - In Niemeyer’s seminal paper, [17], an order of magnitude
time decay constant, Tyec, was calculated for the rate of charge recombination in a

given void after a discharge as follows

l Ey

Trec ~ ————— —, 6.3
* CM(E/p)cr Eine ( )

where [ is the length scale of the void, C), is the quotient of ion mobility by gas
pressure, p is the gas pressure and FEjy is the applied electric field magnitude. For
most PD systems of interest 7 is in the order of microseconds. As such the influence
of the charge “left over” from previous PDs is assumed to be negligible by the time
the next discharge occurs as the time delay between discharges is in the order of

milliseconds.

6.3 Drift Diffusion Plasma Model

The concepts listed in Section 6.2 will be critically tested by a dynamic plasma model.

In this section the governing equations and boundary conditions are provided along with
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the model geometry under consideration. The model consists of three drift diffusion
equations for three charged species, an electrostatic equation to determine the electric
field and three Helmholtz equations to determine the photoionisation rate. The model is
implemented in COMSOL Multiphysics, software which has been used throughout this

thesis and has been used to model discharges in air previously in the literature |7, 53].

6.3.1 Geometry

Two model geometries are considered in this work. The first is axisymmetric, consisting of
a spherical void with a radius, Ry, of 0.5 mm surrounded by epoxy resin between parallel
plate electrodes. The motivation for this is that quasi-spherical voids often occur in
epoxy resins in operating high voltage plant, due to errors in the curing process, which
can facilitate PD activity. Furthermore the PD activity observed from this experimental
arrangement is not significantly impacted by noise and as such a physical interpretation of
discharge behaviour is possible [4]. The second geometry is one dimensional and consists
of the symmetry axis of the axisymmetric model geometry. A one dimensional model is
considered as it vastly reduces the computational cost and as such allows simulations to
be run over longer time periods. For the arrangement present it is supposed that the
physics of the one dimensional model is indicative of the physics in the two dimensional
model. The justification for this is that the applied electric field close to the symmetry
axis in the two dimensional model is approximately uniform and acts in a single direction.
This would not be permissible in a arrangement with a more divergent electric field, such

as a needle-plane electrode system. The model geometries are shown in Figure 6.1.
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FIGURE 6.1: Model geometries with labelled vertices: (a) two dimensional ax-
isymmetric and (b) one dimensional.

6.3.2 Governing Equations

The model solves drift diffusion equations for the number densities of electrons ne, pos-

itive ions n, and neutral ions ny

88716 = ane |We| — NMNe We| — Bneny (6.4)
—V -Te + Spp

% = ane |We| — Brnng — frenp (6.5)
—V T+ Spn

8(;;11 = Mne We Brpng — V- fn, (6.6)
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where S, is the photoionisation rate and the corresponding fluxes, fe, fp and fn, are

Lo = neWe— DeVne (6.7)
T, = n,W, (6.8
Iy = naWh. (6.9)

In equations (6.4) to (6.9) W, Wp and W, are the drift velocities for electrons, positive
ions and negative ions respectively; «, n and § are the ionisation, attachment and re-
combination coefficients respectively; D, is diffusion coefficient for electrons. The swarm
parameters introduced by Kang are used in this work [100], with the air pressure at
atmospheric conditions, they are explicitly defined in Appendix E. To find the electric

field E the electrostatic equation is solved

vy =P (6.10)
E0Er
where V' is the electric potential,
E=-VV (6.11)

gp is the absolute permittivity, e, is the relative permittivity of the material and p is
the volume charge density. The relative permittivity of air is set to 1, and the relative

permittivity of epoxy is set to 4.4. p is related to the charge carriers as follows
p=e(np —ne —ny), (6.12)

where e is the electronic charge.

To calculate the photoionisation rate the three-exponential Helmholtz model developed
by Bourdon et al was used [101]. This approximates the computationally expensive model

proposed by Zheleznyak et al [102]. The photoionisation rate, Spp, is approximated as

3
Sph =Y _ Sphi (6.13)
i=1
where each Spp; solves a Helmholtz equation
V2Spni — (AP0, ) Sphi = —Aipd, S, (6.14)

with constants \; and A; given in Table 6.1, po, is the partial pressure of oxygen (150 Torr

at atmospheric pressure) and

S=¢I (6.15)

where
(6.16)
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and £ = 0.00228 for the physical conditions under consideration [101, 103]. S will be
referred to as the photoionisation source and is directly proportional to the collisional

ionisation rate, 1. [101].

i A; (m2Torr2?) )\; (m!Torr?)

1 1.98 5.53
2 51 14.6
3 4886 89

TABLE 6.1: Helmholtz Equation Parameters from [101]

6.3.3 Boundary Conditions

Boundary condition for the drift-diffusion equations are required at the boundaries of

the void, they are set as follows

i-Te = 7 (aeneWe—vanp) (6.17)
i-Ty = - apnyW, (6.18)
Ty = - agngWy (6.19)

where v is the ion-impact secondary emission coefficient,

1 ifs ) =sen(ii- E
L[ sl = st B) 620)
0 otherwise,

i =e, p and n, sgn is the sign function, ¢; is the charge of the ith species and 7 is
the outwards facing normal unit vector at the void surface, these boundary conditions
have been used to describe dielectric boundaries in earlier work [7]. The secondary
ionisation coefficient at the void surface, v, was set to a token value of 0.001, it should be
noted that the secondary ionisation coefficient has yet to be accurately determined for
a large number of dielectric materials. (6.17) neglects incoming thermal flux of charged
particles which has been considered in other work [56]. However, as the drift velocity is
significantly higher than the thermal velocity for the conditions under consideration, this
is not thought to impact the findings of this work, assuming that electron temperatures

are at most within an order of magnitude of 1 eV [24].

Boundary conditions are also required for V. These are largely trivial with the exception
of the void surface, where charge will be deployed due to the discharge. The surface

charge density o at the void surface can be calculated through

.

t
o= / e - (npWp — neWe — nyWh) dt, (6.21)
0
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an approach widely used in the literature |7, 55|. The boundary condition for V' at the
void boundary is
1 - (51 — ﬁg) =0

where D is the electric displacement field,
D = ege, E, (6.22)

and the 1, 2 subscripts denote evaluation in regions either side of a surface with normal
vector 77 pointing from region 1 to region 2. In the system under consideration a high
voltage electrode, at potential Vj, is located at the top boundary of the geometry and
a ground electrode is located at the bottom. Combining this with conditions for the

axisymmetric and far field boundaries completes the boundary conditions for V.

In the original integral model of photoionisation perfect absorption at boundaries is
assumed [102]. In the work of Bourdon et al the external boundaries of the system were
effectively in the far field region [101]. At these boundaries Spn1 was set equal to the
the photoionisation rate calculated using the integral model, with Spho = Spng = 0.
This is because Spn 1 corresponds to the smallest value of A;, Table 6.1, which means
that it is the component with the longest photoionisation range so is likely to be the
dominant component in the far-field region. For the arrangement considered here the void
boundaries cannot be considered as far field; photoionisation sources will be very close to
the void surface. This means that the assumption that Sy, 1 dominates at the boundary
is not valid, furthermore the fine numerical mesh required at the boundaries means
that calculating Spn from the integral model at the void boundary is computationally
expensive. In this system, the dominant Helmholtz component at the boundaries is likely
to be the component with the largest source term, corresponding to the largest A;, which

is Spn3. It was found that employing Dirichlet boundary conditions on Sph1 and Spn 2
Sph1 = Sph2 = 0 at the void boundary (6.23)
and Neumann boundary conditions on Spy 3,
- ﬁSphg = 0 at the void boundary (6.24)

where 77 is a normal vector at the boundary, gave results that were in good agreement
with the full integral model of photoionisation. It should be noted that these boundary
conditions are based on empirically fitting the Helmholtz model to the full integral model,
and are not indicative of the physical process of photoionisation. This was determined by
comparing the full integral model against the Helmholtz model. The collisional ionisation

rate I is set to a Gaussian distribution centred on the z axis

I = Ipexp(—(r? + (= — 22)) /%), (6.25)
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where Iy = 103! m™3s, 2 is the z coordinate of the centre of distribution and J is a
spatial parameter governing the spread of the distribution. Two cases are considered,
zo = 0 mm, ionisation taking place in the centre of the void, and 2y = 0.5 mm, ionisation
taking place at the void boundary. § = 0.1 mm in both cases, this is analogous to the
approach used in [101]. A comparison of the photoionisation rate along the z axis of
the void using the two different models is shown in Figure 6.2. It can be seen that
the agreement is fairly good from an order of magnitude perspective with some notable

discrepancies.
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Ficurke 6.2: Comparison of photoionisation rate calculated using full model of
photoionisaton and Helmholtz model with modified boundary conditions. The
Gaussian collisional ionisation production rate was centred at: (a) zp = 0 mm
and (b) zop = 0.5 mm

The absolute error between the full and Helmholtz models is shown in Figure 6.3. The
error is highest at the void boundary, zp = 0.5 mm, with an error of 3.7 x 10%” m™ s'.
It should be noted however that in this region the collisional ionisation, I, is dominant,

-1

with a value of 103! m™ s! at the void boundary and photoionisation is a relatively

insignificant process. It is not thought that these discrepancies will significantly impact
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the findings presented in this work as they are all roughly within an order of magnitude,

which was the case with the original work where this technique was successfully applied
[101].

x 1027

w
T

Absolute Error (m™ s)
[\)

z (mm)

20 =0 mm —a&— 2y =0.5mm

FIGURE 6.3: Absolute error between the photoionisation rate calculated using
the full model and Helmholtz model. In the region close to the void boundary
where the error is largest the collisional ionisation rate dominates photoionisa-
tion.

The boundary conditions used are shown in Tables 6.2 and 6.3 for the two dimensional
axisymmetric model and one dimensional model respectively. Boundaries are defined
using the vertices in Figure 6.1. It should be noted that the drift diffusion and Helmholtz
equations are only solved inside the void region and as such they only require boundary

conditions at the void surface.

Boundary 14 Ni=e,pn Sph1 Sph 2 Sph3
AB Vo - - . B}
v anz 8Sph 1 aSph 2 8Sph 3
CE _‘W __OO or 0 or 0 or 0 or =0
CD,DE - (Dl - DQ) =0 (617)  Spn1=0 Spn2=0 #-VSp3=0
)%
AC,EF S : - - -
or
BG n-D=0 - - - -
FG 0 - - - -

TABLE 6.2: Boundary Conditions for the Two Dimensional Axisymmetric Model
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Boundary 1% Ni=e pn Sph1 Sph2 Sph3
H 0 - - - -
1,J ﬁ-(ﬁl—ﬁg)za (6.17)  Spn1 =0 Spn2=0 #-VSpn3=0
K Vo . . : :

TABLE 6.3: Boundary Conditions for the One Dimensional Model

6.3.4 Initial Conditions

Due to their explicit time dependence initial conditions are required for the drift diffusion
equations. The initial conditions for the electron and positive ion number densities were
set to be a Gaussian seed charge, with a magnitude insufficient to distort the applied
field. This approach has been widely used when modelling breakdown in air using drift
diffusion equations [7]. The initial number of negative ions was set to zero. Explicitly

the initial conditions for the number densities are

nepli=o = noexp(—(r? + (z = 2))/s5), (6.26)
Malieo = 0 (6.27)

where ng = 10! m™

, 20 =0.5 mm and sp = 25 ym. Order of magnitude variations in the
parameters defining the initial distribution, ng, zo and sg, were only found to impact the
time taken for discharges to begin, and did not impact the findings of the work presented

in Section 6.4.

6.3.5 Measurable Quantities

For PD activity under AC conditions a PD is typically quantified by its angle of occur-
rence in the AC cycle, known as phase angle, and the change in charge on a suitable
measuring electrode, known as the apparent charge [4]. In this work single discharges
are investigated at a range of applied voltages, so the phase angle is not a quantity of
interest. For the system under consideration the measuring electrode is assumed to the

the ground electrode, the apparent charge, ¢ppy, of the discharge is

dpp = / - (5|t=tf - 5|t=t0) dA, (6.28)
S

where tg is the time immediately before the discharge takes place, tf is the time the
discharge finishes, .S is the ground electrode surface and 7 is an outwards facing normal

unit vector. Comparing the PD system under investigation with PD measurements in
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similar systems it is expected that PD magnitudes will be in the order of 100 pC [4, 9].

The apparent current pulse I’ on the measuring electrode can also be calculated

I'= / J' dA, (6.29)
S
where J' is the apparent current density on the measuring electrode surface defined as

J' = %(ﬁ-ﬁ). (6.30)

Measurements of the current pulse I’, for PD systems similar to the that under inves-
tigation, have a timescale in the order of nanoseconds with a sharp rise followed by a

relatively long decay [20].

6.3.6 Model Configurations

In order to test the concepts, outlined in Section 6.2, it is necessary to run the model

in different configurations as follows:

(A) Discharges in Virgin Voids - It is proposed to use the two dimensional model
to examine the physics of PD in virgin voids, i.e. ;9 = 0, at a range of applied
voltages. By gradually increasing the applied voltage until a discharge occurs, the
inception field for the void can be determined and compared against the value
calculated using (6.1). By considering the field after the discharge the residual
field can be determined, which can then be compared to the value calculated using
(6.2). The plasma dynamics and the surface charge distributions after PD can
also be investigated. The model is set to have a constant applied voltage for the
duration of the discharge even though in reality the discharges are occurring in an
AC system with a varying applied voltage. This is because the discharges take place
over nanoseconds, whereas the applied voltage frequencies of interest are typically
50-60 Hz. Therefore the variation in the applied voltage over the time scale of
the discharge is negligible. The results from this arrangement will therefore offer

insight into Concepts 1, 2 and 3.

(B) Post-Discharge Plasma Dynamics - Due to timescales involved and the cor-
responding computational cost, the one dimensional simulation will be used to
investigate the rate of charge recombination after the discharge. Unlike the other
configurations the timescales of recombination are not negligible compared to the
period of the AC cycle. It is of interest to see how the variation of the applied field
influences charge recombination, if at all. Therefore two cases will be considered, a
discharge followed by a rising applied field, that is increasingly opposing the local
field from the discharge, or a discharge followed by a falling applied field, which is
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decreasingly opposing the local electric field from the discharge. These simulations

will provide insight into Concepts 1 and 4.

(C) Effect of Subsequent Discharges - The resulting surface charge distribution
from a discharge in a virgin void will be used as an initial condition for a second
discharge. This will provide insight into the physics of PD in an electric field that is
distorted by the surface charge, and also see how the charge deployed by the second
PD compares to the first. This will therefore provided insight into Concepts 1 and
3.

6.3.7 Implementation

The model is implemented in COMSOL Multiphysics 5.3 using the in-built physics li-
braries. Six libraries were used; three transport of diluted species libraries to solve
(6.4)-(6.6); an electrostatics library to solve (6.10); a coefficient form PDE library to
solve (6.14) and a boundary ODE library to solve (6.21). In the transport of diluted
species libraries the consistent stabilisation techniques of streamline and crosswind diffu-
sion were used. This approach was used in a previous the model, from which this model
was developed, and is similar to recent work in literature 7, 53]. The variable-order
variable step-size backward differentiation formulae (BDF) are used for time-stepping
with the non-linear controller activated, in conjunction with the PARDISO direct solver.
The libraries were solved for independently in a segregated arrangement as it was found
to vastly reduce the computational time and improved the numerical stability of the

solution.

The final step in implementing the model is the creation of a numerical mesh. From
numerical experiments with the one dimensional model it was found that sharp gradients
in the charged species number densities were present at the void boundary, in particular
at points close to the applied voltage boundary and the mesh resolution required in
the one dimensional model was used as a guide for meshing the two dimensional model
geometry. It was found that a numerically stable solution could be achieved with a
maximum element size of 1 um within 0.1 mm of the void boundary, with the maximum
element size of the rest of the void set to 5 ym. In order to accurately calculate the
apparent charge a reasonably fine mesh is also required in the epoxy resin region, this
was achieved by restricting the maximum element size to 20 ym. The full mesh consisted
of 272960 triangular elements. The two dimensional model was solved on 16 2.6 GHz Intel
Sandybridge processors and had a run time in the order of days. Numerical experiments,
using the one dimensional model, of different solvers and time stepping algorithms gave
equivalent solutions to the setup used here. The full mesh consisted of 272960 triangular
elements and is shown in Figure 6.4. Simulations using a mesh refined by a factor of 2

in all regions resulted in a change within 5 % to the quantities of interest.
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FI1GURE 6.4: Element size surface plot of the numerical mesh used for the sim-
ulations. Mesh scaling was developed based on the plasma dynamics observed.

6.4 Results and Discussion

Three different model configurations are considered in this work; Discharges in Virgin
Voids; Effect of Subsequent Discharges and Post-Discharge Plasma Dynamics. The re-

sults for each configuration are presented in this section and their implications discussed.

6.4.1 Discharges in Virgin Voids

The one and two dimensional models were used to investigate discharges in virgin voids.
A range of applied voltages, Vj in Table 6.2, with negative polarity in increments of
-0.5 kV, were considered. The applied voltages was set to a negative polarity so that the
apparent charge and current was positive. Due to the symmetry of the geometry and
governing equations an applied voltage with the same magnitude and positive polarity
would simply have resulted in identical to the results at negative polarity after having
undergone a reflection in the central plane, x = 0 and z = 0 for the one and two
dimensional models respectively. In other words the dynamics of the discharge will
simply be reversed due to a change in voltage polarity, this is because the charged

species never interact directly with the metallic electrodes as the entire region in which
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the discharge takes place is surrounded by dielectric material. The anti-symmetry of PD
activity under changes in voltage polarity in systems of this type, discharges in gaseous
voids surrounded by dielectric material, under AC conditions is observed experimentally
[4, 9].

The dynamics of the discharges were the same at all applied voltages, therefore for the
sake of brevity figures showing the dynamics of the charged species will only be provided
for the two dimensional model discharge at 9 kV. The results are similar to dynamics of
dielectric barrier discharges described elsewhere in the literature [57, 58]. The dynamics

of the discharge can be split into approximately four stages (I-IV) :

(I) - 0 to 5 ns - The discharge begins with the Gaussian seed charge moving to the
bottom of the void, see Figure 6.5. The local field is initially insufficient to distort
the applied field, see Figure 6.5¢.

(IT) - 5 to 10 ns - At the bottom of the void the charge multiplies, with the number
densities growing to peak values of 10'® m™, see Figure 6.6, at this time negative
charge deployed into the bottom of the void leads to a change in surface charge
density, see Figure 6.9. The local field due to the charged species is now noticeable,
see Figure 6.6c. Significant changes to the location and magnitude of the initial
seed charge was only found to influence the length of time of the multiplication

phase, no other noticeable impact on the plasma dynamics was observed.

(III) - 10 to 20 ns - The number densities then grow to such an extent that a positive
streamer is formed, moving towards the top of the void. The number densities
of charged species reach peak values of 102! m™, and the local fields due to the
space charge is significantly higher than the applied field, see Figure 6.7. The
positive streamer reaching the top of the void, between 15 and 20 ns, leads to an
increase in the positive surface charge density on the top surface of the void, see
Figure 6.9. The positive charge spot has a higher peak surface charge density, but
is less diffused than the negative charge spot, see Figure 6.9. The surface charge
density distributions for 9.5 kV and 10 kV are essentially scaled distributions of
those at 9 kV. Similar distributions were also observed in earlier simulation work,
[57], and in Pockels cell measurements of surface charge density from discharges in

air gaps bounded by a dielectric material below and a metallic electrode above [6].

(IV) - After 20 ns - After the positive streamer has reached the top of the void the local
electric field from the volume charge density begins to decrease and the surface
charge density deployed by the discharge is sufficient to nearly completely “short”
the electric field inside the void except in regions close to the top surface of the
void, see Figures 6.8c and 6.11. At the top surface of the void, deployment of
positive surface charge continues at a slow rate, due to the low values of positive

ion flux, due to low values of the electric field and consequently positive ion velocity.
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After hundreds of nanoseconds the deployment of positive surface charge stops, and
the electric field is “shorted” in all regions in the void. The discharge now enters
the charge relaxation phase, which occurs over much longer timescales and will be

investigated in more detail in Section 6.4.2.
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FIGURE 6.5: Discharge dependent variables at 1 ns (I): (a) electron number
density, (b) positive ion number density, (c) electric field magnitude.
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FIGURE 6.6: Discharge dependent variables at 7 ns (II): (a) electron number
density, (b) positive ion number density, (c) electric field magnitude.
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FIGURE 6.7: Discharge dependent variables at 15 ns (III): (a) electron number
density, (b) positive ion number density, (c) electric field magnitude.
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FI1GURE 6.9: Surface charge density on the void surface, specified by polar angle
¢, at different times during the discharge at 9 kV. The stages corresponding to
each time are also provided.

It also of interest to compare the standard measurable quantities of the discharges, ap-
parent charge and current, at different applied voltages. The apparent charges are shown
in Table 6.4. They display an approximately linear increase with the applied voltage.
This is as expected, because the discharge deploys surface charge at the boundaries of
the void to oppose the applied field. As the applied voltage increases the local electric
field from the discharge will increase to oppose it and there is a linear relationship be-
tween charge and its corresponding electric field. The magnitude of the discharges were
in the range of 100 pC, which is in good agreement with existing measurements in the
literature [4, 9]. An earlier version of the model with a geometry based on an experimen-
tal setup in the literature, was in good agreement with the measured apparent charge
magnitudes, with a simulated apparent charge magnitude of 546 pC for experimental
apparent charge magnitudes in the range of 500-600 pC [15]. The apparent current is

shown in Figure 6.10.

Applied Voltage (kV) Apparent Charge (pC)

9 176
9.5 187
10 204

TABLE 6.4: Apparent Charge Magnitudes
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FIGURE 6.10: Figure showing the apparent current on ground electrode at
different applied voltages (two dimensional model only).

In concept 1, see Section 6.2, an equation for calculating the inception field, i.e. the
minimum electric field at which a PD can occur, was introduced. For the conditions
present in the system under consideration, the inception field calculated using (6.1) is
4.7kV/mm. In the two dimensional model the lowest applied voltage at which a discharge
took place was 9 kV, which corresponds to an inception field between 5.6 kV/mm and
5.9 kV/mm as the applied voltage was increased in increments of 0.5 kV. For the one
dimensional model the lowest applied voltage at which the discharge took place was
7 kV, which results in an inception field between 5.3 kV/mm and 5.7 kV/mm. There
is therefore good agreement hetween the one and two dimensional models, in terms of
inception field prediction, and reasonable agreement with the inception field formula
(6.1). A noticeable disagreement with canonical reasoning is that the electric field drops
to an residual value after the discharge. For the system under consideration, this residual
value is 0.88 kV/mm, calculated using (6.2). Instead of falling to this value, the electric
field inside the void is significantly lower immediately after the discharge has taken place,
see Figure 6.11, except in regions close to the top of the void, which are shorted out but

over longer timescales as will be shown in Section 6.4.2.
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FIGURE 6.11: Figure showing the z component of the electric field magnitude
the symmetry axis inside the void at 60 ns for the two dimensional 9 kV discharge
simulation and the residual field calculated using (6.1).

In the next section the one dimensional model is used to investigate the dynamics of the
plasma after the discharge. This is due to the long time scales involved, and the vastly
quicker speed of the one dimensional model compared to the two dimensional model. To
justify this approach, it is necessary to verify that the plasma dynamics of the one and two
dimensional model are approximately equivalent. Analysis of the one dimensional plasma
dynamics, which will not be discussed for brevity, revealed that the discharge can be split
into the same four stages identified in the two dimensional case. The magnitude and
distribution of charged species are also similar for the one and two dimensional models,
see Figure 6.12. It should be noted that, due to the geometry, the same applied voltage
will result in an applied electric field approximately 16% higher in the one dimensional
model compared to the two dimensional model, which will impact discharge dynamics.
By definition, the surface charge is assumed to be uniformly distributed over the top
and bottom surfaces in the one dimensional model. It was found that the peak surface
charge density value in the two dimensional model is approximately twice as large as the
uniform surface charge density in the one dimensional model. The surface charge density
on the void surface also has similar dynamics for both one and two dimensional cases,

see Figure 6.13.
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F1GURE 6.12: Distribution of charged species number density at a time of 60 ns
into the 9 kV discharge simulation for: (a) one dimensional case in the void
domain and (b) two dimensional case along the symmetry axis inside the void.
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FIGURE 6.13: Dynamics of surface charge density: (a) at the top of the void
and (b) at the bottom of the void.

When comparing the measurable quantities, it must be noted that the apparent current
and charge cannot be calculated in the one dimensional case as the results are equivalent
to a discharge occurring uniformly across an infinitely large gap, however, the current
density can be calculated. Due to the dimensionality of the model, the current density

magnitudes are significantly higher in the one dimensional case compared to the two
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dimensional case. As such, a comparison of the normalised current density is provided

in Figure 6.14.
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FIGURE 6.14: Normalised apparent current density (1D and 2D model). The
apparent current density is evaluated at the ground electrode in the one dimen-
sional case and at the intersection of the ground electrode and the symmetry
axis in the two dimensional case. Note that the 1D 8 kV and 2D 10 kV have
similar electric field strengths.

It has now been verified that the one dimensional model is an acceptable analog of the two
dimensional model. In the next section the dynamics of the plasma in the post-discharge

regime will be investigated.

6.4.2 Post-Discharge Plasma Dynamics

The physics of the discharge itself has been already discussed in Section 6.4.1. In this
section the time evolution of the plasma cloud that remains after the discharge is investi-
gated using the one dimensional model. The simulation was initialised with a discharge
with an applied voltage of 9 kV in an 18 kV 50 Hz AC cycle, see Figure 6.15. Two cases
were then considered, a discharge followed by a rising applied field, i.e. a field that is
increasingly opposing the local field from the discharge, or a discharge follow by a falling
applied field, which is decreasingly opposing the local electric field from the discharge.
In both cases the simulation was run until there was no free charge left in the air, it was
found that 0.2 ms was sufficient. The total amount of a given charge carrier in the void

is calculated as follows
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R
Ni—/ n; dx, (6.31)
-R

where i = e,p,n and N; has units of m™2. The variables of interest are N; and the surface

charge at the void boundary.
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FIGURE 6.15: Figure showing the applied voltages considered to investigate
post discharge plasma dynamics.

As was discussed in the previous section after the discharge has stopped the electric
field inside the void is significantly reduced, except in regions close to the top of the
void where the electric field was significantly higher. It was found that, after 3 us this
high field region was removed, for both rising and falling fields, and the electric field
throughout the void was relatively uniform and significantly below the residual value,
with an electric field in the order of magnitude of 0.1 kV/mm see Figure (6.16). The
removal of this high field region is due to the deployment of positive charge into the top
electrode surface, which opposes the high field generated by the volume charge, and the

movement of charge in the void to maintain a low electric field.
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FIGURE 6.16: Figure showing the electric field in the void after 3 us for the
rising and falling field cases and the residual field calculated using (6.1).

Recombination processes scale with the product of the two charged species number den-
sities, (6.4), (6.5) and (6.6). This leads to a higher recombination rate immediately after
the discharge, which then decreases significantly once N; ~ 104 m™2. The main process
by which charge is removed from the air is then by movement into the dielectric bound-
ary. This process takes approximately the same time in both the rising and falling case,

0.15 ms, as shown in Figure 6.17.
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FicURE 6.17: Time evolution of charged species in the air gap of the one
dimensional model after the discharge at 9 kV: (a) rising field and (b) falling
field.

The charge deployed into the dielectric boundary by the plasma cloud enhances the
charge already deployed by the discharge in the rising field case, and opposes it in the
falling field case. In the rising field this results in a small amount of charge added to the

existing surface charge, for the falling field a small amount of the charge added to the
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surface is removed. The dynamics of the surface charge at the dielectric boundaries is

shown in Figure 6.18.
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FicUrE 6.18: Time evolution of surface charge at the void boundaries in the
one dimensional model after the discharge at 9 kV: (a) rising field and (b) falling
field.

Due to the simplicity of the dynamics in the post discharge regime it is possible to analyse
the results analytically subject to certain simplify assumptions. The two assumptions

made in this analysis are:
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1. The number densities of charged particles are uniformly distributed across the void

and are in perfect equilibrium,
Np = Ne + N, (6.32)

which means that the electric field due to the space charge in the air gap is zero.

2. The applied field, Ey, is perfectly cancelled by the field due to bipolar surface
charge distributions at the void boundaries, E,, so the electric field inside the void
is zero

Ey=—FE, (6.33)

Under these assumptions these assumptions the only processes governing charge dynam-
ics is recombination in the air gap and the flux of charged species into the wall. These
processes will be considered in isolation for the sake of simplicity. Firstly, if only recom-

bination takes place the drift diffusion equations become

1.
One
% = —Bneny (6.34)
on
a—tp = —fnyny — Bneny (6.35)
ony
i —fnnng. (6.36)

This system of equations is analytically solvable,

_ ne(t)
) = o (6.37)
no(t) = 1+”§$)(0)t (6.38)
B ny(0)
) = T (6.39)

where ¢t = 0 at the start of the post discharge regime. It is of interest to compare this
calculation to the simulation results presented in Section 6.4.2. This requires the total

number of charged particles across the void to be calculated, which in this case is simply
N; = 2R,n; (6.40)

as by assumption the charged species have no spatial dependence. The time decay of N;
are shown in Figure 6.19 with n,(0), ne(0) and n,(0) set to 1 x 101 m=3, 0.9 x 1019 m™3
and 0.1 x 10" m™ respectively, which are typical values for number densities based on

the simulation results. As can be seen, the plasma cloud in the void undergoes a rapid



111

reduction for the first 0.01 ms followed by a more gradual decay and it is still present

after 0.2 ms if recombination is considered in isolation.
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FIGURE 6.19: Figure showing analytical solution of charged species dynamics
after a discharge subject only to recombination.

The other process to consider is charge deployment into the dielectric boundary due
to the varying applied electric field. As was stated previously for the sake of simplicity
recombination processes will now be neglected in this treatment and the impact of charge
deployment alone will be considered. Under the assumptions previously introduced, for
a one dimensional case with an air gap of size 2R, centred at the origin between parallel
plates with separation Lypjate covered by an insulation with relative permittivity e,i, Eo

and F, can be calculated exactly as

— Volers || < R
Eo(t) _ Lplate — 2Ry + 2Ryer (6.41)
— Vo(t) o> R
Lplate — 2Ry + 2Ry&yi v
and
- Utop(t)(Lplate - 2RV) |JJ’ <R
B, (1) = { ©0lEvtace — 28 + 2Bver) ) (6.42)
2RVO't0p(t) |$’ S R

6U(Lplate - 2Rv + 2Rv5ri)
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where the surface charge density is o at Ry and —o at —Ry. Setting F, = —Ey, (6.33),
inside the void means
— 0(t)(Lplate — 2Ry) = Vo(t)erico (6.43)
which can be solved for o Ve
o(t) = —Voerico (6.44)

(Lplate - 2Rv) )

Substituting values for system considered in Section 6.4.2, with the applied voltage set to
its value at the discharge, Vy(tpp) = Upsin(wtpp) = —9kV, e,1 = 4.4, Lplate = 2 mm and
R, = 0.5 mm, results in o(tpp) = 0.35 nC/mm? immediately after the discharge. This
is in very close agreement with the values calculated in the simulation, see Figure 6.18,
which suggests the assumptions made to this point in the analysis are well founded. It
must now be considered how the surface charge density changes due to a changing applied
field. It will be assumed the the surface charge is altered, by the influx of charged species
from the void, such that zero field in the void is maintained. The total amount of negative

surface charge, ¢, available to be deployed at the void surface is then

q = —e(Ne + Nu), (6.45)

and the total amount of positive surface charge ¢* is

g =eN, (6.46)

Of course, the polarity of the applied electric field gradient will influence whether positive
or negative charge is being deployed into the void boundary. A rising field will be
considered here which means that the negative surface charge density at © = —R,, will
have an influx of negatively charged particles, and the positive surface charge density at
x = R, will have an influx of positively charged particles, see Figure 6.18 a. The falling
field case could be considered with trivial rearrangement. Returning to the calculations,
by assumption the number densities are uniform across the void, which means the rate

of change of the surface charge density can be written as

dO’ dNe dNn

o e<dt + dt) at R, (6.47)
do dNp

E == GW at x = RV' (648)

As the evolution of the number densities is of interest, (6.47) and (6.48) can be rewritten

using (6.44) as

dNe  dN, ri d
¢ - erifo Vo (6.49)

at | dt e(Lptate — 2Ry) dt

dN » d
e crico Yo (6.50)

dt e(Lplate — 2Ry) dt
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For a sinusoidal AC cycle

dN, dNn EricfoUow
dte = T — 210)c cos(w(t + tpp)), (6.51)
plate v
dN, erieUpw
dtp = Do — 2R0)e cos(w(t + tpp)) (6.52)
plate v
solving for all N; yields
ericolo : :
Np(t) = Np(0) Do — 2R0)e (sin(w(t + tpp)) — sin(wtpp)) (6.53)
plate v
Ne(0)erieoU . .
Ne(t) = Ne(0) + N (0)‘2([/)1 : _02(;2 Te (sin(w(t + tpp)) — sin(wtpp)) (6.54)
p plate v
NH(O)EME()UO

Ny (0) Ly — 2R )e (sin(w(t + tpp)) — sin(wtpp)) (6.55)
where it has been assumed that the negative charged species, electrons and negative ions,
will decay at a rate proportional to the ratio of their initial population. If this assumption
is not made it is not possible to solve (6.51) for N and N, individually. Substituting the
conditions present in Section 6.4.2 leads to a decrease (note that Uy = —9 kV is negative)
of approximately 10 m™ for N, and N, after 0.2 ms. This decay is approximately
linear in time, which can be derived by performing a Taylor expansion on (6.53), (6.54)
and (6.55), and noting that ¢ is small compared to the period of the AC cycle. If the
decrease due to the influx of charged species at the void boundary is combined with the
decrease due to recombination, it would lead to no charge present in the void after 0.2 ms,
recovering the result of Section 6.4.2. Of course this is considering each of the processes
in isolation, in practice recombination depends on the amount of charged species in the
void, which would of course be impacted by the influx losses at the dielectric boundary.
It should also be noted that once the amount of charge in the void, ¢* and ¢~ in (6.46)
and (6.45), is insufficient to alter the surface charge to completely oppose the change
in the applied field, the assumptions used will be inaccurate. The electric field in the
void will start to rapidly rise and once the electric field has risen sufficiently charge
deployment into the void boundaries will increase and attachment processes will become
significant resulting in all remaining charge being rapidly removed. Spatial gradients in
the charged species number densities will also become significant, result in an electric
field from the volume charge. Due to the complexity and non-linearity of the governing
equations the assumptions required to make them analytically tractable, by necessity,
introduce significant simplifications. However, this analysis does offer some insight, in
this case the relative impacts of recombination and deployment at the dielectric boundary
on the charged species number densities in the post discharge regime are made clear by

pursuing analytical solutions.

In the previous section it was shown that the one dimensional model is a good analog
of the two dimensional model, as such it can be expected that the results presented in

this section are indicative of post discharge dynamics for PD in a range of air gaps. A
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robust conclusion that can be drawn from these results is that the plasma cloud present
in the void after PD can impact the surface charge at the dielectric boundaries, and that
it may be present for ms, rather than microseconds, after a discharge event. The decay
of negative charge due to PD on a dielectric surface was observed during the falling field
section of an AC cycle, [6], and this model does provide a potential mechanism that could
explain this. The two dominant mechanisms by which charge was removed from the air
was by deployment into the dielectric boundaries and recombination in the air. As charge
deployment could only occur, because the applied field was varying, it may be expected
that the time for the plasma cloud to decay in a DC system could be significantly longer.
Another important point is that the plasma cloud was completely removed by the decay
processes. As such, it seems unlikely that the plasma cloud from a PD could become
seed charge for subsequent PDs. This supports the canonical reasoning introduced by
Niemeyer, which is that seed charge for subsequent PDs is generated by emission of charge
deposited by previous PDs from the dielectric surface [17]. The physical mechanisms of
charge emission from dielectric surfaces are not fully understood, and it is beyond the
scope of this investigation to consider this phenomena. Instead in the following section,
the dynamics of a subsequent discharge are considered which is initialised with the surface
charge density at the void surface set to be equal to the surface charge distribution of

an earlier discharge.

6.4.3 Effect of Subsequent Discharge

In this configuration the model was initialised with the surface charge density distribution
on the void surface set equal to the surface charge density distribution at -9 kV. As was
discussed in the previous section, the field created by this surface charge leads to an
electric field in void close to zero. In order to initiate PD an applied voltage of -18 kV
was used, which means the field in the void is roughly equivalent to the electric fields
present in the previous section of discharges in virgin voids, with a distortion caused
by the surface charge. This neglects the slight increase in surface charge that would
occur due to the plasma cloud, see Figure 6.18a, but it is not thought that this would

significantly influence the presented results.

The dynamics of the discharge are similar to the earlier results, the seed charge multiplies
and develops into a positive streamer directed towards the top of the void. For brevity
plots of the discharge variables are not shown for a range of times. A noticeable difference
to the earlier results was observed in the distribution of charge in the streamer head due
to the electric field caused by the surface charge already present on the void surface.
This led to peak number densities and electric fields being away from the symmetry axis
in a toroidal distribution. This is caused to the high field region at the void surface
due to the gradient in the surface charge density from the previous discharge. The

discharge dependent variables during the initial stage of the positive streamer are shown
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in Figure 6.20. It should be noted the toroidal distributions may be due to the use
of an axisymmetric model instead of a fully three dimensional model. However, the
use of an axisymmetric model is sufficient to explore whether surface charge density
from previous PDs is deposited on top of previous PDs, and if the dynamics of the
discharge are significantly different in subsequent discharges, which is the purpose of this
investigation. If a fully three dimensional model was used it is expected that the plasma

dynamics would be that of a positive streamer propagating ‘off axis.’
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FiGURE 6.20: Discharge dependent variables at 6 ns for the subsequent dis-
charge: (a) electron number density, (b) positive ion number density, (c¢) electric
field magnitude.

The surface charge deployed by the subsequent discharge has a wider distribution, and
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it did not sit directly ‘on top’ of the surface charge already at the void boundary, see
Figure 6.21, as is currently assumed in PD activity models [4]. This is because the surface
charge from the discharge at -9 kV repelled the charge deposited by the subsequent
discharge at -18 kV, which led to a peak surface charge density away from the symmetry
axis in the subsequent discharge. The resulting charge distribution was closer to bipolar
than the distribution from a single discharge. Measurable quantities for the discharge
were similar to the results for virgin voids, with an apparent charge magnitude of 220 pC
and an apparent current pulse with a similar shape with a peak current of 100 mA. This
is an important result, because although the surface charge density distributions and
discharge dynamics were noticeable different, there were not significant differences in the

measurable quantities of the discharge.

0 /4 /2 3n/4

¢
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FIGURE 6.21: Surface charge density on the void surface due to the discharge
at 9 kV, the subsequent discharge at 18 kV and the resulting distribution.

This final configuration investigated the impact of subsequent discharges. The results
were broadly as expected, with the physics of the second discharge comparable to the
discharges in virgin voids. However, the charge from the second discharge was not de-
posited on top of the charge from earlier discharges Instead the charge from the second
discharge was more widely distributed due to the electric field from the charge already
on the surface opposing its deployment. An interesting point is that although the sur-
face charge deunsity deposited by the second PD was significantly different to the first,
the quantities that could be measured experimentally, apparent current and apparent
charge, were not significantly different. Previous work in the literature has considered
the influence of surface charge density on single PDs, [104], but the surface charge density
initially was assumed to have a Gaussian distribution, whereas in this work the surface

charge density was set based on the distribution of an earlier discharge.
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6.5 Conclusions

A drift diffusion model has been implemented to investigate PDs inside a spherical air
filled void. The results from the model display a good agreement to measurements of
surface charge density distributions, apparent current pulse shapes and apparent charge
magnitudes, and previous numerical simulations [6, 20, 57]. Nevertheless, it should be
noted that the model is relatively simplistic compared to a full model containing all
plasma chemistry and boundary phenomena, [55, 61, 95, 105], but in spite of this the
results provide a test of some of the concepts employed when modelling PD activity. The

key contributions of this work as it pertains to PD activity modelling are as follows:

e The surface charge density from PD in spherical voids is not bipolar, a result that
has been observed in experimental work [6] and previous simulations for cylindrical
voids [57].

e The inception field predicted by the discharge was in reasonable agreement with
the formula from the literature. It is advisable that the origins of the inception

field equation should be considered when using it to model PD activity.

e After the discharge the electric field in the void is significantly reduced, to around
0.1 kV/mm, which is far lower than the residual field predicted by earlier work
[17]. As such the concept that a residual field exists may be erroneous for PD

under certain conditions.

The key contributions of this work as it pertains to plasma dynamics are as follows:

e The boundary conditions for the Helmholtz equations, used to calculate the pho-
tolonisation rate, can be significantly simplified for the system under consideration

to vastly reduce their computational cost.

e A drift diffusion plasma model with swarm parameters was able to reproduce the

measurable quantities of PD, namely apparent current and charge.

e The plasma dynamics of PD in spherical air filled voids, at the conditions consid-
ered, consist of an electron avalanche transitioning into a positive streamer. This

is followed by charge deposition at the void boundary.

e The plasma cloud in the void after PD activity may influence the surface charge
distributions from the discharge itself and may persist in the void for milliseconds
after the PD event.

e A subsequent discharge was found to have similar dynamics to the discharges in
virgin voids, with comparable measurable quantities. However, the peak charged

species number densities and electric fields of the discharge were reached ‘off axis’
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due to the enhancement of the electric field from the surface charge on the void

surface from the previous discharge.

There a range of investigations that can be considered using this drift diffusion model.
In the next section the results of a preliminary investigation into the discharge dynamics
under step applied voltages, which are used in impulse waveforms, are presented. It is
worth recognising that current PD activity models, such as that introduced in Chapter 3,

cannot adequately consider such a system.

6.6 Further Work on Partial Discharge under Step Applied
Voltages

PD activity due to impulse voltage waveforms has recently received increased research
attention [106, 107]. This was due to the premature failure of a equipment that used
these waveforms, in particular inverter-fed motors [108]. Investigations showed that PDs
due to these waveforms have a higher apparent charge than PD under AC conditions, and
it is thought that this may accelerating ageing processes leading to earlier failure of high
voltage plant [107, 109]. For simplicity and speed a one dimensional case is considered
which is designed to approximate the experimental setup in [106]. The waveforms under
consideration have fall times of the order s, but can have rise times of the order ns. For
the purposes of modelling the discharge, the rise and fall of the waveform can therefore
be treated independently, with the focus here being on rising step. This section is a very
brief preliminary investigation and demonstrates the possibilities of using drift diffusion

plasma models to investigate PD systems.

The model is designed to approximate the experimental setup in [106]. In this work,
discharges take place between two crossed wires, each covered with 50 pm of polyamide-
imide enamel. The discharge was assumed to occur in a 0.2 mm air gap. The geometry is
shown in Figure 6.22, the central region, where the discharges takes place, is considered
to be air, €, = 1, and the end regions polyamide-imide enamel, ¢, = 3.6. The high
voltage electrode is at * = 0.15 mm, and the ground electrode is at * = —0.15 mm.
The governing equations and boundary conditions are identical to those presented in
Section 6.3.

@ @ f t t L ®
-0.15 -0.1 -0.05 0 0.05 0.1 0.15

FiGURE 6.22: Model geometry used to investigate discharge dynamics due to
step applied voltages.
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The voltage waveform in the experiment has a 20 ns rise time with a magnitude of 1 kV.
As there will be some field enhancement at the contact point in the experiment, which
cannot be captured in a one dimensional model, the voltage waveform in the model has a
magnitude of 2 kV. Three cases are considered, in each case at the start of the simulation
a Gaussian seed of charge centred at x = 0.1 mm is used to initiate the discharge. The

cases considered are as follows:

1. DC - The high voltage electrode is set to -2 kV for the whole simulation.

2. 2 kV 20 ns Step from 0 kV starting at 0 ns - The high voltage electrode is initially
set to 0 kV, at 0 ns the applied voltage is raised to 2 kV over 20 ns.

3. 2kV 20 ns Step from 0 kV starting at 10 ns - The high voltage electrode is initially
set to 0 kV, at 10 ns the applied voltage is raised to 2 kV over 20 ns.

4. 4 kV 20 ns Step from 2 kV starting at 0 ns - The high voltage electrode is initially
set to -2 kV, at 0 ns the applied voltage is raised to 2 kV over 20 ns.

5. 4 kV 20 ns Step from 2 kV starting at 10 ns - The high voltage electrode is initially
set to -2 kV, at 10 ns the applied voltage is raised to 2 kV over 20 ns.

Each case is run for a total time of 200 ns, the applied voltages are shown in Figure 6.23.
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—e— 2 kV 20 ns Step at 10 ns

FIiGURE 6.23: Figure showing the applied voltages considered.

The main variables of interest for analysing PD activity are the apparent current and the

apparent charge. As the model is one dimensional, the apparent currents and charges
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of the discharges cannot be calculated explicitly. Instead relative values are given, with
the maximum apparent current and charge of the DC discharge set to 1. It should be
noted that the apparent current due to the step applied voltage has been removed in
the calculation, the current pulses displayed are due to discharge dynamics alone. The
relative apparent current and apparent charge for each case are shown in Figure 6.24 and

Table 6.5 respectively.
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FIGURE 6.24: Figure showing relative apparent current for discharges under
step voltages.

Case Relative Apparent Charge
DC discharge 1
2 kV 20 ns Step at 0 ns -1
2 kV 20 ns Step at 10 ns -1
4 kV 20 ns Step at 0 ns -1
4 kV 20 ns Step at 10 ns -1

TABLE 6.5: Relative Apparent Charge for Discharges under Step Voltages

The DC discharge exhibited the expected physical phenomena with an electron avalanche
transitioning into a positive streamer. For cases 2-4 the same dynamics were observed
after a significant time delay. This is because that for this arrangement 2 kV is just
above the inception voltage of the air gap. Below this voltage the initial Gaussian seed
of discharge undergoes recombination in the air. Therefore for these step voltages once

the inception voltage is reached there is very little free charge left in the air, and it takes
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time until the charge magnitude has increased significantly to initiate the discharge.
When the discharge was initiated the applied voltage was constant and as such the
dynamics are equivalent to the DC case. Novel dynamics were observed in case 5, a 4 kV
20 ns step from 2 kV starting at 10 ns. This is because the positive streamer had already
developed when the voltage step was reached, leading to a reversal in the direction of
the positive streamer. This led to two negative current pulses, see Figure 6.24, due to

the interaction of the streamer with the surface charge.

For the cases considered so far the magnitudes of PD are unaffected by the step voltage.
Simply put, the discharge deposits charge such that the applied field is shorted out,
variation in the applied field during the discharge, such as the step voltages considered
in this work, do not impact the overall magnitude of the discharge. The reason for
the higher magnitudes observed in experiments may be that in the experiment applied
field is significantly higher than the inception field, and therefore during the voltage
rise multiple discharges can take place in quick succession. It might also be the case
that the experimental measurements are being erroneously influenced by the current
produced by the step voltage itself, which could lead to higher magnitudes at shorter rise
times. Furthermore, discharges during the impulse may produce currents with opposing
polarities, which may impact measurements. The results presented here are likely to
be heavily dependent on the air gap size, air pressure and voltage waveform profiles.

Quantifying the influence of these parameters will require further investigation.



Chapter 7

Overview, Conclusions and Future

Work

This chapter concludes the thesis. A discussion of the work undertaken is provided, with
a summary of important conclusions. Possible directions of further research are also

discussed.

7.1 Overview

The aim of this thesis was to improve the state of the art in modelling PD activity
in gaseous voids. From a detailed literature survey it became apparent that there are
limitations with current PD models, and a new model was developed with the aim of

trying to fix some of the shortcomings in earlier work.

The new model considers the inception of a discharge and the electron generation pro-
cesses at a range of locations in the PD system. Previous models assumed that these
processes were governed by the electric field at a single point in the system. This is
thought to be more physical description of the system. In order for the PD model to
reproduce the ‘rabbit ear’ PRPD patterns it is necessary to develop improve the model
of electron detrapping. Based on measurements and modelling of charge detrapping in
the literature, [83], it was decided to split the detrappable electron population between
two trap depths. This is different to other approaches in the PD modelling literature,
where it was concluded that either charge detrapping was dependent on the polarity of
the surface charge [4, 17], or that the effective work function of the surface is altered due
to discharge events [45]. However, neither of these approaches are based on experimental
evidence, whereas the existence two electron trap depths, while not investigated in PD
systems, has been shown as an effective method of modelling charge detrapping [83, 84].

Surface charge density distributions due to discharge activity in an earlier Poisson PD
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model were considered to be discrete, [4], which leads to discontinuities in the electric
field at the surface. In this work the distributions were continuous, using logistic func-
tions, which avoids discontinuities and is in approximate agreement with measurements
of surface charge density from discharge activity in the literature [5, 6, 7|. The technique
of splitting the electric field into local and applied components was also introduced to
dramatically reduce the computational cost of the model. While this is not a contribu-
tion as such, it appears that other FEA models of PD activity have solved for the electric

at all time steps, which is in general unnecessary if this approach is used.

The model was then validated against experimental work in the literature by simulating
PD activity in a spherical air void surrounded by epoxy resin. The potential influence of
void deformation on PD activity was then investigated using the model [11]. Measure-
ments taken during sustained discharge activity for a spherical void in silicone rubber

were also considered [12].

Following this it was decided to see if the model could provide insight into more complex
three-phase cable experiments. It was found that PD activity from an artificial spike
defect on a ferrule in a three phase cable joint could be investigated, [13], but in many of
the other experiments the PD activity was so complex that a large number of assumptions
would be required a priori, which would significantly limit the models insight. The
potential impact of the elliptical applied field in three phase cables on PD activity was

also investigated using the model [14].

It became increasingly clear over the course of the project that the current implementa-
tion of PD activity models are insufficient to make detailed physical insight on the physics
of discharges. A particular problem is that a number of the fundamental assumptions
have limited justification, combined with the fact that the models require numerous free
parameters, even after attempts have been made to minimise their number. As a result,
it was decided to implement a simple drift diffusion plasma model to investigate single
discharges in a spherical air void to investigated some of the key assumptions and con-
cepts used in PD modelling. The results demonstrated that many of the assumptions

made in PD activity models may be spurious.

7.2 Conclusions

The findings of this thesis can be split between the results obtained using the PD activity
model, developed in Chapter 3, and those obtained using the drift diffusion model,
introduced in Chapter 6.



125

7.2.1 Partial Discharge Activity Model

The PD activity model was validated by reproducing a ‘rabbit’ ear PRPD pattern. This
was achieved using 4 free parameters to fit the model to the experiment, whereas in
earlier work 8 were employed [4]. This demonstrates that the number of free parameters
that are used when modelling PD activity may be unnecessarily high, and highlights the
need to minimise the number free parameters where possible. The hypothetical impact
of void deformation on PD activity was then investigated [11]. It was shown that even
relatively minor changes to the void geometry, with all other physical conditions kept
constant, could significantly influence PD activity. For the type deformation considered,
the number of PDs per AC cycle increased with the severity of the deformation, in

addition to significant changes in PRPD patterns.

PD measurements taken at intervals over a period of sustained discharge activity were
also investigated using the PD model [12]. The complexity of the data sets meant that
only an approximate fit could be achieved. This discrepancy is thought to be due to the
physical processes taking place in the void resulting in a system which violates some of the
assumptions which are necessary to preserve model simplicity. The tentative conclusions
that can be made are that sustained discharge activity will alter the gaseous composition
of the void and lower the inception electric field. It also appears that the by-products on
the surface of the void can impact charge detrapping processes, with significant changes
to the rate of decay of the detrappable charge population. It also appears that the decay

of charge on the void surface plays a more significant role as the void surface is damaged.

The model was then employed to investigate more complex PD experiments in three-
phase PILC cable joints [76]. Two experiments were considered, in the first a spike was
placed on the ferrule of phase two during joint construction. For the second experiment,
a large air void was created in the joint by not completely filling the lead capsule with
bitumen. The second experiment was not found to be permissible to modelling due to
the large number of unknowns, such as the number of possible discharge channels and
the dimensions of the void, which would have to be assumed in a PD model. This is an
important point, as it demonstrates that without additional information for many PD

systems it is not possible to model discharge activity.

The spike on ferrule experiment was found to be permissible to modelling [13]. A simpli-
fied model geometry was developed from the experimental arrangement, and PD activity
was assumed to be due to air trapped in a spherical void in the vicinity of the spike tip.
The radius of the spherical void that was found to fit the experimental data was 2 mm,
indicating that the presence of the spike has caused significant damage to the Crépe pa-
per to trap this volume of air close to phase two. It is also interesting that an empirical fit
used for the electron generation rate of a needle-plane system, [79], could be successfully
applied to a metallic spike under different conditions. The model was also sensitive to

changes in phase energisation and the applied voltage waveform. The results suggest that
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the applied voltage input should be closely monitored during PD experiments and that
measurements are taken under rated volts with the same phase energisation as operating

conditions.

7.2.2 Drift Diffusion Model

The drift diffusion model was capable of reproducing the measurable quantities of PD
without requiring any assumptions a priori. The apparent current is in good agreement
with experimental measurements, with a rapid rise followed by a slower decay with
a pulse in the time scale of nanoseconds [20]. The apparent charge is in line with
experimental measurements [4]. Furthermore, the surface charge density distributions
agree with Pockels cell measurements [6]. This suggests that the model is representative

of reality.

The inception field equation, (4.10), is in reasonable agreement with the model, with
the model predicting a PD inception field approximately 1 kV/mm higher. It should
be realised that the inception field equation is developed from experimental data for
large air gaps between metallic electrodes, [41], and as such might not be appropriate
for a large number of PD systems. A notable discrepancy with the established reasoning
was found with respect to the residual electric field. Instead of dropping to a residual
value after a discharge the electric field is nearly completely ‘shorted out’ in the systems

considered.

The surface charge density distributions can be considered as positive and negative charge
spots, although the distribution is not bipolar, a result that has been observed in ex-
perimental work [6] and previous simulations in cylindrical voids [57|. Furthermore the
distribution of surface charge from a discharge is dependent on the surface charge distri-
butions already present on the surface. This means that surface charge density dynamics
due to discharge activity are significantly more complicated than that assumed in PD

activity models.

The decay of charge in air is not exponential, as was proposed in Niemeyer’s work [17].
For the conditions considered plasma remained in the air for approximately 0.2 ms after
the discharge. The processes leading to the decay of charged particles were a combination
of recombination in the air and deployment as surface charge at the dielectric boundary

due to the varying applied voltage.

The plasma dynamics of PD in spherical air filled voids, at the conditions considered,
consist of an electron avalanche transitioning into a positive streamer. A subsequent
discharge was found to have similar dynamics to the discharges in virgin voids, with
comparable measurable quantities. However, the peak charged species number densities
and electric fields of the discharge were reached ‘off axis’ due to the enhancement of the

electric field from the surface charge on the void surface from the previous discharge.
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7.2.3 Summary

Moving forward it may be possible to build on the findings from the drift diffusion model
to develop an improved PD activity model. In particular, a drift diffusion model allows
surface charge density distributions from PDs can be calculated explicitly instead of the
assumed distributions currently used. However, an important part of discharge activity
which the drift diffusion model offers no insight into is the initial generation of first free
electron. Although this may be a fundamentally stochastic process, the probability of
generation is likely to be dependent on conditions such as trap depth, electric field and
temperature, which is only crudely considered when using (3.13). There is not presently a
comprehensive understanding of these processes in PD systems, and further investigation

is required.

Despite the improved PD activity models that may be possible in the future, it may well
be the case that modelling PD activity accurately will remain unfeasible for a range of
systems. As mentioned previously, an obvious example would be the complex and noisy
PD activity measured in three-phase cable experiments and field based measurements,
|76]. However, even in simpler systems, simulating PD activity accurately can be ex-
ceptionally difficult. For example, consider the measured PD activity from a spherical
void in silicone rubber, shown in Figure 7.1. The discharge activity shows a range of
PD magnitudes for the first 320 s, followed by a rapid reduction in PD activity. It is
at present not possible to accurately predict when, or why these sudden changes in PD
activity will occur and it is likely that simulating these changes in discharge activity will

remain beyond the scope of PD activity models.

(IfDD (PC)

_50 I I L I I I
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F1GURE 7.1: PD activity from a spherical air void in silicone rubber between
parallel plate electrodes. Used with permission from the experimental work
conducted for [12].
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In conclusion, the work conducted in this thesis has shown that PD activity models
can offer some limited insight into PD systems. However, there are a number issues
with the assumptions and simplifications used in these models. This was shown using a
drift diffusion plasma model to investigated discharge physics in greater detail. Moving
forward, it may be preferable to use drift diffusion plasma models to investigate PD, and

there a range of interesting cases to consider in future research.

7.3 Future Work

Plasma models can simulate discharges will high accuracy, and in the future may be
able to predict damage by calculating the electron energy and by considering chemical
reactions in the air and at the dielectric surface. From an engineering standpoint, it may
be that it is of more interest to develop more complex but physically accurate models of
single discharges instead of simplistic models of many discharges, which can offer limited
physical insight into a system as previously discussed. This is because plasma models
have the ability, in theory, to predict the paths that discharges might take, where they
can occur in a system, and the potential damage they might do to a dielectric material
[59].

Building directly on this work, it would be interesting to see how the surface charge dis-
tribution varies due to numerous PDs across a number of AC cycles. To fully investigate
this it may be required to develop a fully three dimensional model, which will signifi-
cantly increase the computational cost. It would also be of interest to extend the work
in Section 6.6 and see how impulse or high frequency applied voltage wave forms impact
the discharge physics in two dimensional axisymmetric geometries. Another interesting
investigation would be to see if different discharge mechanisms become prevalent if the
physical parameters of the void are altered. It has been observed that the discharge
mechanisms for discharges in cylindrical air filled voids in LDPE changed due to sus-
tained discharge activity [20, 25]. It is clear that plasma models of PD can make a

contribution to numerous investigations that may be considered in the future.



Appendix A

Notation

In the interests of clarity the author has developed a notation style, used in Chapters 2
to 5, to denote differences between physical constants, variables and parameters. The
explicit dependency of variables on other variables and parameters is shown by separating
variable and parameter arguments with a semi-colon. The subscript “PD” is used to refers

to parameters or variables that only have meaning during discharge events.

As an example consider the surface charge density from the ith PD, opp;

— —+ —— .
oppi(Zag, Loa, D Toag, PDi» ¥PDis APD,PD) =
apD;

1+ exp (pp [dv (Tac,: Tag, ppi) — APD))

Positive Charge Spot

apD;
, Al
T oxp (70 [dv (Facs T pps) — Aen)]) (A1)

Negative Charge Spot

The PD subscript means that opp is only relevant during discharges, because it is the

charge distribution from a single PD. Taking each argument of opp; in order:

1. Zpq, are spatial coordinates on the void surface, a variable.

2. fain pD; are spatial coordinates at the points on the void surface where the positive
and negative charge spots of the ¢th PD are centred. It is therefore a variable, that

can ounly be applied during PD events, hence the PD subscript.

3. app; is the magnitude of the surface charge density of the charge spots, it will
varying between discharges. It is therefore a variable, that can only be applied

during PD events, hence the PD subscript.
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4. App,npp specify the distribution of surface charge density, they do not change
through the simulation. They are therefore parameters and can only be applied

during PD events, hence the PD subscript.

5. dy is the distance between two points on the void surface, its arguments, ¢, , :Y%EGV PD s

are also shown for clarity.



Appendix B

Distributing Points Evenly on a

Surface

When implementing the PD model it is often required to distribute points evenly across a
given surface. This is not a completely trivial problem and in this appendix the relevant

calculations are provided for the different cases considered in this work.

B.1 Distribution of Points on a Spherical Surface in an Ax-

isymmetric System

In an axisymmetric system each point on the surface of the void represents a circle in
three dimensional space. The aim is to distribute these circles such that an equal area
A/2N can be associated with each circle, where N is the number of circles. The approach
taken here is to distribute the circles such that two regions, each of size A/2N could be
associated with each circle with one above it and one below it. This is shown in the

schematic in Figure B.1.
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AJ2N

F1GURE B.1: Schematic of evenly distributed points on a sphere in an axisym-

metric system.

The first circle will therefore have a polar angle of ¢1 where

01
AJ2N = / 21 R2 sin(¢) dg.
0

A = 47 R? where R, is the radius of the sphere, so B.1 can be solved for ¢;

1
¢1 = arccos <1 - N) .

The remaining points can then be calculated in an iterative fashion as

¢; = arccos <cos(qbil) — ;) .

(B.2)

(B.3)

B.2 Distribution of Points on an Axisymmetric Surface in

an Axisymmetric System

For an arbitrary axisymmetric surface it is not in general possible to perform the nec-

essary calculations analytically. Instead, the relevant integrals are implemented and

solved numerically in MATLAB. It will be assumed that the axisymmetric surface can

be parameterised by the polar angle ¢ as

re = R(¢)sin(¢
z = R(¢)cos(e).

~—
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The surface area of the surface A, is then calculated numerically through

A= /O " or Rsin(o)

By calculating how the surface area varies as a function of polar angle, it is possible to
calculate the appropriate polar angles for the evenly spaced points such that an area of
A/N can be associated with each point. This was the approach used to determine the

generation points for the deformed void in Section 4.9.

B.3 Distribution of Points on a Spherical Surface in a Three

Dimensional System

This cannot be achieved analytically except for very specific cases with a relatively small
number of points, but there are numerous methods that give distributions which are a
good approximation. The approach applied here is a Fibonacci grid algorithm. Using
this method, the Cartesian coordinates of N approximately evenly spaced points on a

unit sphere centred at the origin is

21

Z; N
ri=| y | = MSin((i +1)f1) (B.6)
1= Zeos ((i+1)f1)

where i = 1,2,...,N and f; = 7(3 —+/5). A plot of Z; is shown for N = 1001 in
Figure B.2.
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FiGure B.2: Figure showing 1001 points on a unit sphere, distributed using a
Fibonacci grid algorithm.



Appendix C

Veritying Plasma Model
Implementation by Omitting

Secondary Processes

In order for positive streamers to propagate through air, it is required that seed electrons
are available ahead of the ionising wave [24]. Based on the configuration of charged
particles in a positive streamer the only mechanisms by which seed electrons can be
generated ahead of the ionising wave are photoionisation, or secondary emission from
the boundaries with the dominant process for the system under consideration here being
photoionisation. Therefore if secondary processes are omitted a positive streamer should
not form, because there is no mechanism to propagate the ionising wave. This can be
used as a check of the model implementation, because the stabilisation techniques used
by COMSOL introduce artificial numerical diffusion to ‘smooth’ sharp spatial gradients.
If this artificial diffusion is sufficiently large there would be seed electrons ahead of the
ionising wave in the simulation as a numerical error. Therefore it is proposed to run the
same model introduced in Chapter 6, with the ion impact emission and photoionisation
processes omitted. Both the one and two dimensional models introduced in Chapter 6
were used in this work. It should be realised that the results presented in this chapter are
a check of the model implementation. They are not representative of reality as physical

processes are deliberately omitted.

C.1 Two Dimensional Model

The two dimensional model was run for 30 ns with applied voltages of —9 kV and
—9.5 kV with secondary processes omitted. By constrast when secondary processes
were included at these applied voltages, positive streamers were formed within 15 ns, see

Chapter 6. However, when the secondary processes were omitted the plasma dynamics
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were significantly different. The results are shown for —9 kV applied voltage, for brevity,
the dynamics observed with the applied voltage at —9.5 kV were equivalent.

The initial stage of the discharge began with an electron avalanche, with the Gaussian
seed charge undergoing multiplication and falling to the bottom of the void within the
first 5 ns, see Figure C.1. The space charge was sufficient to alter the electric field, but not
significantly, see Figure C.1 c¢. This is very similar to the plasma dynamics observed when
the secondary processes were included and is as expected, because the avalanche is driven
by the primary process of collisional ionisation. However, it should be noted that there
are regions of the void where the number density is very low, such that it cannot really
be regarded as a physical number density, because there is no photoionisation which acts
‘at a distance’ to generate electrons and positive ions. The stage following the electron
avalanche was significantly different to the dynamics observed with secondary processes
included. A transition from an avalanche to a positive streamer did not occur and charge
deployment into the dielectric boundaries began with a reduction in the space charge in
the void between 10 ns and the end of the simulation at 30 ns. The electron number
densities were found to undergo the quickest reduction due to the fact they have a higher
drift velocity compared to ions. This led to a complete removal of electrons from the
void by 30 ns, see Figure C.2 a. As a result of their lower drift velocity a significant
number of positive and negative ions were still left in the void at 30 ns, with the number
densities undergoing a more gradual decay. This agrees with previous investigations of
the post discharge stage, where the removal of electrons from the void is faster than ions

at high electric fields, see Figure 6.17.
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At 30 ns when the simulation was completed the surface charge density consisted of
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a negative charge spot, due to the influx of electrons, at the bottom of the void, see
Figure C.3. It is expected that if longer timescales were considered the surface charge
density distribution would become approximately bipolar, with a peak surface charge
density in the order of 0.1 nC mm™ which is an order of magnitude lower than the surface

charge density distribution observed with secondary processes included, see Figure 6.9.
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Ficure C.3: Surface charge density distribution at the void boundary with
secondary processes neglected at different times.

C.2 One Dimensional Model

Due to its low computational cost the one dimensional model allows longer timescales
and alternative scenarios to be considered. The one dimensional model was run with an
applied voltage of —9 kV, which is significantly above the PD inception voltage of —7 kV.
In order to assess the significance of photoionisation in plasma dynamics the model was
run with photoionisation included, but scaled by an order of magnitude factor. The
surface charge density at the void boundaries for the factors of 0.1, 1 (the correct value of
photoionisation) and 10 are shown in Figure C.4. The discharge shows similar dynamics,
with the surface charge density moving as a scaled curve due to the order of magnitude
changes. In all cases the dynamics consisted of an electron avalanche transitioning into a
positive streamer. This agrees with existing work in the literature where it was concluded
that some inaccuracy in the calculation of photoionisation will impact the initial stages

of the discharge, but will not significantly influence the propagation of the streamer [101].
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Ficure C.4: Surface charge density dynamics in the one dimensional model
with photoionisation scaled over two orders of magnitude: (a) at the top of the
void and (b) at the bottom of void.

When photoionisation and secondary emission were omitted a positive streamer was
found to form in the one dimensional case. This was because the streamer formed so
rapidly, in approximately 3 ns, that the tail of the electron avalanche which formed when
the initial seed charge moved through the void, was ahead of the ionising front. However,

the ionising front was only found to propagate to the end of the electron avalanche tail,
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approximately halfway across the air gap, see Figure C.5. The model was run for 1000 ns,
and the peak number density locations were not found to change appreciably from this
configuration. Due to the formation of the streamer the peak number densities were still
comparable to those observed when secondary effects were included with similar surface
charge density distributions. These observations were found to persist when the mesh
element size was reduced by an order of magnitude. This suggests that it is not driven
by numerical diffusion and it seems plausible that the tail of the electron avalanche could
provide seed electrons to propagate a positive streamer a certain distance, if the streamer

formation occurs over a very short timescale.
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Ficurk C.5: Charged species number densities in the one dimensional model
with secondary processes neglected at: (a) 4 ns and (b) 10 ns. This shows how

the positive streamer propagates halfway across the void before stopping due to
a lack of seed electrons ahead of the ionising front.

C.3 Conclusion

In the two dimensional model positive streamers were not formed in the cases where

the breakdown voltage was slightly exceeded. The discharge consisted of an electron
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avalanche, which is driven by collisional ionisation, followed by charge deployment at the
dielectric barriers. In the one dimensional model positive streamers were found to occur
in the simulation when the PD inception voltage was exceeded by 2 kV, but they were not
found to propagate beyond the tail of the electron avalanche due to the lack of seed elec-
trons when secondary processes are removed. This suggests that photoionisation is the
mechanism by which positive streamer propagate across the voids in the simulation work
conducted in this thesis, which is in agreement with the standard physical explanation
in the literature [24].






Appendix D

Physical Constants

In this appendix a list of physical constants used in work is given. SI units are used

throughout this report.

e kg =1.381... x 107% J K'! - Boltzmann constant
e ¢=1.602... x 10719 C - electron charge

me = 9.109... x 1073 kg - electron mass

vy ~ 5 x 1013 s7! - fundamental phonon frequency

g0 = 8.854... x 10712 F m™! - permittivity of free space
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Appendix E

Transport Properties of Air

In this work the swarm parameters of air are set using the work of Kang [100]. They are

as follows:

. —1.65 x 10° .
a = 3.5x10%exp — 5 m- (E.1)
— 2.5 x 10* .
n = 1500exp — 5 m- (E.2)
B = 2x107B8m3s? (E.3)
We = 60.6E%™ ms™? (E.4)
W, = 0.027FEms* (E.5)
Wy = 0.0243E m s ! (E.6)
D. = 018m?s7! (E.7)

where F is a dimensionless number corresponding to the magnitude of the electric field
in units of V/cm, i.e.
E= ‘E) x 1 cm/V.
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