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Abstract

The overall objective of this thesis is to identify the gaps in the current EU legal framework surrounding the security obligations of data controllers and make recommendations to help advance the discussions around the possible ways of effectively addressing the problem of cyber insecurity. The thesis adopts an interdisciplinary approach to data security, which involves legal analysis enriched with considerations from the fields of Computer Science and Managerial Economics. In response to the rapidly changing landscape of emerging technologies, which challenges the conventional thinking of regulators, the thesis calls for a shift in the data security regulation paradigm. The contribution of the thesis to knowledge in this field lies in reframing the elements that need to be incorporated into the laws regulating the security obligations of data controllers. The thesis proposes a holistic, dynamic, hybrid and layered approach to data security, which systematically tailors the security obligations of data controllers to the level of re-identification risk involved in data processing operations, and suggests security measures depending on the security level required while laying down the security objectives to be achieved. The proposed regulatory model can serve as guidance for regulators on the law-making process concerning the security obligations of data controllers. The proposed model aspires to provide adequate clarity to data controllers in terms of the initial phase of the design of security measures, while abstaining from imposing technology specific security requirements in order to grant flexibility to data controllers to adapt the security mechanisms to their particular business model and the given data environment.
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CHAPTER 1: Introduction

Nowadays cyber insecurity is considered to be a “monumental problem” as security breaches may severely impact not only governments, companies and individuals, but may also generate substantial financial losses for the wider economy and negatively affect societal welfare (European Commission, 2013). Although there is no common understanding of the term ‘cyber security’ and, therefore, no general consensus on a common definition, since different definitions have been suggested by different actors,¹ the essence of cyber security lies in putting in place procedures and measures able to protect both the physical elements (such as physical infrastructure and buildings) and the virtual elements (such as networks and data) of the cyber environment. In the context of an organisation’s cyber environment, cyber security ensures the attainment and maintenance of the security properties of the organisation’s assets (telecommunications systems, connected computing devices, applications, services, stored and transmitted information) against relevant risks presented in the cyber environment (Lie et al., 2009; UK Government, 2013). The fact that a set of Internet problems, such as hacking, phishing, and viruses, collectively can be characterised as security harms that first appeared with the emergence of the Internet since the conduct involved is motivated by the rise of the heavily interconnected networks that comprise the Internet, has resulted in network security to be considered as the most important aspect of cyber security. Network security refers to the process of implementing physical and software preventative measures to protect the underlying networking infrastructure from unauthorised access, misuse, modification, or destruction. The aim of network security is to assure that the network performs its critical functions correctly and to preserve the confidentiality (ensuring the protection of data from unauthorised access), integrity (ensuring that data are protected against unauthorised modification and/or destruction) and availability (ensuring that data are accessible when needed) of all systems and information on the network (Liska, 2003; Harrington, 2005; Douligeris & Serpanos, 2006; Alpcan & Basar, 2011; Stewart, 2014). As indicated, the term ‘network security’ is closely related to the term ‘information security’, which is also evident in the definition provided in Recital 49 of the General Data Protection Regulation (hereinafter referred to as ‘GDPR’),² which describes network and information


²Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with regard to the processing of personal data and on the free movement of such data, and
security as “the ability of a network […] to resist, at a given level of confidence, accidental events or unlawful or malicious actions that compromise the availability, authenticity, integrity and confidentiality of stored or transmitted data, and the security of the related services offered by, or accessible via, these networks […], by public authorities, Computer Emergency Response Teams (CERTs), Computer Security Incident Response Teams (CSIRTs), providers of electronic communications networks and services and services, and by providers of security technologies and services”. The main elements of the definition of network security, that is, the availability, authenticity, integrity and confidentiality of data, constitute the core of the term ‘information security’, which should be understood as the necessary precautions that must be applied to data, whether it is its creation, its use, its backup, its archiving or destruction, in order to prevent its alteration and damage, or access by non-authorised third parties (CNIL, 2010; ENISA, 2014).

Given that the majority of current cyber-attacks share the common goal of acquiring confidential information - the gold of the twentieth-first century – and, as a consequence, are directed at companies whose servers store vast amounts of data, such as credit card and personal information of their customers, the role of organisations in charge of the processing of personal data in improving the level of cyber security proves to be of crucial significance. Recent years have seen an exponential increase in the generation, collection, analysis and exchange of personal information stemming from the emergence of technological innovations such as the Internet of things, cloud computing, Open data and Big data. The fact that companies handling personal data are the primary target of cyber criminals, coupled with their ability of developing highly detailed profiles of their customers provided by the aforementioned technologies or even technologies used for security purposes, such as the case of deep packet inspection, implies the existence of some sort of duty of care of such organisations best suited to protect their customers’ personal data. However, the increasing number of widespread security incidents of unauthorised or improper use and sharing of personal information signals the failure of companies to put in place the necessary security measures that would have prevented such incidents from occurring due to a number of barriers acting against widespread adoption of effective cyber risk management by organisations. Organisations often lack sufficiently clear standards according to which to operate or may not have adequate economic or legal incentives to curtail security breaches.
(FTC, 2012). Although it is expected that organisations would be motivated to protect their own sensitive data and online presence, it may not be in their commercial interests to mitigate against the wider external costs that could occur from a successful attack that affects personal information (i.e. of customers or employees), or other businesses’ commercial information, or maybe organisations do not fully comprehend the potential negative consequences of a security breach (UK Government, 2016). The combination of the above deterring factors is likely to lead to organisations under-investing in a sufficient level of cyber protection. In this regard, there is a strong justification for government intervention on the grounds of a clear public interest in protecting citizens’ personal data, contrary to the commercial interests of companies that do not necessarily involve implementing protection to a level that is in the public interest. Therefore, government has a clear role to play in addressing the aforementioned barriers and ensuring that market incentives work to maximise data security. While data security is a shared responsibility of government, the private sector and individuals, only when government acts as a catalyst that bridges the interests’ gap between the organisations and individuals, can data security be comprehensively addressed. In particular, the regulator’s role in data security consists in identifying and evaluating potential risks and threats relating to personal data, establishing data security objectives and setting out the roles and responsibilities of all stakeholders in the process. It is essential that data security regulation provides legal certainty and hence serve as a key mechanism for building trust between individuals and the organisations handling their personal data.

In order to help advance the discussions around the possible ways of effectively addressing the problem of cyber insecurity, this thesis explores the role of data protection regulation in the EU context. In particular, in an attempt to explain the paradox of constantly increasing data breaches despite the existence of data protection laws, the thesis exposes limitations and gaps in the EU legal framework surrounding the security obligations of data controllers.\(^3\) At this point, it should be noted that the role of various other parameters responsible for the fact that cyber insecurity is still an open problem has not been neglected, but these factors are outside the scope of this thesis, which examines the cyber insecurity problem from a legal perspective while enriching the legal analysis with considerations from the fields of Computer Science and Managerial Economics. Another point to be made is that the analysis

\(^3\) ‘Data controller’, as defined in the EU data protection legal framework, is “the natural or legal person, public authority, agency or any other body which alone or jointly with others determines the purposes and means of the processing of personal data” (Article 2(d) of the Data Protection Directive).
is primarily based on the Data Protection Directive (hereinafter referred to as ‘DPD’), which serves as a point of reference for the other pieces of legislation examined. Moreover, the thesis excludes from its scope the NIS Directive as the security requirements stipulated do not specifically deal with the processing of personal data.

The main research question the thesis aims to answer is what amendments need to be made to the current EU legal framework to better address the security obligations of data controllers. To this end, the thesis is divided in two sections, where the first section deals with the analysis of the current data security regulation paradigm, while the second section explains the reasons due to which the current paradigm has failed to address the problem and suggests solutions. More specifically, the first part of the thesis revolves around the concept of technological neutrality aiming to unpack its meaning by studying the reasons that led the EU legislator to apply this concept to the data security context. The emergence of information and communications technologies (ICTs) has prompted the demand for new regulatory regimes to adopt a level of abstraction and thus abstain from targeting specific technologies to be regulated or used for the implementation of certain provisions. Technological neutrality has long been held up as a guiding principle for the regulation of technology in the field of ICT regulation and continues to be a pervasive concept in this field. Since 2011, technological neutrality has also been recognised as a key principle for Internet policy (OECD, 2011). Although the principle of technology neutrality is widely accepted as it often figures in policy documents and regulatory instruments, its meaning is not always clearly understood. The legal uncertainty, in which technology neutral approaches may result, as well as the discretion granted to data controllers in terms of their security obligations, are examined as possible culprits for the reluctance on the part of companies to sufficiently safeguard individuals’ personal data. In addition, the analysis of the hazards hidden in a blind adoption of the technology neutral approach is indicative of the need for regulators to weigh up the pros and cons of this principle. The second part unfolds the contribution of the thesis to the existing work in this field, which lies in the fact that it calls for a paradigm shift in the way data security regulation is developed reframing the elements that need to be incorporated into the laws regulating the security obligations of data controllers, and proposing an

---

4 Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of individuals with regard to the processing of personal data and on the free movement of such data

5 Directive (EU) 2016/1148 of the European Parliament and of the Council of 6 July 2016 concerning measures for a high common level of security of network and information systems across the Union
alternative regulatory model. The thesis aims to address the problem of the lack of incentives for the companies to adopt robust security mechanisms in the current legal framework by building a regulatory model able to align companies’ interests with those of individuals incorporating industry’s practices into the law-making process, which also results in laws more easily adaptable to technological changes. Furthermore, the thesis strengthens the existing literature by proposing a hybrid and layered approach to data security, which systematically tailors the security obligations of data controllers to the level of re-identification risk for different states of data and suggests security measures depending on the security level required. Finally, the proposed model, which can serve as guidance to direct lawmakers towards a holistic approach to cyber security, lays down security objectives, that is, security outcomes that should be achieved, which cover all the aspects of cyber security.

Chapter 2 articulates the research approach (epistemology and norms) undertaken for this style of research and how it was implemented for the work presented in this thesis. Chapter 3 analyses the legal approach to data security adopted at the EU level and identifies any divergences between the jurisdictions of Member States. In particular, this chapter examines whether the EU data protection laws specify any types of security obligations imposed on data controllers to answer the question of whether it is enough for data controllers to implement the security obligations incumbent on them or there is a need for defining more detailed obligations. The widely adopted technology approach to data protection is thoroughly analysed in the context of the EU data protection regime and the comparison between Member States’ national laws reveal the divergent approaches adopted in the implementation of the DPD. To identify any possible amendments brought about to the security requirements of data controllers by the reform of the data protection legal framework, the GDPR is studied and the extent to which the concept of ‘data protection by design’ included in the Regulation violates the principle of technology neutrality is examined.

The following three chapters deal with the research question of which legislative approach would be more suitable in the data security context, while also trying to identify the hazards and weaknesses of the conceptual foundations on which the current legal framework has been established. Chapter 4 provides insights on the mindset underlying the EU data protection legal framework and answers the question of whether the DPD meets the conditions required for a legal approach to be considered as technology neutral. The elements of the definitions of ‘personal data’ and ‘data processing’ reveal the technological assumptions hidden in the approach adopted by the EU legislator and thus undermine the seemingly technology neutral
character of the DPD. Chapter 5 examines the technology neutral approach with respect to the EU legal framework regulating electronic signatures to reveal the technology favourism that might be hidden in technology neutral laws, which, in turn, demonstrates the difficulties in trying to adopt a regulatory approach able to accommodate different kinds of future technologies. The concerns stemming from technology neutral laws in the field of surveillance and data processing activities, where technical considerations with severe practical implications are not included in primary legislation but are rather left to secondary legislation, are indicative of the excessive powers granted in case technological neutrality leads to technological ambiguity. Chapter 6 also focusses on the data controllers’ discretion when applying security measures and, more specifically, the technique of deep packet inspection, whose application might severely jeopardise individuals’ privacy if used inappropriately. After presenting examples indicative of the problematic nature of deep packet inspection, the chapter proceeds with the legal safeguards that should be taken into consideration when making laws concerning techniques that have the potential to impact on individuals’ fundamental rights and violate the basic principles of Internet governance. The last two chapters tackle the following questions: whether the reluctance of the private sector to implement robust security mechanisms could be attributed to the current legal approach to data security (or else, whether the private sector is provided with sufficient motives to abide by the legal security requirements); how to overcome the deficiencies of the current legal framework; how to change the philosophy underlying the technology-related laws; how should the law-making process be reformed. Chapter 7 examines the feasibility of the development of a regulatory system able to align the private sector’s interests with those of individuals while abstaining from impeding technological innovation. The role of performance standards is analysed and suggestions are made as to the integration of industry’s practices, such as the adaptive management process, into the law-making process as potential means of striking the right balance between two seemingly irreconcilable concepts – regulation and innovation. The concept of smart regulation is also examined and emphasis is placed on the need for its integration through the entire law-making cycle. Chapter 8 aims to build a regulatory model able to address the issues arising from the problematic nature of the identifiability concept in the current EU legal framework surrounding the security obligations of data controllers. The first part of the chapter examines the benefits of the risk-based approach to data protection and the notion of risk as it appears in the provisions of the GDPR, according to which data processing operations which involve high risk trigger additional compliance obligations. The second part provides insights on the
need for developing a regulatory model able to overcome the challenges posed by the binary distinction between personal and anonymous data in the post-anonymisation era, which will provide the necessary incentives for companies to implement adequate security mechanisms. Drawing on the literature on the degrees of data identifiability, a regulatory model is proposed that aims to provide clarity to data controllers’ security obligations by identifying the most crucial risk vectors, laying down high-level security objectives and recommending examples of security measures to be implemented according to the security level required in each case.
CHAPTER 2: Methodology

2.1. Introduction to the Research Approach Undertaken

The overall goals of this thesis are firstly to establish the significance of the general field of study and then identify a place where a new contribution could be made. In other words, the aim is to identify the knowledge gap by moving from the general/known to the specific/unknown. To fill the possible knowledge gaps, and thus contribute to the overall knowledge on the research topic, literature review has served as a nexus to link the new information to the known body of knowledge by giving insights to what has been written about the issue at stake, what are the missing aspects and possible gaps in the literature. Arguments have been derived from both primary sources, such as existing laws, and secondary sources including scholarly publications, government reports, parliamentary committees’ reports, policy documents, international guidelines, law reform documents, journal articles, media reports, and technical standards. In order to examine the problem of cyber security, and more specifically, the reasons why the number of cyber-attacks is constantly increasing despite the existence of laws regulating data security requirements, the method used initially to explore the legal aspects of the issue at stake is doctrinal research. At the first stage, doctrinal research has been applied as a means of extracting general principles governing the field of data security from the analysis of the relevant laws and regulations, while the process of synthesising has been based on the technique of logical deduction.

After studying the legal framework at the EU level, the method of comparative analysis has been chosen to shed light to the legal approach adopted in the jurisdictions of different Member States aiming to examine whether the way the EU Directives have been implemented to the national legislation is akin among the jurisdictions under investigation. In particular, attention has been attached to the wording of the text of each national law in order to identify any divergences in the approaches to addressing the issue of data security. After identifying the data security regulation paradigm, the need to explain the reasons, owing to which the current EU legal framework has failed to adequately deal with the problem, resulted in deconstructing the paradigm prevailing in this field. To this end, content analysis has been used to reveal both the weaknesses and the hazards of the conceptual foundations on which the legal framework has been established, which in turn led to the need for examining
the problem from different angles to be able to fully comprehend all the possible parameters. To achieve this goal, interdisciplinary research has been considered as the most suitable method since not only could it provide insights from other disciplines but also could generate a new approach to addressing the issue of data security by pointing to ways in which the gaps identified in one discipline could be covered by another discipline by integrating the various elements. Finally, the integration feature of the interdisciplinary research has been used to review the law-making process and make suggestions on how to reform the process on more realistic grounds that take into account as many factors as possible without being restricted to the legal dimensions of the problem. Therefore, applying the reform-oriented research method, suggestions are made on how to amend the philosophy underlying the law and, additionally, a new regulatory model is proposed, which introduces a new data security paradigm, aiming at overcoming the deficiencies of the current one, and hence potentially addressing the problem at stake in a more efficient manner.

2.2. Doctrinal Research

As a starting point, the method of doctrinal research has been considered as the most suitable means of conducting a critical conceptual analysis of relevant legislation in order to reveal a statement of the law relevant to the matter under investigation (Van Gestel & Micklitz, 2011). The essential features of this method involve a synthesis of legal concepts of all types (rules, principles, norms), which help explain a segment of the law as part of a larger system of law by extracting general principles from primary materials (Hutchinson & Duncan, 2013). Doctrinal method has been chosen in order to provide a systematic exposition of the principles governing the particular field of law, analyse the relationships between different approaches to addressing the problem, and explain areas of difficulty (Pearce et al., 1987). Doctrinal method is a two-part process, where the first step lies in locating the sources of the law and the second lies in interpreting and analysing the text (Hutchinson & Duncan, 2013). The research question that first emerged in the initial stage of the research process was associated with identifying which sources of the law could provide clear directions that would help unfold more thoroughly all the legal nuances of the issue at stake. First, the legal framework chosen was that of the EU, while certain elements of other jurisdictions are mentioned only when necessary to compare or contrast with the principles underlying the EU legislation. Second, although the thesis touches on issues relating to the general facets of
cyber security, and thus also studies the relevant laws, it primarily focuses on the laws regulating data protection and, more specifically, the security requirements imposed on data controllers. As a criterion of determining which laws to study was used the question of whether certain data protection laws specify any types of security obligations on data controllers. Therefore, the thesis excludes from its scope EU laws whose security requirements do not deal with the processing of personal data.

The second step, the stage of synthesising, has been based on the technique of deductive reasoning, that is, the process of reasoning based on two or more premises to reach a logically certain conclusion (Hyde, 2000). The analysis and interpretation of the relevant legal provisions have led to the conclusion that the principles underlying the EU legislation are closely intertwined with the technology neutral approach chosen by the legislator to address data protection issues emerging from the use of technologies. In order to explain the motives of lawmakers for making such a legislative choice, the concept of technological neutrality is unpacked and the rationales underlying this concept are thoroughly analysed. The ultimate goal of the synthesising stage is to answer the question of whether it is sufficient for data controllers to implement the security obligations imposed on them or there is a need to define more detailed obligations for data security. In other terms, the analysis of the technology neutral approach to addressing the data security problem aims at revealing the cases in which this approach is the most suitable as well as the cases where a technology specific approach should be preferred instead, and hence answer the question of whether the data security case falls under the first category. To this end, the analysis of the relevant national legislation of certain EU Member States has been considered as a useful tool that demonstrates whether national legislators opted for the same approach when implementing the EU laws into national laws, since any divergences in the approach adopted could provide a different perspective on the ways of handling the issue at stake. The choice of the jurisdictions to be examined has been based on the different stance of each legislator towards data protection – the flexible UK and French laws as opposed to the more detailed German law and the stricter Spanish law. In addition to the national laws of EU Member States, the data protection law of Israel was studied as an example of a recently enacted law, as opposed to the older laws of the EU Member States, because it is indicative of the additional parameters that need to be taken into account when regulating the emerging technologies; another motive for studying the Israeli law were its similar approach with the respective Spanish law. Applying the method of comparative analysis, the comparative review of the existing laws among different
jurisdictions provided interesting findings as to the debate over which approach is the most appropriate in the data security context and revealed that the technology neutral approach should not be seen as a one-way solution.

2.3. Content Research

In order to gain a more complete understanding of the conceptual bases of legal principles, and of the combined effects of the rules and procedures that touch on the area of data security, the second stage of the research process is based on the method of content research. Content research serves as a means of studying the philosophy underlying the law itself, and thus provides a critical perspective on the choices made by the legislator (Pearce et al., 1987). In particular, content analysis identifies patterns in texts and themes in bodies of documents in order to derive meaning behind the words of judicial and legislative text (Hutchinson, 2015). Hence, content research serves as a way of deconstructing the text rather than synthesising from the text as is the case of doctrinal research. Applying this method to the data security context helped unfold the concept of technological neutrality and reveal hidden aspects of this approach. Deconstructing the laws, where legislators had adopted a technology neutral approach, provided insights on the mindset underlying the EU data protection legal framework. The first step of the content analysis involved questioning the functionality of the fundamental blocks of the data protection regime by exploring the meaning lying behind the relevant legislation, which revealed a central hidden technological assumption. More specifically, the analysis of the legislation revealed that the faith in robust anonymisation, which has thoroughly infiltrated the data protection regime, is indicative of the digital technological paradigm into which the fundamental blocks of this regime are rooted. Paradigm is a shared worldview within a discipline that encompasses any underlying philosophies (Kuhn, 1996). In this regard, the technological paradigm upon which the data protection legal framework is established is sufficient as long as the paradigm remains the same. However, the fact that the law is based on a technology of a particular capability to determine whether personal data will fall within or outside the scope of the application of the data protection regime demonstrates the constraints of the legal system as it assumes a technological environment that fails to embrace emerging technologies such as social networking environments as well as the rapid expansion of Big data.
The second step of the content analysis involved studying pieces of the EU legislation that are considered to be technology neutral but are not closely linked to the data security field. The aim of this research stage was to explore how the concept of technological neutrality works in other areas of law having as an ultimate goal to identify aspects of this approach that would help answer the question of whether it is the most suitable approach to addressing the issue at stake. To this end, the EU legal framework surrounding the electronic signatures was chosen to be studied due to the technical details included in a seemingly technology neutral law. The analysis of the legislation revealed the technology favourism hidden in the text of the law since certain technologies are favoured by being afforded special assumptions, which seems to undermine the purportedly technology neutral nature of the law, and is indicative of the legislator’s failure to achieve the goal of drafting laws that do not favour any particular technological design. Concerns stemming from the technology neutral laws in the field of surveillance and data processing activities called for the need to examine the relevant legislation in order to explore the consequences of making such a legislative choice in this area of law. Content analysis of the surveillance legal framework identified the potential hazards hidden in adopting a technology neutral approach, which means that technical considerations with severe implications are left to secondary legislation and excessive powers are granted without due process, thus jeopardising individuals’ fundamental rights.

2.4. Reform-oriented Research

The deconstruction of the concept of technological neutrality demonstrated that the widely accepted view shared among legislators, according to which the enactment of technology neutral laws is the most suitable means of guaranteeing the sustainability of laws while granting flexibility to the private sector, often leads them either to ignore or fail to foresee the implications and the hazards involved in certain technology neutral laws. In other words, dogmatically embracing the principle of technological neutrality often carries the risk of abandoning legal certainty. Nevertheless, despite the increasing number of re-identification incidents, there has not so far been any amendment in the law addressing the weaknesses and gaps identified in the current legal framework on the security obligations of data controllers. At this stage of the research process the method of reform-oriented research has been used to leverage the outcome of the content analysis presented above. Contrary to doctrinal research, which identifies and analyses the current laws, reform-oriented research goes beyond
description, analysis and critique, and evaluates the adequacy of existing laws while also suggesting ways the law could be amended or how the philosophy underlying the law as well as the administration of the law could be improved in order to bring the law into line with current conditions and ensure that it meets current needs (Pearce et al., 1987; Weisbrot, 2005).

Applying the reform-oriented research method, the thesis makes recommendations in terms of the legislative model that would better fit in the context of data security and proposes a new regulatory model, which challenges the conventional law-making process and calls for a shift in the data security paradigm. In spite of the fact that a paradigm is considered to be a shared frame of conference among researchers, new revelations can make it change and this is occurring within the discipline of law (Kuhn, 1996). Once a paradigm changes, new regulatory models are required and, consequently, lawmakers need to find new ways to regain the lost balance. For example, the once-prevalent view of law as being objective and neutral, or else law as being ‘what is’, should be replaced by the view of law as being ‘what could be’ or ‘what should be’ (Hutchinson, 2015). Hence, based on the findings of the content analysis, the thesis suggests that the static approach to the definition of personal data adopted by the current law be replaced by a dynamic approach, where the line between personal and non-personal data is not fixed but depends on the constantly changing technologies, and the law recognises that identifiability cannot be determined a priori but is rather driven by context. Another parameter that has been taken into account when developing the proposed model is the principle that laws should refer to a certain technology in such detail that allows for the benefits of technological specificity but also generally enough to prevent the need to revisit the law frequently.

2.5. Interdisciplinary Research

Reform-oriented research has the potential to be interdisciplinary in its methods and, as a matter of fact, legal scholars are increasingly infusing evidence from other disciplines (such as statistics, comparative perspectives, social science) into their reasoning to bolster their reform recommendations (Weisbrot, 2005; Hutchinson, 2015). Interdisciplinary research is a process of answering a question or solving a problem that is too broad or complex to be dealt adequately by a single discipline or profession (Klein & Newell, 1997). As the foregoing
analysis has demonstrated, data security is a complicated matter with various dimensions that need to be taken into account when making recommendations on how to address the problem more effectively. Therefore, merely studying the legal facets of an issue that is closely intertwined with the use of technologies without considering the technical aspects of the issue would result in a fruitless attempt to suggest a workable solution. Furthermore, as it has been explained above, one of the reasons why the current legal framework fails to address the problem is associated with the lack of flexible policies that are tailored to the volatile nature of new technologies, which calls for the need to introduce dynamic security concepts able to allow improvements that can best meet emerging threats. In order to develop a regulatory model that would overcome the challenges posed by the current legal framework and incentivise the private sector to implement robust security measures, it would be essential to integrate industry’s practices into the law-making process as a potential means of striking the right balance between regulation and innovation. For the aforementioned reasons, the disciplines of Computer Science and Managerial Economics have been chosen to enrich the legal analysis. More specifically, the discipline of Computer Science could deal with the technical considerations, such as the factors that determine the re-identification risk level, the security measures that need to be applied depending on the security level required, and the security objectives that need to be achieved in each case. As far as the discipline of Managerial Economics is concerned, it could provide insights on the changes that need to be made in the law-making process in order to accommodate the rapid pace of technological advances. In particular, studying decision-making models used in Economics could help materialise the ‘post-bureaucratic’ vision of the law, in which regulators govern through the use of auditing and continuous adaptation to diverse and changing environments, and thus reframe the elements currently forming the regulatory decision-making process.

After drawing on disciplinary perspectives, the last stage of the research process involves the element of integration; at this stage, the different perspectives are integrated through construction of a more comprehensive perspective producing an interdisciplinary understanding of the problem (Repko, 2011). The potential of the proposed regulatory model depends on the way legal factors interact with technical and economic factors. In other terms, a new regulatory model would require understanding different business models and emerging technologies, monitoring of market mechanisms and practices, and utilisation of new tools such as management and algorithmic solutions. The aim of this stage is to first identify the conflicts between disciplinary insights and then discover or create a common ground. For
example, the ‘all-or-nothing’ legal approach to the definition of personal data appears to contradict with the concept of negligibility prevailing in engineering, which suggests that in practice there is no zero-risk situation, and thereby data should be considered anonymised in case of a low re-identification risk. Hence, the construction of the two different perspectives should establish a common understanding of the notion of the re-identification risk between technologists and lawmakers. In order to achieve an optimal balance between protecting personal data and promoting private sector’s interests, the proposed regulatory model recognises the existence of different degrees of data identifiability, and proposes a holistic, dynamic, hybrid and layered approach to data security that systematically tailors the security obligations of data controllers to the level of re-identification risk involved in data processing activities.
CHAPTER 3: Should the EU Legal Framework Surrounding Data Controllers’ Security Obligations Be Technology Neutral?

3.1. Introduction

The emergence of information and communications technologies (ICTs) has prompted the demand for the new regulatory regimes to adopt a level of abstraction and thus abstain from targeting specific technologies to be regulated or used for the implementation of certain provisions. Technology neutrality has long been held up as a guiding principle for the regulation of technology in the field of ICT regulation and continues to be a pervasive concept in this field. Since 2011, technology neutrality has also been recognised as a key principle for Internet policy (OECD, 2011). Although the principle of technology neutrality is widely accepted as it often figures in policy documents and regulatory instruments, its meaning is not always clearly understood. This chapter starts with unpacking the concept of technology neutrality and examines the reasons that lead lawmakers to apply this principle on technology-related regulation. In order to clarify the substance of this principle, focus will be placed on the rationales underlying technology neutrality and on its utility in different contexts. The analysis of the repercussions that a blind adoption of the technology neutral approach might have in the law-making process is indicative of the need for regulators to weigh up the pros and cons of this principle and opt for technology specific regulation if deemed as more suitable, especially in the cases when the former could potentially impact upon fundamental human rights. In an attempt to identify which approach should be preferred in each case, certain criteria relating to the purpose, context and means of regulation are presented, while different ways to strike a right balance between the conflicting needs for sustainability and for legal certainty are suggested.

The purpose of this chapter is to examine whether the EU data protection legal framework is formulated in a technology neutral way and, in particular, whether data protection laws specify any types of security obligations imposed on data controllers. In other words, this chapter aims to answer the question of whether it is enough for data controllers to implement the security obligations incumbent on them or there is a need to define more detailed obligations for data security. To this end, the second part briefly explains the reasons for
which technology neutrality has been established as one of the general principles underpinning the EU regulatory framework, before progressing with the analysis of the EU legislation. The EU Directives stipulating security obligations are presented in order to examine whether the wording of the relevant provisions contains technology neutral elements. For the same purpose, the UK, German and French Acts transposing the DPD into national legislation are studied, while special emphasis is placed on the Spanish Act due to its different regulatory approach. The recently enacted data protection law of Israel is also presented owing to its similarities to the Spanish legislation. In order to clarify whether the proposed reform of the data protection framework will bring significant changes to the regime of data controllers’ obligations, the GDPR is analysed and the extent to which the concept of ‘data protection by design’ included in the Regulation violates the principle of technology neutrality is examined.

3.2. Technology Neutrality: Overview

3.2.1. Definition of technology neutrality

Technology neutrality can be seen as a requirement that ICT legislation should not focus on specific forms of technologies; in other words, the same regulatory principles must apply irrespective of the technologies used. What is stressed by the use of this principle is that the goal of regulation is to regulate the effects or the functions of the technologies targeted but not technology itself so as to achieve equivalence between offline and online regulation; the fundamental rules should be the same for an online technology activity as for its equivalent offline (Koops, 2006). This approach has been adopted by the UK e-Principles, according to which “regulation should be technology neutral in its effects. The effects of the offline and on-line regulatory environments [...] should be as similar as possible”. In this context, technology neutral laws should provide for the necessary performance standards as opposed to design standards. Performance standards – standards that describe the result to be achieved without imposing a given technology – are considered to be more efficient as they leave the regulated entities free to choose which technology is the most appropriate in order to achieve the outcome specified in the standards. On the contrary, in the case of design standards, the
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choice of technology to be adopted is made by the regulator and thus this type of legislation is called technology specific since it incorporates technological choices (Hemenway, 1980; Breyer, 1980). The hazards of technology specific legislation have as a result policy makers to resort to the principle of technology neutrality.

Technology neutrality principle performs a twofold function in the current regulatory framework; the rationales underlying this principle are related to the need for sustainability and innovation (Ali, 2009; Hildebrandt & Tielemans, 2013). Under the rationale of sustainability, which refers to the technique of lawmaking, regulation should be flexible and time-proof so as not to require over-frequent revision to cope with technological changes. Given the rapid pace of ICT development, specifying the technologies that should be implemented would result in regulation being outdated and thus inefficient in a short period of time (European Commission, 1999). The rationale of innovation contains a negative requirement aiming to avoid certain side effects of technology specific regulation. Incorporating design standards in the regulation means that the regulator would favour certain technological designs against others thus pushing the market toward a particular structure, which would harm competition and would prevent the existence of a highly dynamic market (Gervais, 2005). It is also likely that the choice of the regulator with respect to the design standards would be subject to the influence of strong industry players having the resources to lobby for a particular technological choice (Samuelson, 2000).

3.2.2. Sustainability: making laws easily adaptable to technological changes

Given that law always lags behind technology, the sustainability of laws is considered to be of vital significance in ICT regulation, where the technological advances are more likely to render the law obsolete compared to non-technological types of regulation. The sustainability of ICT laws was highlighted many years ago, in 1997, in the EU Bonn Ministerial Conference, which stated: “in view of the speed at which new technologies are developing, they will strive to frame regulations which are technology-neutral, whilst bearing in mind the need to avoid unnecessary regulation”.\(^7\) In order to prevent laws that target technology from becoming out of date sooner than expected, the sustainability requirement dictates the need to enact legislation at the right level of abstraction so as not to require continuous adaptation to

emerging technologies. The rapid advance of technology calls for future-proof legislation able to cover future technological developments or, in other words, able to accept any technology that the market could develop in the near future (Reed, 2007). The risks generated by technology specific regulation are associated with the lawmaking procedure as well as the need for legal certainty. First, the process of constructing legislative acts is time-consuming and cumbersome and thus enacting new legislation to address issues emerging from new technologies would be not only difficult but also ineffective; by the time a new law would be enacted, the technology targeted would be regarded obsolete. Second, given that the role of law lies in mandating individuals to behave in a certain way, changing the legal norms at such a speed that could no longer provide for legitimate expectations would contrast with the need for legal certainty (Hildebrandt & Tielemans, 2013).

On the other hand, however, legal certainty is challenged by the unforeseen impacts of the future usage of the technologies targeted or of new technologies with similar effects, especially in cases that the legislator does not fully comprehend the technology it targets. The sustainability paradox consists in the fact that law aims at regulating technology but it should not be amended when future technologies emerge, whereas emerging technologies can even alter the scope of application of existing legal norms (Taleb, 2007). Technology neutrality requires laws to be formulated in such a way that they can predict the unpredictable but at the same time they must not be over/under-inclusive. It might be necessary to reconsider the meaning of the sustainability requirement itself in the digital era, when the rapid technological advance results in technology-related laws being unsustainable in a shorter period of time. Another risk of enacting sustainable legislation is that the interpretation of the law may diverge for different technologies over the years thus leading to adverse results such as unintended technology specificity (Koops, 2006). There are also cases where technology neutral laws are formulated in such a way that end up being meaningless. The following comment of the Earl of Northesk on the UK 2000 Regulation of Investigatory Powers Act is illustrative of this point: “One of the many difficulties I have with the Bill is that, in its strident efforts to be technology neutral, it often conveys the impression that either it is ignorant of the way in which current technology operates, or pretends that there is no technology at all.”

---

3.2.3. Innovation: making laws open to market entries

The fact that the legislator is unable to foresee the technological designs that will be developed in the future means that any technology specific legislation would only address technologies that are already on the market or those that the legislator could predict at the moment of the enactment of the law. This would result in an unfair competitive disadvantage for new technologies as barriers would be created to market entries. However, it is crucial that law abstains from imposing unnecessary constraints on the development of new technologies and business models. One of the objectives of technology neutrality is to prevent law from unduly discriminating against certain technologies and influencing the users in order to benefit certain developers to the detriment of their competitors. The reason is that unjustified discrimination would result in interference with the market dynamics of competing technologies and would stifle innovation (Shelanski, 2013; Lovells, 2014).

In an attempt to promote competition and remove barriers from the internal market, in the 1999 Communications Review, the European Commission referred to technology neutrality declaring that “rules should neither impose, nor discriminate in favour of the use of a particular type of technology” (European Commission, 1999). Similar is the objective of the Article 14 of the e-Privacy Directive, according to which no mandatory requirements regarding specific technical features should be imposed on terminal or other electronic communication equipment “which could impede the placing of equipment on the market and the free circulation of such equipment in and between Member States”. There are, however, two exceptions to the general principle of technology neutrality in terms of promoting innovation. First, in the case that certain technologies infringe by default upon fundamental rights such as the right to privacy and data protection, it is acceptable that law discriminates against them (Kannecke & Körber, 2008). Second, technology specific law is preferable when there is a significant difference between the technologies targeted in terms of their functions or effects; within the same type of technology, however, they should be subject to the same legal conditions. At this point, it is worth noting that the innovation objective of technology neutrality seems to reinforce the adoption of self-regulation in the ICT area as a more effective means of fostering technological development (Lovells, 2014).

3.2.4. Technology specific law

As indicated above, the reasons that make the principle of technology neutrality be deemed as a better option in the ICT arena can easily be questioned and therefore this legislative technique needs to be qualified in every single lawmaking case. To begin with, the aim of equivalence between online and offline technology activities sometimes appears to be an unrealistic aim. The unique features of the online environment render these activities different from their offline counterparts to such an extent that it is hard even to define what online and offline equivalence might possibly mean; instead, a different approach often needs to be adopted with respect to online activities to create similar effects of legal protection offline. Moreover, technology neutrality can also produce undesirable consequences, such as ex-ante regulation and legal uncertainty. One of the assumptions underlying the technology neutral approach is that regulation will be sustainable and thus able to deal with technological changes; however, this has not always proved to be true in practice. Given that technological development reflects the socioeconomic changes, it is quite difficult for the legislature to foresee those changes and enact laws that would also address them. Often, the failure of regulators to achieve the original legislative aims derives from changes in the underlying business models. A hazard involved in technology neutral regulation is that legislators might be tempted into regulating prospectively before thoroughly comprehending the potential uses of a new technology and what issues the regulation will actually need to solve (Reed, 2007). Yet, even if all the aspects of a technology are understood, it is questionable whether any technology neutral law can be proof against unanticipated changes to that technology.

A further effect of technology neutral regulation is legal uncertainty. Although the requirement for legal certainty means that legislation should not unduly discriminate, in which case technology neutrality is the most optimal choice, there also lurks the danger of regulation whose meaning is completely vague. An unsuccessful attempt to achieve technology neutrality is likely to result in insufficiently clear regulation whose application to technology is often “a matter of guesswork” (Escudero-Pascual & Hosein, 2004). The need for legal certainty could be a reason for technology specific regulation called for instead. As stated in the Dutch policy memorandum Legislation for the Electronic Highways of 1998: “A starting point is that rules are technology-neutral. In formulating technology-independent
rules, however, it should be considered whether these guarantee sufficient legal security”. ¹⁰

In contrast to neutrality, which is sometimes subject to various interpretations as to the scope of the regulation, specificity creates substantial certainty with respect to which fields of activities are covered by that regulation and what needs to be done to comply with it. Often, technology specific regulation is rejected at the outset because technology neutrality is so widely accepted that it is usually seen as the only suitable way to cope with legal issues in the ICT area (Reed, 2007). There are occasions, however, when technology specific drafting can be proved as a more effective technique. Such is the case of technology designs that threaten fundamental human rights and therefore call for specific provisions to retain the substance of the legal right they support (Kannecke & Körber, 2008). Specific laws should also be put in place to regulate the use of technologies that fundamentally alter the nature of the activity to be controlled – when the effects of a technology to be mandated or prohibited are made different in kind by the means adopted by the regulator (Reed, 2007). Finally, although technology neutrality is the default choice, in order to achieve neutrality, sometimes technology specific legislation may be required as is the case of laws treating different types of technologies.

Technology specificity is not, of course, without limitations. In their attempt to produce accurate and detailed laws, regulators may end up adopting an overly specific approach, which cannot accomplish its target precisely because of a high degree of specificity (Hildebrandt & Tielemans, 2013). Furthermore, trying to ensure that regulation keeps pace with technological changes, technology specific legislation challenges the traditional lawmaking system as it forces the legislator to reconsider the regulation regularly. Given the cost in legislative time and effort required to keep technology specific regulation up to date, especially when recurrent updates are needed, it is doubtful whether such regulation would cope adequately with the rapid pace of technological development. As mentioned above, however, the same problem seems to be a limitation of technology neutral legislation too.

3.2.5. When is technology neutral regulation suitable?

Koops (Koops, 2006) has listed certain criteria relevant to the applicability of the technology neutrality principle dividing them into three categories. The first set of criteria related to the

purpose of the regulation involve questions, such as what the goal of regulation at issue is and whether it is desirable to control the use and development of technology or it would be better to leave it alone without any legal intervention. The next two criteria pertaining to the same category refer to the notion of legal certainty. Despite the fact that legal certainty is undoubtedly a general requirement of regulation, the level of legal certainty called for may vary greatly depending on factors such as the scope of regulation and its subject matter. The need for legal certainty also determines how urgent the need for regulation is. In case of emerging new technologies, technology specific legislation is more likely to provide the level of legal certainty needed, especially when such a technology impacts on the legal protection of basic rights. If, on the other hand, there is no urgent need for providing legal certainty, high-level legislation is the most suitable option as it is formulated in such a way that meets the sustainability requirement.

Moving on to the second category – criteria related to the context of regulation - Koops refers to ‘technological turbulence’ to point out that with technologies developing at a high speed, such as mobile communications and computer processors, lower-level forms of regulation should be chosen due to their ability to adapt more easily to rapid technological advances than formal regulation. The scope of interpretation, that is, the extent to which legislation leaves room for interpretation, also influences the degree of technology neutrality required. The issue of supervision and enforcement is the last criterion of this category; in the cases when regulation is difficult to be enforced in practice, technology specific legislation focusing on means rather than effects should be put in place. As far as the third category is concerned, the criteria related to the means of regulation are closely intertwined; the degree of sustainability called for determines the level of regulation required. Technology neutrality appears to be suitable for high-level regulation, such as constitutional regulation, as it is formulated in a more abstract way, whereas low-level regulation can be more detailed and thus technology specific.

Although drafting technology neutral laws appears to be the most widely adopted approach in the lawmaking process, it is crucial for regulators to know when they should avoid technology neutrality. Instructive in this respect is the list of criteria articulated in the first Dutch memorandum on ICT regulation,11 according to which technology neutral laws are not
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suitable in the following cases: as a definition of a scope of regulation; when there is a need for understanding complex technologies affecting legal rights; when the nature of legal subjects’ rights and obligations cannot be adequately described by technology neutral rules; when there is the risk of government violating those rights. Quoting Ian Hosein & Alberto Escudero Pascual (Hosein & Pascual, 2004) sheds more light to the hazards of drafting technology neutral regulation without taking into account all the parameters. “Attempts to be technology-neutral should be interrogated, lest in our blindness we reduce democratic protections and oversight under the deterministic veil of progress.”

3.2.6. Technology neutrality vs. technology specificity

When regulating new developments in ICT, lawmakers are responsible for making the most suitable choice between technology neutral and technology specific approaches. Even though neutrality is deemed as the most appropriate technique for regulating technological areas, lawmakers ought to consider whether technology specific approach would produce better regulation instead. As the above analysis has demonstrated, the crucial criterion for adopting the most effective approach is the primary requirement of regulation to provide sufficient legal certainty. However, the principle of technology neutrality often conflicts with the need for clearly specified goals upon which regulation has to be based; the requirement for legal certainty may call for a certain level of technology specificity. More specifically, the sustainability objective of the neutrality principle appears to be the most problematic. On the one hand, regulation that abstracts too much away from technology results in vague laws that do not sufficiently provide legal certainty. On the other hand, legislation which contains too much detail in terms of explicating technologies risk being inflexible and restricted to certain technologies without encompassing different but relevant technologies.

As it is apparent, opting for a particular legislative technique entails dealing with a trade-off between sustainability and legal certainty; the one calling for flexibility and the other for predictability (Koops, 2006). The most effective way to strike the right balance between these requirements is combining technology neutral and technology specific approaches. Laws should be formulated in a sustainable way providing at the same time clear guidance as to the aims and the rationale of the regulation by explaining what technologies they cover and why. In particular, technology neutral laws can establish a general regime covering all different technologies by defining the performance standards, that is, the desired outcome, and a
regime for specific technologies by providing examples of technologies that will satisfy the output described in the standards (Hemenway, 1980). Another way to achieve this balance is enacting multi-level legislation by laying down the basic requirements in high-level legislation and filling it in with lower-level forms of regulation, which will elaborate this requirement in more technical detail (Koops, 2006). Self-regulation can also be included based on guidelines with no legal effect, which would allow stakeholders to coordinate their behaviour in the market.

3.3. Technology Neutrality in the EU Regulatory Framework

3.3.1. Technology neutrality in the EU regulatory framework: Overview

According to the general principles underpinning the EU regulatory framework, regulation should be based on clearly defined objectives; be the minimum necessary to meet those objectives; be enforced as closely as practicable to the activities being regulated; further enhance legal certainty in a dynamic market; and aim to be technologically neutral (European Commission, 1999). In 2002, technology neutrality was also recognised as one of the key regulation principles in the field of electronic communications; the principle was first introduced by the Framework Directive\(^\text{12}\) and was reinforced with the revised EU telecoms legislation in 2009.\(^\text{13}\) The principle of technology neutrality is defined in Recital 18 of the Framework Directive, which refers to the requirement for Member States to ensure that “national regulatory authorities take the utmost account of the desirability of making regulation technologically neutral, that is to say that it neither imposes nor discriminates in favour of the use of a particular type of technology”. Technology neutrality is also mentioned in Article 8(1) of the Directive as an obligation imposed on national regulatory authorities when carrying out regulatory tasks “designed to ensure effective competition”. As mentioned above, Article 14 of the e-Privacy Directive prohibits the imposition of mandatory requirements for specific technical features that would hamper the placing on the market and


the free circulation of any electronic communication equipment. Recital 46 of the e-Privacy Directive explains that the background of this Article is the technology neutrality of the DPD which “covers any form of processing of personal data regardless of the technology used”, while the Recital highlights that the existence of specific rules for electronic communications services might not facilitate the protection of personal data and privacy “in a technologically neutral way”. Finally, Recital 49 of the Tecoms Directive stresses the need for technology neutral laws, that is to say laws that can adapt rapidly to the high level of technological innovation and the highly dynamic markets in the electronic communications sector.

In order to encourage competition in electronic communications markets, the EU regulatory framework adopts a technology neutral approach, which allows for more flexibility for regulators to make account of market needs and thus better respond to the dynamic and largely unpredictable communications markets (Koenig, 2009; Kerikmäe, 2014). The introduction of the concept of technology neutrality should be examined in the light of increasing convergence of technologies, networks and services and the transition from monopoly to competition, which called for a unified approach to regulation. In contrast to the previous regulatory framework, where each type of network was subject to separate sets of rules, the current framework requires regulators to act in a technologically neutral way applying the same principles of market analysis and remedies to all kinds of electronic communication networks and services (Savin, 2014). It has been argued that another reason behind the adoption of a technology neutral approach is the fact that this approach empowers regulators to push the market toward self-regulatory or co-regulatory solutions, which can provide guidance to regulated entities and perhaps be more effective than command-and-control regulations (Halftech, 2008).

3.3.2. EU Directives imposing security obligations on data controllers

3.3.2.1. Need to implement “appropriate technical and organisational measures”

The technology neutral approach adopted in the EU legal framework is reflected in the wording of the Directives that impose security requirements on data controllers. By virtue of Article 17 of the DPD, Article 13a of the Framework Directive and Article 4 of the e-Privacy
Directive (as amended by Directive 2009/136), data controllers are required to take “appropriate technical and organisational measures” in order to safeguard the personal data they process. In order to be considered as appropriate, security measures must meet the following criteria: they should involve state-of-the-art technologies; the investments should be proportional to the potential of the controller; they should take into account the nature of the data (e.g. stricter for financial data, health data etc. compared to mere contact data); they should be in line with the potential risks represented by the processing (e.g. financial institutes are a common target for hackers). There is a large overlap between security measures that have to be taken as EU law establishes a general obligation for adequate security focusing on the need to implement the aforementioned measures, which is mentioned in all the security articles. Based on the premise that there is no one-size-fits-all solution in data security, EU law encourages organisations processing personal data to adopt a risk-based approach and thus determine the necessary level of security depending on their own circumstances and risks. It is clear that all three Directives are formulated in a technology neutral way as there are no specific requirements in terms of the technical features of the security techniques used. In order to inform all the relevant stakeholders of the best available means of implementation of the security articles, ENISA and Article 29 WP regularly issue guidance specifying the technical implementing measures to be adopted.  

3.3.2.2. The e-Privacy Directive 2002/58/EC (as amended by Directive 2009/136/EC)

The principles set out in the DPD are translated into specific rules for the telecommunications sector in the e-Privacy Directive. As opposed to the Framework Directive, which applies to both providers of publically available electronic communications networks and services, the security requirements stipulated in Article 4 are limited to service providers. As this term is not defined in the e-Privacy Directive, the definition provided in Framework Directive


Article 2(c) is applicable in this case.16 According to this definition, “electronic communications service” is “a service normally provided for remuneration which consists wholly or mainly in the conveyance of signals on electronic communications networks.” In this sense, the term includes “telecommunications services and transmission services in networks used for broadcasting” but services “providing, or exercising editorial control over, content”, therefore content providers, are excluded. A distinction worth mentioning is that between the provision of electronic communications services and providers of online services. The fact that the former has to consist in the conveyance of signals differentiates it from services which merely initiate the conveyance. From a technical perspective, the conveyance of the signals takes place on the data-link and network layers of the TCP/IP protocol suite and therefore as electronic communications services should be understood services provided on the first two layers of the abovementioned networking model. Hence, the scope of application of e-Privacy Directive Article 4 covers telephone and Internet access providers as well as Internet backbone providers. On the contrary, providers such as hosting providers or email service providers do not perform the actual conveyance of the signals and thus do not fall under the definition of providers of electronic communications service (Feiler, 2011).

The security requirements imposed on data controllers in the DPD for the purpose of improving data security are rephrased in the context of the e-Privacy Directive, where service providers play the role of data controllers as defined in the DPD. As far as companies (e.g. ISPs) provide publically available communications services (e.g. via public websites) over public networks (e.g. Internet), there are similar legal security obligations to those described in the DPD. Article 4 requires providers of publically available communications services to “take appropriate and organisational measures to safeguard the security of their services”. In the case that a service provider relies on a provider of a public communications network to provide its service, the former must take security measures “in conjunction” with the latter. In terms of what measures can be considered “appropriate”, Article 4 provides similar criteria with the DPD stating that “these measures shall ensure a level of security appropriate to the risk presented” taking into account “the state of the art and the cost of their implementation”. More detailed security obligations with regard to the appropriate security measures that need to be taken were placed by the Directive 2009/136/EC. In particular, pursuant to Article

16 See e-Privacy Directive Article 2.
4(1)(a) service providers must ensure the authorised access to personal data as well as the implementation of a security policy with respect to the processing of personal data. Service providers are obliged to protect personal data “against accidental or unlawful destruction, accidental loss or alteration, and unauthorised or unlawful storage, processing, access or disclosure”. What is particularly significant is the fact that Article 4(1)(a) explicitly states that the security obligations of service providers apply to personal data both stored and in transit. The same article imposes on national regulatory authorities the responsibility to audit the measures taken and issue recommendations regarding the level of security that needs to be achieved by these measures.

### 3.3.2.3. Legal requirement for the adoption of encryption mechanisms

Despite the fact that the EU data protection legislation is written in a technologically neutral way as it avoids being prescriptive about the technologies that need to be adopted for security purposes, it could be argued that, whether expressly or by implication, data protection laws in the EU context give rise to a requirement for the adoption of encryption technologies. First, it is clear that Article 4(3) of the e-Privacy Directive provides an explicit exemption from the breach notification requirements in case the data are “unintelligible to any person who is not authorised to access it”. In other words, service providers are not obliged to notify the affected individuals of a security breach as long as they are able to prove to the competent authority that they had applied technological measures that can prevent any unauthorised third party from “reading” the data concerned by the security breach. The most common means of rendering data unintelligible, as required by the Directive, is the use of technologies that encode information in such a way that only authorised parties can read it, that is, encryption technologies. It should be noted, however, that the implementation of encryption exempts service providers from the breach notification requirement on the condition that data has been effectively encrypted, which means that the encryption key has not been compromised and it cannot otherwise be ascertained by available technological means. In more general terms, it can be argued that the adoption of encryption technologies as a legal obligation was established prior to the e-Privacy Directive. As mentioned above, Article 17 of the DPD requires data controllers to take appropriate security measures having regard, amongst others, to “the state of the art”; encryption is a security technique that falls within the state of technological development and consequently should be deployed in appropriate
situations. In this regard, the DPD has created a legal environment for encryption (Room, 2014).

Likewise, the national data protection regulatory authorities of the EU Member-States seem to expect organisations to implement encryption techniques to protect the data they process especially in cases when personal data are highly sensitive or confidential. The example of the regulatory authority in charge of enforcing data protection laws in the UK – the Information Commissioner’s Office (ICO) – is illustrative of such an expectation. The ICO’s regulatory guidance on best security practices seems to mandate the use of encryption technologies; regulatory enforcement action may be pursued against data controllers in case of a data breach “where encryption software has not been used to protect the data”. In the ICO’s Practical Guide to IT Security, encryption is highlighted as “a means of ensuring that data can only be accessed by authorised users”, while the same technique is also described as an important “first step” that businesses must consider when assessing their data processing operations. Moving towards the same direction, the French regulatory authority – Commission Nationale de l’Informatique et des Libertés (CNIL) – has stressed the significance of using encryption technologies, such as encrypted links like “https” for electronic exchanges of data as well for the protection of data at rest in the Cloud. The CNIL clearly defines encryption as an “appropriate protection measure”, which can exempt a service provider from the breach notification requirement, and highly encourages companies to use encryption as the risks to an individual are limited when “there is no possibility for an (individual file) being opened without prior decryption with a confidential password that has not been hacked”.

---


### 3.3.2.4. Divergences in the EU Member-States’ national laws

#### 3.3.2.4.1. Debate over the technology neutral approach

The different approaches to drafting data security legislation are reflected on the divergences of the national laws implementing the DPD; for instance, German, France and Spain have stricter data security laws in place whereas the UK has more lenient laws.\(^{21}\) This differentiation has also been apparent in the reform process of the data protection legislation and raised a debate over the technology neutral character of the security requirements laid down in the GDPR. On the one hand, the UK favoured a technology neutral approach which would allow great scope for flexibility pointing out the potential dangers stemming from a detailed specification of security criteria and mechanisms, and highlighting that technological neutrality in the security sphere has been one of the widely acknowledged strengths of the DPD (ICO, 2013). On the other hand, Spain expressed concerns that a technology neutral approach would not provide adequate solutions for certain challenges emerging from future technologies, such as those presented by cloud computing or the transfer of personal data over the Internet (Agencia Española de Protección de Datos, 2013), while Germany stressed that risk-based approaches should only refer to how obligations will be met and compliance requirements ought not to be relativized (Der Hessische Datenschutzbeauftragte, 2015). In particular, the UK ICO raised objections regarding the wording “state of the art” as a criterion for data controllers’ and processors’ liability on the grounds that their liability should be determined based on the accepted industry standards for breaches resulting from technical failings rather than on whether security measures were “state of the art” (ICO, 2013). As far as the German position is concerned, based on the opinion that data protection legislation should define goals on which the data protection measures to be oriented, the German Data Protection Commissioners stated that the classic goals of data security as set out in the Council and Commission text, that is, the goals of availability, integrity and confidentiality, could not adequately protect personal data and therefore the goals of “non-linkability, transparency and the ability to intervene” should be added (Der Hessische

\(^{21}\)Bundesdatenschutzgesetz (BDSG) (promulgated on 14 January 2003 and amended by Article 1 of the Act of 14 August 2009) Section 9; Loi n° 78-17 du 6 janvier 1978 relative à l’informatique, aux fichiers et aux libertés (Loi Informatique et Libertés) as modified to implement Directive 95/46/EC on data protection, Article 34; Ley Orgánica 15/1999 de Protección de Datos de Carácter Personal (LOPD) as supplemented by the Data Protection Regulation (Real Decreto 1720/2007 (RLOPD), Articles 89-114; UK Data Protection Act 1998, Schedule 1, Part II, para 9.
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The text proposed by the European Parliament goes further and follows a layered approach, according to which additional security measures should be applied to the processing of sensitive personal data in order to “ensure situational awareness of risks” (EDPS, 2015). Moreover, the European Parliament provides detailed guidance with respect to the security measures that should be deployed adopting the same wording as that of Art. 4 (1)(a) of the e-Privacy Directive: “the measures (…) shall at least ensure that personal data can be accessed only by authorised personnel for legally authorised purposes, protect personal data stored or transmitted against accidental or unlawful destruction, accidental loss or alteration, and unauthorised or unlawful storage, processing, access or disclosure, and ensure the implementation of a security policy with respect to the processing of personal data”.

3.3.2.4.2. UK Data Protection Act

The principle data protection legislation is the Data Protection Act 1998 (DPA), which took effect in 2000 and implements into UK law the requirements of the EU DPD. The DPA requires data controllers to take “appropriate technical and organisational measures” to keep personal data safe and secure. Specific standards are not stipulated by law or binding guidance. The Seventh Data Protection Principle provides at Part I of Schedule 1 to the Act that:

“Appropriate technical and organisational measures shall be taken against unauthorised or unlawful processing of personal data and against accidental loss or destruction of, or damage to, personal data”.

Paragraph 9 of Part II of Schedule 1 to the Act further provides that:

“Having regard to the state of technological development and the cost of implementing any measures, the measures must ensure a level of security appropriate to –

(a) the harm that might result from such unauthorised or unlawful processing or accidental loss, destruction or damage as are mentioned in the seventh principle, and
(b) the nature of the data to be protected.”
Section 9: Technical and organisational measures

Public and private bodies which collect, process or use personal data on their own behalf or on behalf of others shall take the necessary technical and organizational measures to ensure the implementation of the provisions of this Act, especially the requirements listed in the Annex to this Act. Measures shall be necessary only if the effort required is in reasonable proportion to the desired purpose of protection.

Annex to Section 9

Where personal data are processed or used in automated form, the internal organisation of authorities or enterprises is to be such that it meets the specific requirements of data protection. In particular, measures suited to the type of personal data or categories of data to be protected shall be taken:

1. to prevent unauthorised persons from gaining access to data processing systems for processing or using personal data (access control),

2. to prevent data processing systems from being used without authorisation (access control),

3. to ensure that persons authorized to use a data processing system have access only to those data they are authorised to access, and that personal data cannot be read, copied, altered or removed without authorisation during processing, use and after recording (access control),

4. to ensure that personal data cannot be read, copied, altered or removed without authorisation during electronic transfer or transport or while being recorded onto data storage media, and that it is possible to ascertain and check which bodies are to transfer personal data using data transmission facilities (disclosure control),

5. to ensure that it is possible after the fact to check and ascertain whether personal data have been entered into, altered or removed from data processing systems and if so, by whom (input control),

6. to ensure that personal data processed on behalf of others are processed strictly in compliance with the controller’s instructions (job control),
7. to ensure that personal data are protected against accidental destruction or loss (availability control),

8. to ensure that data collected for different purposes can be processed separately.

3.3.2.4.4. French Data Protection Act

The key data protection legislation is Act No. 78-17 on Information Technology, Data Files and Civil Liberties 1978 (French Data Protection and Freedoms Act) as amended and Decree No.2005-1309 implementing the French DPA. The DPA transposes into French law the requirements of the DPD and requires that organisations implementing data processing or holding data files guarantee their security. Data security should be understood as all “useful precautions, with regard to the nature of the data and the risks of the processing, to preserve the security of the data and, in particular, prevent their alteration and damage, or access by unauthorised third parties” (Article 34). Specific standards are not stipulated by law or binding guidance.

3.3.2.4.5. Spanish Data Protection Act

In 1999, DPD was transposed into Spanish legislation through the Data Protection Act (Ley Orgánica 15/1999 de Protección de Datos de Carácter Personal (LOPD), which establishes a general obligation on data controllers and, where required, data processors to adopt the technical and organisational measures necessary to guarantee the security of the personal data they process. Similar to the aforementioned Directives and Data Protection Acts implementing the DPD, LOPD was articulated in a technology neutral way repeating the wording of DPD without setting any specific data security standards. The need for more legal certainty in the data protection regime, particularly on issues that over the years had proven to be in need of further regulatory implementation, led the Spanish legislator to enact an ancillary legislation to LOPD, the Data Protection Regulation (Real Decreto 1720/2007 (RLOPD). Recognising the importance of the duty of security and based on the difficulties faced by data controllers, which revealed the weak points of previous data protection laws, the Regulation is particularly rigorous in the assignment of the levels of personal data security. Taking into consideration the various forms of material and personal organisation of security in common practice, it is precise in regulating the obligations associated with data processing and data files thus providing data controllers with a clear framework in which to
act. RLOPD sets out detailed and specific requirements regarding the minimum measures to be adopted in each case establishing a layered approach whereby data controllers would implement different levels of security accumulatively depending on the nature of the information they process. The Regulation classifies the security measures into three levels – basic, medium and high – and makes distinction between automated and non-automated data files.

Part VIII of the RLOPD covers in detail the security measures applicable to automated and non-automated filing systems and processing of personal data in the last two chapters, while the second chapter is dedicated to the ‘security document’ analysed below. The first chapter defines the level of security required in each case depending on the type of personal data processed and mandates that basic-level security measures should be applied in all the cases of data processing. In addition to basic measures, medium-level measures must be implemented when the data processed are related to financial services, public security or public tax matters, or which may allow data controllers to identify a data subject. Finally, a high level of security should be applied to databases containing sensitive information (ideology, religion, trade union membership, racial origin, health or sex life), data arising from acts of gender-based violence, and data collected for security forces without the consent of the data subjects. High-level security measures must be applied in combination with basic and medium-level measures. Article 81(4) specifically deals with two certain categories of data – location and traffic data – when processed by providers of publicly available communications services and requires the following information to be stored in each attempt to access files containing such data; identification of the user, the date and time when access was attempted, the time of access and whether it has been authorised or denied. Chapter II introduces the concept of security document as a means for protecting personal data obliging data controllers to draw up a document including the necessary technical and organisational measures imposed on the personnel with access to the information systems; controller should regularly check whether the obligations contained in the document are sufficiently fulfilled.

The security measures that need to be adopted are stipulated in Articles 89-114 of RLOPD, a brief summary of which is provided below. It is noteworthy that these measures overlap with the measures described in various guidelines on how to implement data protection laws, but the main difference is that in the case of RLOPD they are binding on those to whom it is addressed and thus directly applicable and enforceable.
1. Security measures applicable to automated filing systems and data processing

i. Basic-level Security Measures

- **Obligations related to staff**: Staff obligations should be clearly defined and documented in the security document. Data controller should be in charge of staff members’ security training that would make them aware of the security regulations that affect their functions and of the repercussions that incompliance might entail.

- **Incident Record Management**: A procedure for notification and management of incidents affecting personal data should be put in place and a register should be established for recording details regarding the incident (type, time etc.).

- **Asset Access Control**: Data controller should establish mechanisms so that access is permitted only to the resources required for one’s functions.

- **Support Management Systems**: The documents containing personal data should allow the identification of the information included and should be accessible only to authorised personnel. The transfer of documents containing personal data, including those comprising and/or attached to emails, should be authorised by the data controller.

- **Identification and Authentication**: The data controller should implement the necessary measures that guarantee the correct identification and authentication of the users. In the case that the authentication system is based on passwords, certain guarantees should be in place to protect their integrity and confidentiality, such as encrypted password storage and mandatory password change (minimum once a year).

- **Backup Copies and Recovery**: Data controllers should establish protocols for making backup copies as well as procedures for the recovery of data that could guarantee their reconstruction to the original state in case of a loss or deconstruction. The implementation of these procedures should be monitored every six months.
ii. Medium-level security measures

The measures of this category involve all the basic security measures described above plus the appointment of a data protection officer and the execution of privacy audits every two years. Security officers are in charge of monitoring the implementation of the measures, analyse the audit reports and inform the data controller of possible measures that need to be adopted; the designation of a security officer does not entail controller’s exemption of liability. At least every two years the data processing systems and data storage installations should be subject to an internal or external audit aiming to identify deficiencies in the adaptation of the measures and propose the necessary complementary or corrective measures.

iii. High-level security measures

One of the measures to be adopted is associated with the access to personal data; strict physical access control is required in the sense that premises where computers used for data treatment are located must be subject to strict physical boundaries and control checks. Moreover, the distribution of files containing personal data or the transfer of personal data through public or wireless electronic communications network should guarantee that the data are not intelligible either by encoding them or using any other mechanism for this purpose. When portal devices containing personal data are outside the installations of the data controller, the processing of such data should be prohibited in the case of devices that do not permit encoding. Another high-level security measure is the full access logging for each attempt to access personal data, which involves the storage of information such as the filing system accessed, the data and time it occurred, the identification of the user etc.

2. Security measures applicable to non-automated filing systems and data processing

The respective measures described above should also be adopted on each level of security when the filing systems and the data processing are not automated. The only measure added to guarantee high-level security is related to the storage of personal data; the cupboards and filing cabinets used to store non-automated files with personal data should be placed in areas to which access is protected by entrance doors with locks or other equivalent devices.
3.4. The example of Israel’s law

Similar to the Spanish data protection law are the Protection of Privacy Regulations (“the Regulations”) passed by the Israeli Parliament (the Knesset) on March 21, 2017, which impose mandatory data security and breach notification requirements on anyone who owns, manages or maintains a database containing personal data in Israel. The Regulations, which will enter into force in late March 2018, classify databases into four categories, each subject to an escalating degree of information security requirement. The regulatory model is structured as follows:

i. Security requirements applicable to databases held by individuals

Databases pertaining to this category are either maintained by an individual, in the sense of a sole proprietor, or are held by a corporation with a single shareholder, with no more than three persons having access credentials. In addition, the following three conditions need to be met for a database to be treated as such: the number of data subjects contained within a database should not exceed 100,000; the data must not be subject to professional confidentiality obligations under law or codes of ethics (e.g. a database maintained by a sole-practitioner attorney); databases must not be used to make information available to third parties (e.g. databases used to provide direct marketing services). Owing to the low risk involved in the processing of such databases, the security requirements provided for this category are lenient, including physical and communication security; access credentials, authentication and user administration; restrictions on using portable devices; segregation of systems; drafting a database specification document; and documenting information security incidents.

ii. Security requirements applicable to all databases except those held by individuals

The requirements imposed by the Regulations apply irrespective of the security level to which databases are subject to and stipulate certain security measures as described below:

- Drafting a database specification document: Database owners are required to draft a document containing details relating to the data collected, the purposes of the processing activities, the types of data processed, the identity of the database manager, its data security officer and its holders (i.e. those who usually possess a
copy of the database and are entitled to use it), as well as the processing activities carried out by other processors, the security risks involved and possible ways of mitigating them.

- **Physical security:** The computer systems of a database must be kept in a secure place to which only authorised individuals can have access.

- **Data security officer:** Companies, financial institutions and public agencies maintaining five or more databases are required to appoint a data security officer, who is in charge of establishing data security protocols, preparing an ongoing plan to review compliance with the Regulations and presenting the outcome of the review to the data manager and its supervisor.

- **Data security protocols:** Security protocols should be established containing instructions with respect to the physical and environmental security of the database’s premises, the administration and use of portable devices, the access credentials, the measures that need to be implemented in order to safeguard the database’s computer systems, and the risks to which the database is exposed. Additionally, the protocols should also include a security incident response plan, which should be layered varying in accordance with the incident’s severity and the degree of sensitivity of the database.

- **Mapping the database’s computer system:** Database owners should compile an updated list of devices and components that comprise the database’s computer system, which should also include hardware and software components and describe the architecture of the system in which the database is installed.

- **Access credentials, authentication and user administration:** Database owners should take measures to ensure that access credentials are assigned in accordance with each user’s duties and maintain a list of those with access credentials.

- **Documenting information security incidents:** Database owners should maintain documentation for any security incident likely to result in a data breach.

- **Portable devices:** Restrictions must be placed on the use of portable devices with database-related computer systems (e.g. laptops, smartphones, memory sticks). Such restrictions should be placed in accordance with the database’s degree of sensitivity.
- **Segregation of systems:** Database owners must segregate database-related computer systems from other computer systems to the extent possible.

- **Communication security:** When database-related computer systems are connected to the Internet, appropriate security measures must be implemented to safeguard against unauthorised access and malware. Examples of such measures include encryption of personal data when transmitted over the Internet and authentication of employees in case of remote access to the database.

- **Outsourcing:** When an outsourced data processing provider is engaged, due-diligence review of the risks of such an engagement must be conducted in advance. The contractual engagement should address issues such as the type of the data processing to be performed, the purposes for which the data will be used, the period of engagement and return of the data upon conclusion of the engagement.

iii. Security requirements applicable to databases subject to the basic level of data security

This category of databases consists of all the databases that do not fall within any of the other categories. In addition to the abovementioned requirements applicable to all databases (except those held by individuals), the Regulations introduce the following requirements for this category:

- **Annual reviews:** Database owners must review the security protocols annually to determine whether any updates are needed.

- **Training:** Database owners should provide users with access credentials with training with respect to the security protocols and security requirements before granting access privileges or in case of altering their scope.

- **Record keeping:** Information relating to compliance with the Regulations should be retained for 24 months. Examples of such information include documentation of security incidents, access privileges and authentication measures, information about communication security.
iv. Security requirements applicable to databases subject to the intermediate level of data security

The types of databases described below fall within this category: databases maintained by public agencies; databases whose purposes include making information available to other parties; databases to which more than 10 people have access credentials; databases containing special categories of data. Special categories of data include, among others, medical or health information, genetic or biometric data, information about an individual’s religious beliefs, faith, political opinions or criminal convictions. Special categories of data also extend to cover financial information about an individual’s financial obligations, solvency or financial status, as well as information regarding a person’s consumption habits that may be indicative of the aforementioned types of data. For databases subject to the intermediate level of security the following requirements apply in addition to the requirements applicable to all databases:

- **Physical and environmental security:** Any equipment brought in or taken out of the database’s premises as well as access to such premises must be monitored.

- **Extended security protocols:** Security protocols must address, among other issues, access controls, authentication measures, backup procedures and periodic audits.

- **Authentication:** Users with access credentials should be authenticated with physical devices, such as smart cards. In addition, a protocol must be established as a means of identification, password or frequency change, and response to errors in access controls.

- **Monitoring access:** An automated mechanism must be established in order to monitor access to the database and the logs should be maintained for at least two years.

- **Periodic audits:** At least once every two years an audit (either internal or external) must be conducted, which should include a report assessing the compliance of the security measures with the security protocols, identifying deficiencies and proposing ways of remediating them. The report must be reviewed to determine the need for updating the database’s specification document and security protocols.

- **Backup and recovery:** A backup and recovery plan must be established.
- **Security incidents:** Security incidents must be reviewed at least once a year to determine the need for updating security protocols.

- **Data breach notifications:** In case of a severe data breach, where a material part of the database was accessed or used without authorisation or the database’s integrity was compromised, prompt notification must be provided to the privacy regulator, who may order the database owner to notify all affected data subjects. The Regulations do not prescribe any sanctions for violating the breach notification requirement.

v. Security requirements applicable to databases subject to the high level of data security

Databases pertaining to this category should meet the following criteria: databases containing special categories of data, in which either the number of data subjects is 100,000 or more, or to which more than 100 people have access credentials; databases whose purposes include making information available to other parties, in which either the number of data subjects is 100,000 or more, or to which more than 100 people have access credentials. In addition to the requirements applicable under the basic and intermediate level, the following security requirements apply to this category:

- **Risk assessment:** Database owners must carry out a risk assessment once every 18 months in order to identify security risks and deficiencies, which should be remedied, while security protocols should be updated accordingly. Risk assessment can also be leveraged to satisfy the requirements of periodic audits.

- **Penetration tests:** The computer systems of the database must be subjected to penetration tests once in 18 months in order to evaluate their robustness in the face of internal and external security risks.

- **Security incidents:** Security incidents must be reviewed at least once every calendar quarter and the need for updating security protocols must be assessed.

- **Data breach notification:** The breach notification requirement applies to any severe breach in which any portion – not only a material part - of the database was compromised.
3.5. Technology Neutrality vs. Privacy by Design

3.5.1. Privacy by design: Overview

The speed at which information is being moved into digital environments where automated processes are in place, coupled with the fact that the mere implementation of privacy enhancing technologies (PETs) has been proved insufficient to extensively address the challenges posed to individuals’ right to privacy, calls for a reconsideration of what personal data is collected, stored, used and then protected in these novel environments (Morton & Sasse, 2012). To address these concerns, a holistic approach was introduced under the term Privacy by Design (PbD), which places emphasis on the need for data protection safeguards to be built into products and services from the earliest stage of their development. The Canadian Commissioner for Ontario, Dr. Ann Cavoukian, coined the term (Cavoukian, 2006), which was recognised as the global privacy standard in 2010, but only recently has it received more attention in terms of its inclusion as a positive requirement into the EU (as well as the US and Canadian) data protection framework. The most salient of the seven foundational principles that need to be practiced for the objectives of PbD to be accomplished is the requirement to move from a reactive to a proactive approach (Cavoukian, 2011a). Instead of trying to mitigate the risk after a privacy-invasive event has occurred, PbD encourages organisations to prevent the risk by designing the architecture of the system in a privacy-respective manner. PbD can be seen as a valuable tool to protect data and privacy as well as build trust in the systems, since it requires organisations to proactively embed privacy features into their business models not only in the beginning of the design process but throughout the whole life cycle of the process development in order to ensure that the processes put in place remain relevant as risks to data evolve (Krebs, 2013). In this way, personal data is adequately protected during every step of the data processing activities – transmission and storage of, and accessing to, the data (Gutwirth et al, 2015).
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3.5.2. Should privacy by design become a legal obligation?

Despite the fact that PbD is often cited as a best practice or even as the ‘golden standard’ in data protection, and guidelines have been published on how PbD should be understood, it has not yet formed an explicit part of the legislative scheme in the EU. Whereas the existent data protection laws aim at promoting the PbD, in practice they have not been sufficient in ensuring that data protection is embedded in ICTs since the need for taking data protection into consideration at the design stage of a system has merely indirectly been addressed in the EU legal framework. Calls for the introduction of PbD into legislative frameworks have lately received more attention due to the process of reforming the EU data protection regime. However, conflicting interests have as a result not all stakeholders to share the same view on the issue at stake. The debate surrounding a legislated PbD requirement revolves around three main perspectives: some advocate the integration of PbD requirement in the legislation including certain mandatory technological features for those technologies that have the most privacy-intrusive potential; others argue that PbD should become a legal obligation only as a general principle of data protection law; others see PbD more as a self-regulatory initiative rather than as a part of legislation (Krebs, 2013). To start with, Article 29 Working Party has opined that PbD should be a legislative requirement not only as a general principle but also as a binding requirement imposed on all the actors concerned – data controllers, data processors, designers and purchasers of systems or applications (Article 29 Data Protection WP, 2009). The view that regulators should take a clear position on the importance of PbD by incorporating it in legislation seems to be gaining ground; PbD should be explicitly mentioned in privacy laws as a general organisational principle, while specific technological requirements should be provided when the nature of the data and the systems calls for them. In a recently published document, the European Network and Information Security Agency (ENISA) expressed the same opinion highlighting that PbD principles and mechanisms can be effective only if reflected in legislation. Likewise, recognising PbD as ‘an essential component of fundamental privacy protection’, some Data Protection Authorities (DPAs) contend that PbD is a concept that needs to be encouraged through legislation; differences in the notion of privacy across cultures, though, might result in divergent DPAs’ opinions. As expected, the strongest objections have been raised by industry players, who fear that prescriptive technological mandates would impose extra technical and economic burdens.

3.5.3. Proposal for a General Data Protection Regulation

The need for increased legal certainty in the EU context has resulted in the drafting of a seemingly technology specific legislation, the proposed EU General Data Protection Regulation, whose aim is, among others, to provide a high degree of legal certainty for both data controllers and data subjects. As stated by the European Commission, the current legal framework on the fundamental right to personal data protection has not managed to prevent legal uncertainty, while it has been highly criticised by economic stakeholders who seek for more certainty in terms of their legal obligations.\footnote{Resolution of the European Parliament on the on the Communication from the Commission to the European Parliament and the Council – An area of freedom, security and justice serving the citizen – Stockholm programme, adopted 25 November 2009 (P7_TA(2009)0090), available at http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-//EP//TEXT+TA+P7-TA-2009-0090+0+DOC+XML+v0//EN.} Although the principles and objectives as outlined in the current framework remain valid, the rapid development of new technologies – especially online – calls for a new legislation able to better respond to those challenges. The need for specific legal norms stems from the effects of the personal data processing systems (PDPS), which often violate the substance of the right to data protection.\footnote{Resolution of the European Parliament on the on the Communication from the Commission to the European Parliament and the Council – An area of freedom, security and justice serving the citizen – Stockholm programme, adopted 25 November 2009 (P7_TA(2009)0090), available at http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-//EP//TEXT+TA+P7-TA-2009-0090+0+DOC+XML+v0//EN.} As described below, the GDPR is viewed as a compensation for the detrimental impact of the usage of
such technologies. In addition, the direct applicability of the Regulation provides an extra guarantee for greater legal certainty.

One of the most salient measures explicitly introduced for the first time in the EU legal framework in order to achieve the aforementioned goal is the legal obligation of *Data Protection by Design* (DPbD). The GDPR seems to use the terms ‘privacy by design’ and ‘data protection by design’ synonymously (ENISA, 2014a). DPbD can be seen as a measure of legal certainty because under this obligation the requirement of data protection is phrased in technical standards. At first sight, DPbD seems to infringe upon the law-making principle of technology neutrality as it does not merely deals with the implementation of technologies but it also interferes with technology design. As a matter of fact, however, the general wording of the respective provision contains the element of technology neutrality as it abstracts from specific technical solutions. Without imposing any particular technologies, Article 25(1) of the GDPR requires data controllers to implement appropriate technical and organisational measures and procedures, both at the time of the determination of the means for processing and at the time of the processing itself, “in such a way that the processing will meet the requirements of this Regulation and ensure the protection of the rights of the data subject.” The obligation to implement DPbD does not introduce technology-specific rules, in the strict sense, as it neither stipulates which specific technologies it addresses nor explains which particular technologies should be deployed to achieve DPbD.29 Instead, the third and fourth paragraph of the same article empower the Commission to specify further criteria or requirements with respect to the appropriate measures or lay down technical standards that meet the requirements set out in the Regulation. Article 25 not only does not seem to violate the principle of technology neutrality but, on the contrary, it is in accordance with one of its rationales – the rationale of sustainability. The Commission can indubitably react faster than the EU legislator in terms of coming into an agreement with stakeholders on the technical and organisational standards to be developed thus ensuring high-speed adaptability to high-speed developments in the ICT area.30

---

29 See the debate on explicitly listing pseudonymisation of personal data as a key option of implementation in Article 23, Proposal for a Regulation of the European Parliament and of the Council on the protection of individuals with regard to the processing of personal data and on the free movement of such data (General Data Protection Regulation) [First reading], 13772/14, Brussels, 3 October 2014, available at http://register.consilium.europa.eu/doc/srv?l=EN&f=ST%2013772%202014%20INIT.

30 It can be argued that extended powers have been assigned to the Commission as it is allowed to intervene as a legislator through delegated acts which have supremacy over national laws and constitutions.
Another principle introduced by the GDPR is *Privacy by Default*, which is seen as the ideal condition for the goals of *Privacy by Design* to be achieved. Article 25 (2) requires data controllers to provide data subjects with the highest level of data protection by default, while it is at the data subject’s discretion to erode the level of protection by explicitly opting out of particular safeguards. Under the principle of Privacy by Default, once a customer acquires a new product or service, the strictest privacy settings should automatically apply and therefore no manual change should be required on the part of the user (Hansen, 2013). Privacy by default is based on the insight that the user must already be protected against privacy risks in the default settings. As provided in Article 25 (2), only personal data necessary for a specific purpose should be processed and by default only be kept for the amount of time necessary to provide the product or service. It is noteworthy that the provision specifically identifies and prohibits services that by default make personal information accessible to an indefinite number of individuals. The Privacy by Default principle is likely to be highly beneficial to data subjects, particularly in the area of social networking platforms, where more personal information is disclosed to the public than necessary to provide the user with the service, while it is likely that personal data is stored for a long period of time and easily accessed by unauthorised individuals (Danagher, 2012).

3.5.3.1. Data controllers’ discretion

Based on the premise that compliance obligations imposed on data controllers should be proportional to the specific processing activities, the Council of the EU has opted for a risk-based approach to compliance. The choice of the word ‘appropriate’ when speaking of the measures that need to be taken in the Articles 25(1) and 32(1) of the GDPR is indicative of the Council’s intention to allow data controllers to exercise discretion and flexibility in assessing how to address their compliance responsibilities in the context of their particular business. In particular, with respect to the obligation of data protection by design, the wording of Article 25(1) clearly shows that a broad view of ‘design’ has been preferred, which does not only mean the implementation of PETs; more than that, it involves the integration of technical and organisational measures into the business models of data controllers (Hildebrandt & Tielemans, 2013). The requirements of data protection and security by design seem to have been more adaptable to the context of data controller’s business model and therefore the level of measures considered appropriate is up to the controller to decide. The extent of the data controller’s obligations will depend, among
others, on the state of the art and the costs of implementation; in case that the highest level of data protection and security measures is technically and economically infeasible, then the data controller cannot be held liable (Hildebrandt, 2013). In addition, it will be open to the controller to define the purpose of the processing activities and whether it is necessary to process, collect and store the data for that purpose. As expected, objections have been raised regarding the risk-based approach that the Council intends to adopt. In a debate over the progress of the GDPR,31 fears were expressed that this approach might weaken the EU’s ability to provide strong data protection rights for individuals, since the great discretion granted to data controllers might result in a wide margin of interpretation, rendering it questionable whether the necessary data protection guarantees can be provided.

3.5.3.2. Targeting only data controllers and not technology developers

It is noteworthy that the obligation to implement DPbD targets only the users of data processing technologies, that is, the data controllers, whereas no burden of responsibility is assigned to the designers or manufacturers of such technologies. The provision of the GDPR does discriminate between technology developers who are also data controllers and those who are merely technology vendors. This option can be viewed as an indirect means for making data controllers force developers to come up with the right types of technologies by motivating them to invest in compliant design (Hildebrandt & Tielemans, 2013). However, an inconsistency should be noticed at this point; the obligation to design technologies with data protection features embedded applies to a company which also carries out data processing activities, but there is no such obligation on technology developers when a company only invests in technologies built by others. It has been argued that technology vendors should also be liable for defects in their products that result in their users’ security exposure and therefore the same obligation must also be attributed to technology developers, even if they are not data controllers (Klitou, 2014). This argument is reinforced by the reluctance observed on the side of developers to take into account the individuals’ right to data protection due to the lack of economic incentives. The lack of liability allows those who fabricate and sell data processing systems to produce more products faster with less concern about safety and data protection (Schneier, 2003). Imposing the same obligation to
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technology manufacturers and holding them liable for security vulnerabilities would act as the market force that would incentivise them to invest in secure development processes (Schneier, 2008). Besides, responsibility should be assessed wherever it will most effectively reduce the risks inherent in defective products. As expected, there is strong opposition to the idea of liability on behalf of security software designers, manufacturers and sellers who argue that, first, it is impossible to foresee the normative impact of a technology not yet operational and, second, that those who benefit from the use of data processing technologies should also bear the cost of responsibility when infringing data protection legislation (Ryan, 2003).

3.6. Conclusion

When assessing the adequacy of the EU data security legislation, there is often a discussion about whether EU laws should be technology neutral or they should mandate a specific list of security measures to be implemented by data controllers. The security paradox lies in the fact that in security much depends on the technical details of implementation, but these details are hard to capture in high-level legislation. On the one hand, one could argue that the organisations and technologies involved are too diverse to allow for a single checklist for the entire sector. The rapid change of ICTs, coupled with the rapidly evolving capabilities of attackers, call for sustainable laws and flexible high-level regulation that can be easily adaptable to technological advances and applied to a wider number of organisations. On the other hand, high-level standards inevitably leave a lot of significant technical details unaddressed thus failing to create clarity about what measures data controllers need to take to be compliant. Such is the case of the current EU legal framework on the security obligations incumbent upon data controllers, as it has not managed to provide sufficient certainty regarding their obligations. As mentioned above, the relevant Directives are written in a technology neutral way allowing data controllers to determine what security measures would be ‘appropriate’ depending on their particular business. In the context of the current legislation, the obligation to implement the appropriate technical and organisational measures can be interpreted as a legal obligation to act reasonably. In other words, organisations are required to reflect on the technologies in the marketplace and make a conscious decision in terms of what technologies they could reasonably apply to safeguard their databases and applications.
However, the great discretion granted to data controllers in assessing how to address their compliance responsibilities is likely to result in a wide margin of interpretation. In an attempt to encourage competition in electronic communication markets, the EU regulator appears to attach more importance to the interests of market players to the detriment of personal data protection. Given that nowadays there is a new model of governance, according to which all fundamental rights go through private infrastructure, while private organisations seem to rely on their privacy policies rather than on the law, the extent to which power should be left to companies empowered by processing of personal data should be carefully assessed. The security best practices formulated by organisations such as Internet Service Providers’ Associations are not compulsory for their members, while the same applies to the non-binding recommendations issued by European bodies. The need for legal specificity as to data security obligations is reinforced by the implementation of invasive security techniques, such as deep packet inspection, that often infringe upon the right to data protection. The lack of clarity of the legal framework concerning the admissibility of Internet traffic inspection methods, combined with the high degree of flexibility granted to data controllers, render it questionable whether the necessary data protection guarantees are actually provided. As analysed above, when technology designs threaten fundamental human rights, specific provisions might be necessary to retain the substance of the legal right they support. Combining technology neutral legislation with certain more detailed provisions could be the ideal way of dealing with the legal security obligations of data controllers. Such is the case of the Spanish Data Protection Act, which lays down these obligations by specifying the assets that need to be protected and the means of safeguarding the data they process without mandating particular technical features of the technologies used. As a result, law remains open to new technological designs while data controllers are obliged to implement certain measures in order to achieve the goals set out by the Act.

In an attempt to force data controllers to bolster their data processing security practices, the European Commission has proposed a General Data Protection Regulation as a compensation for the detrimental impact of the usage of privacy-invasive technologies involved in the processing of personal data. However, the GDPR seems to fail to provide the necessary legal certainty with respect to the security measures that data controllers are required to adopt since the wording of Article 25(1) also adopts a broad approach allowing data controllers to determine which security techniques are considered appropriate in the context of their business. The main difference the GDPR might bring in the data protection regime is the
explicit requirement of data protection by design (DPbD), which can be viewed as a guarantee that this principle will be embedded in technologies from conception to finalisation. In order to establish data protection by design as an organisation’s default mode of operation, not merely as an organisational best practice, data protection laws need to include a process through which a product or a system could be prevented from entering the market until it is sufficiently data protective. There have been concerns, however, that making DPbD an explicit part of legislation would likely not be enough to ensure the desired level of data protection unless this requirement is also addressed at software manufacturers. Despite the fact that several guidelines have been published on how DPbD could be understood, many companies design systems or products that do not have adequate protection in their architecture either because they are not familiar with technologies encompassing data protection principles or because compliance with DPbD could potentially become complex, resource-intensive and expensive. System developers mostly focus on realising functional requirements and, as a result, they hardly consider other demands, such as privacy or security guarantees. Another concern with regard to the effectiveness of DPbD in the GDPR is linked to the limited means that data protection authorities currently have at their disposal to assess the degree of implementation of data protection principles in ICT systems. The conceptual difficulties in guaranteeing data protection properties in dynamic systems, that is, systems that adapt to changing requirements, add a further burden in the process of evaluating compliance with DPbD. Therefore, in order for DPbD requirement to make a significant change in the current EU legal framework, it is primarily important to reach a common understanding of what DPbD entails. Moreover, every actor in the life cycle of a technology should be accountable from a data protection perspective, while it is the regulator’s mandate to ensure that adherence to the legislative requirements can be traced and actually enforced.
CHAPTER 4: Deconstructing the Technological Neutrality of the Data Protection Directive

4.1. Introduction

The aim of this chapter is to provide insights on the mindset underlying the EU data protection legal framework and thus answer the question of whether the DPD meets the conditions required for a legal approach to be considered as technology neutral. To this end, the fundamental block of the data protection regime is studied, that is, the concept of personal data, which determines the scope and boundaries of the relevant laws. The identifiability notion, on which the definition of personal data is based, and the distinction between personal and anonymous data, which implies the robust anonymisation assumption, reveal the digital technological paradigm into which the concept of personal data is rooted. In order to appraise the effectiveness of the anonymisation techniques in irreversibly converting personal data to de-identified data, infamous re-identification cases are briefly presented. The challenges posed by the current state of technological advancement in respect of the flaws of the underlying robust anonymisation assumption raise the question of whether the concept of personal data needs to be abandoned or reconsidered in a context where anonymisation will not serve anymore as a safe harbour from the entire application of data protection rules. The chapter proceeds with the analysis of the second crucial definition – that of the personal data processing – and demonstrates the linear consequence in which data processing activities have been organised. In spite of the seemingly technology neutral character of the definition, which can, in fact, easily accommodate future technologies, carefully reading the list of the possible operations performed upon personal data can reveal the underlying technological assumptions of the definition. Another point made in relation to this definition is the fact that the law relies data processing upon the ‘informed, explicit and unambiguous’ consent of the data subject, thus failing to take into account the currently deployed industry’s practices that are indicative of the absence of the user’s physical ability to exercise control over their data processing on the ground.
4.2. Technological Assumptions Hidden in the Concept of Personal Data

4.2.1. The digital mindset underlying the identification-based definition of personal data

The fundamental building block of the entire EU data protection regime is the precondition that the data being processed must be personal. Pursuant to Article 2(a) of the DPD, personal data is defined as “any information relating to an identified or identifiable natural person (‘data subject’)”. The definition of personal data, which is bundled with the definition of the data subject, indicates that the criterion applied by the DPD is the identification of the subject rather than the content of the data. Contrary to the sectoral model adopted by the U.S., according to which privacy protection takes place in an enumerated set of cases, each of which is protected by a specific federal law, the EU omnibus approach, in its choice of identification as the basic criterion for its regulatory scheme, aims at protecting personal data across the board, not only in a specific sector or context. On top of the identification-based layer, there is a second content-based layer which requires additional legal attention to the processing of specific categories of data, namely “data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, trade-union membership, and the processing of data concerning health or sex life” (Article 8 (1)). Accordingly, the U.S. approach does not end with the content-based criterion since there are informational privacy laws that apply the European standard of identification.

The reference to identification, which involves “describing a person in such a way that he is distinguishable from all other persons and recognisable as an individual” (European Union Agency for Fundamental Rights, 2013), includes not only the cases where the identity of an individual is already distinguishable (‘identified data subject’) but also the cases where a person “can be identified, directly or indirectly, in particular by reference to an identification number or to one or more factors specific to his physical, physiological, mental, economic, cultural or social identity” (‘identifiable data subject’) (Article (2)(a)). Therefore, for the DPD to apply, it is not required that the individual be identified only at the level of his name; identification based on the above factors would also suffice. ‘Identifiability’ implies the

possibility for identification to occur by associating, for instance, certain information being processed with a particular person (Esayas, 2015). In this regard, the DPD’s approach is considered to be more advanced inasmuch as it acknowledges that seemingly innocent pieces of data can be combined to form a whole that is greater than the sum of its parts (Birnhack, 2013). The digital mindset reflected in the European approach, as opposed to the analogue mindset of the U.S. approach, refers to the creation of individual profiles as the result of joining separate bits together, which are further analysed. Digital technologies enable the aggregation and analysis of mass quantities of personal data in a way very different, in nature and quantity, than the equivalent analogue activities, in that data does not need to be structured to be subject to data mining (Solove, 2004).

Another argument in favour of the fact that the definition of personal data is rooted within a digital technological paradigm, which lies at the heart of this definition, is that data rendered anonymous is not protected by the principles of the DPD as long as the data subject is no longer identifiable. Recital 26 contains a major technological assumption, on which most data protection laws have been based, that complete anonymisation is possible to achieve. Provided that anonymisation technologies can irreversibly prevent identification, anonymisation can serve as a safe harbour from the entire application of data protection rules. Ohm (2010) argues that the choice of the EU lawmakers to rely upon anonymisation as ‘a silver bullet solution’ should be seen as an attempt to strike a balance through the power of technology. In order to combine both the benefits of information flow and strong assurances of privacy, legislators chose anonymisation to avoid engaging in overt balancing between countervailing values such as security, innovation and the free flow of information. Illustrative of this attempt is the long-lasting debate in the internet privacy context between the EU and companies like Google, Yahoo and Microsoft over the security measures that should be implemented to protect databases used to track online users’ behaviour. The focal point of the debate was the protection of stored IP addresses. While all the above companies used anonymisation to protect users’ privacy, Microsoft and Yahoo were throwing away the entire IP addresses, unlike Google that stored the three first octets – equal pieces which an IP address is composed of – and deleted the last piece for more effective protection as claimed (Comer, 2006). In essence, the debate over users’ privacy involves cost-benefit balancing arguments as it turns out to be a debate over balancing the benefits stemming from the innovative techniques of analysing online behaviour, on the one hand, and the possible harm caused to the individuals concerned by the disclosure of such information (Ohm, 2010).
Irrespective of whether the drafters of the DPD could predict the digital environment or their reasoning for choosing the identification-based definition was to avoid the difficulty of reaching an agreement on which categories of data were worthy of legal protection, the DPD is informed by a digital concept. Even though the definition of personal data is technology neutral with respect to the language and references used, there is a central hidden technological assumption in the DPD, which assumes a technology of a particular capability, namely irreversible anonymisation. The danger involved in such an assumption is that the definition should be understood within a certain technological paradigm and hence it is sufficient as long as the paradigm remains the same. Once, however, the paradigm changes, the concept of non-identification will collapse and lawmakers will need to find new ways to regain the lost balance. As demonstrated below, the current state of technological advancement renders the notion of irreversible anonymisation largely obsolete thus revealing the flaws of the underlying assumption on which the EU data protection regime has been founded.

4.2.2. Personal data as a troubled concept for framing data protection regulation

4.2.2.1. The robust anonymisation assumption

The development of computerised record systems and techniques of digital data analysis that introduced new ways to link data to individuals has resulted in the emergence of the concept of personal data as a concept pervasive in both legal and technological discourse on data protection. Personal data is the most central concept in the EU data protection legal framework as it defines the scope and the boundaries of the relevant laws whose application is triggered only when the data involved in the processing activities are identifiable (Schwartz & Solove, 2011). Based on the assumption that in the absence of personal data there is no actual harm, data protection laws leave the collection, use and disclosure of non-personal data unregulated. Behind the concept of personal data is hidden the dominant role that anonymisation plays in contemporary data protection practices as the most effective technique for converting personal data into non-personal data. The techniques employed in data anonymisation are designed to turn data into a form which does not identify individuals and where identification is not likely to take place.

The faith in robust anonymisation, which has thoroughly infiltrated the EU data protection system, stems from the assumption embraced for decades by both technologists and
regulators that anonymisation can guarantee complete protection of personal data. The robust anonymisation assumption has worked as a data protection panacea for various parties. Legislators could balance data protection with other interests, such as the free flow of information, by deregulating the processing of anonymised datasets, data administrators could safely share data with third parties and data subjects could rest assured that their data would remain secret. The fact that most discussions about anonymisation often merely focus on the technical details, with which the majority of individuals is not familiar, gives a false sense of security to them as they are not capable of fully comprehending the potential uses of anonymised data and the dangers involved and thus they tend to downplay them (Oswald, 2014). One of such potential dangers is related to the re-identification of anonymised data. The emergence of the re-identification science, which involves the development of data linkage techniques that manipulate databases to determine the identity of individuals, undermines the faith placed in robust anonymisation and disrupts the data protection landscape.

In its Opinion 5/2014, the Article 29 WP suggests that the underlying rationale of Recital 26 of the DPD is that the outcome of data anonymisation ought to be “as permanent as erasure” for the data not to be subject to the DPD’s provisions. In assessing the robustness of each anonymisation technique, the following three questions should be taken into consideration: whether it is still possible to single out an individual; whether it is still possible to link records relating to an individual; whether information regarding an individual can be inferred. Applying the above questions to the anonymisation techniques currently employed, the WP concludes that some techniques show inherent limitations, while all of them fail with certainty to meet the criteria of effective anonymisation (although the technique of differential privacy could have satisfying results). Moreover, according to the aforementioned Opinion, data should be treated as not truly anonymised and hence personal data in case the data controller shares part of the dataset (by removing or masking the identifiable data) to another party without having first deleted the identifiable data. However, this approach overlooks the likelihood that the original data may not assist in associating the anonymised data to a certain individual. Different is the approach adopted by the UK ICO.

---

33 Differential privacy has been described as “a set of techniques based on a mathematical definition of privacy and information leakage from operations on a data set by the introduction of non-deterministic noise. Differential privacy holds that the results of a data analysis should be roughly the same before and after the addition or removal of a single data record (which is usually taken to be the data from a single individual). In its basic form differential privacy is applied to online query systems, but differential privacy can also be used to produce machine-learning statistical classifiers and synthetic data sets” (Garfinkel, 2015).
(2012) which does not consider the disclosure of anonymised data as a disclosure of personal data even in the case where the data controllers hold the key to enable re-identification. As the following analysis will demonstrate, achieving irreversible anonymisation of the data that would not permit re-identification is considered very difficult from a technical point of view. Thus, if the acceptable risk threshold is zero, there seems to be no existing technique that can achieve the required degree of anonymisation. Legal perspectives on anonymisation are often solely concerned with the question of whether a certain technique meets the criteria for providing a safe harbour from the entire application of data protection rules without taking into consideration the risks involved in the implementation of such measures (Esayas, 2015).

This ‘all-or-nothing’ approach, according to which data is either anonymised or not, appears to contradict with the concept of negligibility prevailing in engineering that suggests that in practice there is no zero-risk situation, and therefore data should be considered anonymised in case of a low identification risk (ENISA, 2012). It could be argued that the latter approach is also reflected in Recital 26 of the DPD, according to which “all the means likely reasonably to be used either by the controller or by any other person to identify the said person” should be taken into account in order to determine whether a person is identifiable. The term ‘likely’ refers to the probability of identification, while the term ‘reasonably’ represents the difficulty of identification, for example, in terms of costs, time required and available technology (Bygrave, 2002). The fact that the terminology used by legislators is common in the field of the risk management reasoning indicates that DPD itself does not require a zero-risk approach but rather recognises the potential for a certain level of acceptable risk of identification (Emam & Alvarez, 2014). In other words, data anonymised to the effect that it is extremely difficult to associate to an individual could be processed without any need for compliance to the legal requirements of the DPD. Therefore, information should be regarded personal data only in the case of a “sufficiently realistic” risk of identification (Hon et al., 2014). On the contrary, when, given the technology, the costs and the time required to associate the data to a particular individual, the risk is “remote or highly theoretical” then data should not be treated as personal. The same approach has been adopted by the ICO which holds the view that anonymised data is not required to be completely risk free (ICO, 2012). It should be noted, however, that it is crucial that the application of anonymisation techniques has been engineered appropriately for the data to be processed without the need to adhere to the legal requirements of the DPD. Otherwise, any doubts regarding the effectiveness of anonymisation techniques should be interpreted as involving the processing
of personal data. Such is the case of France, for instance, where the legislators seem to ignore the ‘likely reasonably’ test and choose the data to be treated as personal even if it is extremely difficult to re-identify the data subject or re-identification is unlikely to take place (Esayas, 2015).

Nonetheless, even if irreversible anonymisation does not constitute a prerequisite for data to be considered non-personal and thus not subject to the DPD’s provisions, the developments in powerful data analysis techniques increase the identification potential. As mentioned above, identifiability does not only refer to the possibility of retrieving one’s name but also involves the potential for singling out an individual, linking two records within a dataset (or between two separate datasets) and inferring information from such dataset. Therefore, simply removing directly identifying elements would not suffice to make the identification of an individual no longer possible. Technological advances reveal the “inherent residual risk of re-identification”, which is still present even when it is no longer possible to retrieve an individual’s record, due to the ability to glean information about that individual with the help of other sources (Article 29 WP, 2014). Residual risks include, among others, the combination of an anonymised portion of a dataset with a non-anonymised portion or the possible correlations between attributes (e.g. between health records and geographical location). As a result, even effectively anonymised datasets can be combined with another dataset and lead to an individual’s re-identification. The dynamic nature of identification risks, which increase over time along with the development of re-identification techniques, as well as the ubiquity of available information indicate the risk-based nature of anonymisation as it depends on a variety of factors that are difficult to quantify, such as the re-identification technologies and the amount of information that will be available in the future. Considering what has become in the current state of technology ‘likely reasonably’ and given the increasing low-cost availability of technical means to identify individuals in datasets as well as the increasing availability of datasets (e.g. Open datasets), ‘likely reasonably’ proves to be easily attainable (Article 29 WP, 2014).

4.2.2.2. Potential for traceability

The so-called ‘anonymity myth’ lies in the impression held by a large number of Internet users that there is no risk of identification as long as one does not reveal his identity while communicating online or surfing the Web. However, those users fail to realise that the
protection provided by such ‘anonymity’ is no more “than a veil over one’s face that can readily be lifted” (Schwartz & Solove, 2011). The reason behind this misunderstanding is related to the prevailing confusion between the ability to hide one’s identity for a short period of time – temporary anonymity – with the ability to permanently keep one’s identity secret – actual ‘untraceability’. The latter proves to be impossible due to the ‘built-in identifiability’ of cyberspace (Schwartz & Solove, 2011). The fact that whenever one enters cyberspace the potential for traceability exists should be attributed, amongst other factors, to the entry threshold, that is the Internet Protocol (IP) address. The identification of a seemingly anonymous user can easily follow from the IP address - a numeric identifier assigned to every device when connected to the Internet, which acts like any address in that it enables the correct delivery of data (Comer, 2006). IP addresses allow, for example, users to connect to the right Web page when typing a URL as the numerical IP address is translated to and from the alphabetical URL by the Domain Name System (DNS). The public IP address a user is allocated by his ISP may be permanent (static) or temporary (dynamic). Whereas in the case of dynamic IP addresses the device is assigned a new IP address by the ISP every time the user logs on, ISPs have logs that link static IP addresses to particular devices and, eventually, to specific users (Bahadur et al., 2002). Due to the need to easily set up servers and remote connections, businesses tend to have static IP addresses while home users are more likely to have a dynamic IP address.34

Knowledge of an IP address allows the searcher to obtain other information about a device, service or network. For instance, one can conduct a trace route, a computer diagnostic tool for displaying the route (path) of packets across an IP network, in order to find the logical path to the device, which often contains clues to the physical location. Even though identification does not follow automatically from access to an IP address alone, which has led many companies to argue that IP addresses are non-personal data, various other clues can readily be used to identify individuals. Depending on the lookup tools available on the Internet, more information can be revealed including country, region/state, city, latitude/longitude, telephone area code and a location-specific map (Office of the Privacy Commissioner of Canada, 2013). Illustrative of the footprints users leave in cyberspace is the work of Malin et al. (2003), who demonstrated a way to identify a person based on a “trail of seemingly anonymous and homogenous data left across different locations”. Using the

34In certain cases a static IP address is necessary. For instance, a dynamic IP address should not be used for VOIP, VPN, playing online games or game hosting because it is less reliable than the static IP address and could cause the service to disconnect.
example of an online consumer who leaves the IP address of his computer on every website he visits and combining that with the explicitly identifying information that he provides in order to complete his purchase, the authors explain that “[b]y examining the trails of which IP addresses appeared at which locations in the de-identified data and matching those visit patterns to which customers appeared in the identified customer lists, IP addresses can be related to names and addresses”.

4.2.2.3. Potential for re-identification

The digital economy relies on the collection of personal data on an ever-increasing scale as users’ information is constantly shared with advertisers, researchers and government agencies. In order to justify the indiscriminate and perpetual sharing and storage of personal data, private companies reassure their customers that their data will only be released in a non-personally identifiable form. The underlying assumption is that personal data is a fixed set of attributes and once data records have been de-identified, either by removing or modifying personal data, they become completely anonymous and thus safe to release, without any possibility of linking them back to individuals. Advances in re-identification techniques expose those promises as too often illusory and reveal the potential risks an individual faces if his data is used in a particular manner (Acquisti & Gross, 2009). A serious flaw in the basic idea behind the distinction between personal data and non-personal data is that it seems to ignore the fact that almost all information, even information rendered anonymous, can become personal when paired with other relevant bits of data. As stated by Ohm (2010), “there is always some piece of information […] that could be combined with anonymised data to reveal private information about an individual”. The technical difficulties of de-identifying data raise a challenge to current concepts of personal data. A major problem with defining certain types of information as personal data is that technology increasingly enables the combination of various pieces of non-personal data to produce personal data. As demonstrated by Narayanan and Shmatikov (2009), the term personal data “simply has no technical meaning” because any information that distinguishes one person from another can be used for re-identifying anonymous data; whereas some attributes might be uniquely identifying on their own, any attribute can be identifying in combination with others. The authors show that there is a wide spectrum of human characteristics that enable re-identification and share two key properties: (1) they are reasonably stable across time and
contexts and (2) there is a very small possibility that two individuals are similar due to the large number of the corresponding data attributes.

Another significant factor that renders the permanent de-identification of data unattainable is associated with the exponential increase of personal information both in online and offline records. The phenomenon of data availability, coupled with the development of aggregation techniques, which involve the combination of various pieces of non-personal data to produce personal data, heighten the risks for re-personalisation (Solove, 2008). Ohm (2010) has borrowed the term “accretive” from finance in order to show that the more information about an individual is revealed as a consequence of re-identification, the easier it becomes to identify that individual in the future. When additional pieces of identified information are available, it is highly likely that there will be more elements in common between the de-identified and already identified data, which leads to the linking of the former with the latter. That is why, even though re-identification algorithms are more difficult to implement and more computationally expensive compared to re-identification methods based on demographic records, the former kind of re-identification is a one-time effort and it can be applied on “thousands or even millions of individuals” (Narayanan & Shmatikov, 2010). Current corporate practices permit this linking as they play a significant role in shaping the amount and types of information that are available online by deploying systems which track users’ activities often without their knowledge (e.g. Google Buzz, Facebook Beacon)35 (Federal Trade Commission, 2010).

4.2.2.4. Re-identification cases

The following re-identification cases, where sophisticated data administrators placed unjustified faith in anonymisation, exemplify the vulnerability of supposedly de-identified datasets to re-identification and highlight the perils of anonymisation in light of recent advances in re-identification techniques. As indicated below, a single piece of non-personal data does not exist alone; rather, data form part of a landscape where extensive information is

available and when such information is aggregated, it can produce even more information in a way that renders de-identification particularly difficult.

4.2.2.4.1. Sweeney’s study

As early as in 2000, a study conducted in the U.S. by Latanya Sweeney demonstrated that the combination of information relating to an individual, such as the gender, the date of birth and a ZIP code could lead to the identification of the vast majority of individuals in the U.S. (Sweeney, 2000). By processing 1990 pieces of data, which were not regarded intimate or particularly sensitive, Sweeney discovered that 87% of individuals in the U.S. were uniquely identified. According to the study, individuals could be identified based on even less specific information; for instance, information such as gender, date of birth and the city could reveal the identity of 53% of American citizens, while 18% could be identified by the combination of their gender, date of birth and country. Sweeney’s study followed her successful attempt in the mid-1990’s to find the health records of the then Governor of a government agency called Group Insurance Commission, which decided to disclose the records summarising every state employee’s hospital visits to any researcher that would request them, based on the belief that data remains protected insofar as fields containing name, address, social security number, and “other explicit identifiers” have been removed.

4.2.2.4.2. AOL search leak

In 2006, AOL released to the public a file containing twenty million search queries used by 650,000 users of the company’s search engine summarising three months of activity in order to embrace the vision of an open research community. Although search queries are the kind of information that are usually treated as a closely guarded secret, AOL had tried to anonymise the search-query data before releasing; in the abstract, anonymised queries appear to be non-personal data. To this end, the company suppressed any obviously identifying information, such as the username and the IP address, and replaced them with unique identification numbers so that the data remains useful for research purposes. However, AOL had mistakenly believed that the information released was truly anonymous since, as it was
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proved in the days following the release, personally identifiable information was available in many of the searches making it possible to identify an individual and their history.

4.2.2.4.3. Narayanan-Shmatikov’s studies

Two months after the AOL’s release of search queries, Netflix made a database of movie ratings publicly available as part of a contest to improve the predictive capabilities of its movie-recommending software. Before disclosing one hundred million records, which contained the movie rated, the rating assigned and the date of the rating, Netflix tried to anonymise them by removing identifying information such as usernames and assigning a unique user identifier to preserve rating-to-rating continuity. Two weeks after the release, two computer scientists from the University of Texas, Arvind Narayanan and Vitaly Shmatikov found a way to link the data released with the movie ratings that participating individuals gave to movies in IMDb, a movie-related website that posted such ratings publicly on its website, and showed how easily an individual can be re-identified in a database. For instance, their research concluded that if an adversary knew approximately when an individual in the database had rated six movies, he could identify the individual 99% of the time (Narayanan & Shmatikov, 2008). Another re-identification study conducted by Narayanan and Shmatikov (2009) demonstrated the feasibility of large-scale re-identification using the local structure of social networks. In this study, the researchers anonymised the entire Twitter graph, which resulted in nameless, identity-free nodes representing users connected to other nodes representing Twitter ‘follow’ relationships, and then they compared that stripped-down graph to public data harvested from the Flickr website. By comparing the structure of the anonymised Twitter’s ‘follow’ graph and the non-anonymised Flickr’s ‘contact’ graph, the researchers managed to identify the usernames or full names of one third of the people who subscribed to both social networks, without using any single piece of identifying information such as usernames, activity information or photos.

4.2.2.5. Personal data as a constantly changing concept

Computer science proves that initially non-personal data can be transformed into personal data when linked to individuals, thereby the line between personal and non-personal data is not fixed but rather depends upon the constantly changing technologies. Ohm (2010) questions whether it is even possible to maintain such a distinction positing that personal data is an “ever-expanding category” that “will never stop growing until it includes everything”.

[82]
In fact, given the increase in computational power and the versatility of re-identification algorithms, the current distinction is difficult to maintain since today’s non-personal data might be tomorrow’s personal data. Illustrative of the changing landscape of technology is the report of the Privacy Protection Study Commission conducted as early as 1977, according to which “[a] major problem created by the widespread adoption of computer and telecommunications technology to personal-data record keeping is the inability to anticipate and control future use of information” (Privacy Protection Study Commission, 1977). The report pointed out that record systems were designed and modified in a way that merely covered the immediate and specific needs, without taking into consideration the long-term implications of the computerisation of other areas of record-keeping. The fact that the re-identification of personal data depends on the current state of technology renders identifiability a complex concept that cannot be determined a priori but is rather driven by context.

The emergence of advanced re-identification technologies, the availability of the personal data of millions of individuals and the increasing economic incentives for potential attackers illustrate not just the limitations of anonymisation techniques, but also “the fundamental inadequacy” of the current data protection paradigm, where the distinction between personal data and non-personal data is always made in abstract. Instead, given that the risk of re-identification changes over time, the data protection regime should be built on a case-by-case basis (Narayanan & Shmatikov, 2010). To this end, organisations processing personal data should not assume that data that is anonymous now will remain anonymous in the future, but they should regularly perform a thorough assessment of the re-identification risks and carry out a periodic review of their policies on the release of data and the techniques used to anonymise it, taking account of “all the relevant contextual elements”, such as the appeal of the data for targeted attacks (the nature of the data and the sensitivity of information), the availability of public information resources, the envisaged release of data to third parties etc. (Article 29 WP, 2014).

4.2.2.6. Should the concept of personal data be abandoned or not?

The amenable nature of what constitutes personal data, the fragility of anonymisation techniques and the power of re-identification technologies have led some commentators to suggest that the concept of personal data as the foundation of the EU data protection
framework should be entirely abandoned. As demonstrated above, simply removing personal data should no longer be considered sufficient enough to provide meaningful guarantees of data protection and therefore the distinction relied on whether particular data types are more linkable to identity than others seems to have lost its scientific basis. It has been argued that the centre of focus of the data protection regime should be now placed to new ways of evaluating the risks to data protection, able to embrace the future contexts. It is noteworthy that despite the aforementioned re-identification incidents and studies, which proved that information (such as movie ratings or search queries) that were not categorised as personal data in the past can now reveal one’s identity, there has not been any change in the law addressing the processing of such data, while companies continue disclosing this kind of information connected to sensitive data in supposedly anonymised databases.

A different approach has been suggested by Schwartz and Solove (2011), who posit that the concept of personal data can still be functional inasmuch as it is modified according to “a risk-based continuum”. The new standard-based model proposed contains the following three categories of information, that is, information that refers to: (a) an identified individual, an individual whose identity is “ascertained” or can be “distinguished” from the group; (b) an identifiable person, when the re-identification risk is low or moderate; (c) a non-identifiable individual, when the re-identification risk is remote. To classify the information to the appropriate category, account should be taken of “the means likely to be used by parties with current or probable access to the information, as well as the additional data upon which they can draw” and other contextual elements, such as “the lifetime for which information is to be stored, the likelihood of future development of relevant technology, and parties’ incentives to link identifiable data to a specific person”.

Another approach (Essayas, 2015) that looks at the re-identification risk threshold, in order to examine whether data should be considered anonymised, and thus exempt from the data protection provisions, suggests a model where different layers of risks of harm should be established and consideration should be given to the sensitivity of the data and the context of its usage. The layers include the following four cases: (a) anonymisation is applied to sensitive data and the data would be publicly available; (b) anonymisation is applied to sensitive data and the data would be available with limited access; (c) anonymisation is applied to non-sensitive data and the data would be publicly available; (d) anonymisation is applied to non-sensitive data and the data would be available with limited access. The author
suggests that – at least - the fourth layer be subject to less strict requirements for anonymisation.

Regardless of the approach suggested with respect to the concept of personal data, most commentators agree on the idea of abolishing the term ‘anonymisation’ as misleading because it overpromises and thus creates a false sense of security that does not correspond to the actual outcome. The inherent residual re-identification risk linked to any technical and organisational security measure dictates the need for a more technically accurate term which connotes the effort to achieve anonymity and not presenting the achievement as accomplished; terms such as ‘anonymisation technique’, ‘pseudonymisation’, ‘de-identification’ and ‘scrub’ have been suggested instead.

4.3. Technological Assumptions Hidden in the Definition of Personal Data Processing

The definition of the processing of personal data, as described in Article 2(b) of the DPD, begins with a broad statement according to which the term ‘processing’ includes “any operation or set of operations which is performed upon personal data, whether or not by automatic means”, and is accompanied by a list of actions with respect to personal data that could be considered as processing activities, “such as collection, recording, organization, storage, adaptation or alteration, retrieval, consultation, use, disclosure by transmission, dissemination or otherwise making available, alignment or combination, blocking, erasure or destruction” of personal data. By being function-based, this broad opening definition can easily accommodate future technologies and hence it seems to be in accordance with the requirement for technological neutrality since the processing activities that any of those technologies would entail will either fall within one of the examples listed in the DPD or within the general ‘use’ of personal data. In addition, the definition cannot be criticised for limiting the possible processing activities to those explicitly mentioned as the above list should be regarded as merely illustrative and not restricting. As a matter of fact, the technological neutrality of this definition has already been tested with the development of – different in nature - technologies that emerged after the adoption of the DPD and prove the sustainability of the DPD. The way in which geo-location activities, for example, function
enables the collection, recording, organisation and storage of data which can then be retrieved, used, disclosed, made available, blocked or erased. Another example can be taken from the radio-frequency identification (RFID) systems that use tags in order to collect, record and store data to enable the data’s retrieval, use and disclosure. And the list of examples of current technologies that process personal data performing operations that fall within the above definition is inexhaustible.

Even though the legal scope of the definition is written in a technologically neutral manner, carefully reading the list of the possible operations performed upon personal data can reveal the underlying technological assumptions of the definition. The order in which those activities are mentioned is indicative of the linear sequence in which the above list has been organised as the activities seem to follow a certain chronological sequence. To make this temporal linearity assumption clearly understood, Birnhack (2013) has classified the processing activities into the following clusters: collection and recording describe the input of the data; organisation, storage and adaptation refer to the management of the database; retrieval, consultation and use refer to the internal usage; disclosure, dissemination, making available, alignment, combination (and possibly blocking) refer to the output; erasure and destruction describe what happens with the data once it is no longer in use and thus they refer to the clean-up of the data. The progressive assumption reflected in the manner the list of activities has been organised contains the following two assumptions. First, the steps that the processing of the data follows can be likened to the way the life of a human being has been conceived; it is first born, then it grows up, it becomes productive, and it ultimately dies. In this analogy, database appears to play the role of a human being’s ‘home’. Similarly, the linear sequence assumes a particular technological environment, in which data is first collected and, once stored in a database, it can be used or transferred to third parties. Second, the central processing activities seem to be the internal and external usage (input and output) of data, whose function is served by the rest activities in such a way that the first step of input is seen as a preparatory stage and the final steps (clean up) as a wrapping up mechanism.

Moreover, the assumption about linearity indicates that there are certain players involved in each segment of this linear structure. In particular, the initial segment of the input of the data
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involves the data subject and the data controller (and possibly the data processor acting on behalf of the former); the main player in the segments of management and internal usage is the data controller, perhaps with the assistance of the data processor; the output segment is under the direction of the data controller and the recipient of the data; the clean-up of the data is exclusively driven by the data controller (Birnhack, 2013). It is noteworthy that, according to the above structure, the data subject appears to have a role in the processing of her personal data merely in the first stage when she is asked to consent to or decline the processing and a minor role in the last three stages where the DPD provides the data subject with the rights of access and rectification thus enabling her some power to assure that her rights are not infringed. To compensate for the limited control that the data subject can exercise over her data, the DPD has introduced mechanisms for extending that control beyond the first stage by imposing further duties to data controllers, such as keeping the data in a form which permits identification of data subjects for no longer than is necessary (Article 6(1)(e)), processing data fairly, lawfully and for legitimate purposes (Article 6(1)(a)(b)), maintaining confidentiality and security (Articles 16, 17). Nevertheless, the fact that the data subject can take active part solely in the first stage, coupled with the likelihood that in practice data controllers may not always fulfil their duties in a way that respects the data subject’s rights, demonstrate the problematic nature of this structure with respect to the data subject’s control over the processing of her personal data. In this respect, two new elements introduced by the GDPR, the proposed principle of accountability as well as the right to be forgotten, which would enable individuals to demand the erasure of their data under certain circumstances, can be seen as a means of strengthening the power of data subjects (Recital 33 and Article 8).\textsuperscript{39}

Even that limited power granted to the data subject in the form of informed, explicit and unambiguous consent, which the DPD has much relied upon, appears to be challenged by the emerging technological trends. The DPD takes as granted that data subjects are given the opportunity to make an informed decision with regard to the collection and processing of their personal data. However, new technologies collecting data in a way that bypasses the initial segment of the linear structure, namely the meeting point between the data subject and the data controller, deprive the former of exercising meaningful control. More and more data is nowadays collected in various settings and in less detectable ways (Commission of the European Communities, 2003). When technologies such as cloud computing, which is

\textsuperscript{39}The GDPR suggests that in the case of “significant imbalance between the position of the data subject and the controller,” consent cannot provide a legal basis for processing (Article 7(4)).
increasingly gaining ground, are deployed, data is no longer stored in the user’s hard disk, which, first, indicates the limitations of the DPD’s linearity assumption and, second, results in data subjects exercising less control over their data (Article 29 WP & Working Party on Police and Justice, 2009; Gellman, 2009). Frequent are also the cases where the data subject can hardly control some categories of data about herself, such as biometric, genetic, cognitive data or data related to her behaviour (PRACTIS, 2011). Industry’s practices based on tacit data, such as the example of targeted online behavioural advertisement, are gaining market power while revealing the absence of the users’ physical ability to exercise control over their personal data (Tene & Polotensky, 2012).

As explained above, the DPD assumes a technological environment where the powerful player is the data controller; in other words, the environment of Web 1.0 and the related Privacy 1.0. In the Web 2.0 environment, however, users of social networks publish and process personal data of other users – or even of other users’ ‘friends’ - in such a way that the role of the operator of a social network, in its current form, is restricted to technical control without him having control over the content of a user’s data processed by other users (Edwards & Brown, 2009; Grimmelmann, 2009). The technological and social assumptions of the DPD fail to address the way in which social networking systems operate as they merely address the relationship between the end-user and the operator of the social network. As a matter of fact, the Article 29 WP (Opinion 5/2009) concluded that the providers of social networking services should be considered data controllers and that most users act for purely personal or household purposes which are exempt from the DPD. Even though the Opinion clarifies the rights of the data subjects and the obligations of the data controllers, in terms of the users’ control over their data during their interaction with other users, the Opinion adopts an advisory approach encouraging users to first obtain the consent of their peers before uploading information related to them, without mentioning any legal safeguards. Given the increase of this kind of interaction in social networking platforms, the lack of security and confidentiality safeguards questions whether the DPD is appropriately equipped to deal with this new source of threat to individuals’ privacy.

4.4. Conclusion

Notwithstanding the fact that the definitions included in the DPD are technology neutral in terms of the language and references used, the above analysis has demonstrated the technological assumptions upon which the DPD hinges. Most importantly, the faith in robust anonymisation, which has thoroughly infiltrated the EU data protection system, involves the danger of treating data likely to be re-identified as anonymous and therefore exempt it from the ambit of the data protection regime. The emergence of re-identification techniques able to manipulate databases and link the data to the identity of an individual renders the irreversibility of the current data protection paradigm. The ‘all-or-nothing’ approach, according to which data is either anonymised or not, appears to contradict with the concept of negligibility prevailing in engineering that suggests that in practice there is no zero-risk situation and thereby data should be considered anonymised in case of a low identification risk. The danger involved in such an assumption is that the definition should be understood within a certain technological paradigm and hence it is sufficient as long as the paradigm remains the same. Once, however, the paradigm changes, the concept of non-identification will collapse and lawmakers will need to find new ways to regain the lost balance. Currently, legal perspectives on anonymisation are often solely concerned with the question of whether a certain technique meets the criteria for providing a safe harbour from the entire application of data protection rules without taking into consideration the risks involved in the implementation of such measures. In spite of the increasing number of re-identification incidents, there has not been any amendment in law addressing the processing of such data, while companies keep collecting, using and sharing (often sensitive) personal data included in supposedly anonymised databases. Furthermore, the DPD assumes a technological environment where the data controller is the powerful player, thus failing to regulate social networking environments and the rapid expansion of Big data. Given the dynamic nature of re-identification risks, which increase over time, it is essential that the law recognises the fact that data identifiability cannot be determined a priori but is rather driven by context, and therefore the line between personal and non-personal data is not fixed but depends on the constantly changing technologies.
CHAPTER 5: Hidden Technological Assumptions and Hazards of Technological Neutrality

5.1. Introduction

The widely accepted view shared among legislators that the enactment of technology neutral laws is the most suitable means of guaranteeing the sustainability of the laws while granting flexibility to the private sector often leads them to either ignore or fail to foresee the implications involved in certain technology neutral laws. Another issue arising from technology neutral laws is associated with the failure of legislators to achieve their initial goal of drafting laws that do not favour any particular technological design. The chapter begins with a brief description of the prevalent legal approaches to regulating electronic signatures whose divergences stem from the debate over the most effective manner to better address the use of electronic signatures. The different approaches focus on the question of which need should be prioritised in the context of electronic signatures - the need for promoting innovation or providing security safeguards. Although the two-tiered approach adopted by the EU legislator appears, at first glance, to combine both the technology neutral and technology specific approaches, thus combining the benefits of both, examining more thoroughly the EU Directive regulating electronic signatures reveals that technology favourism undermines its purportedly technology neutral nature. In the first place, the law seems to provide for legal acceptability of electronic signatures on a non-discriminatory basis aspiring to embrace all future technologies. Yet, the requirements laid down for the category of advanced electronic signatures demonstrate that certain technologies are favoured by being afforded special presumptions, in contrast to the legislator’s initial aim to avoid stipulating requirements that could only be met by specific technologies. The chapter proceeds with the concerns stemming from technology neutral laws in the field of surveillance and data processing activities, where technical considerations with severe practical implications are not included in primary legislation but are rather left to secondary legislation, thus reducing democratic protections. Drawing on the example of laws whose technological ambiguity involves the danger of excessive powers being granted without due process, it becomes clear that the technology neutral approach should not disregard considerations relating to activities that jeopardise individuals’ fundamental rights when establishing the appropriate legal safeguards.
5.2. Technological Neutrality and Electronic Signatures

5.2.1. Three categories of legislative approaches to electronic authentication

Electronic signatures often appear in discussions regarding technology neutral policies. The need for any legal approach to electronic authentication to balance the inherent tension between technological neutrality and technological specificity has fuelled much scholarly debate since the emergence of electronic signature laws. The debate revolves around the question of whether the laws regulating electronic signatures should remain neutral towards technology or prescribe specific legal consequences for the use of electronic authentication systems. The central source of disagreement is related to the potential for innovation that is promoted by technological neutrality, on the one hand, and the security safeguards which a technology specific legislation would provide. While the proponents of technological neutrality argue that it “fosters innovation, whereas regulating specific technologies inhibits the marketplace from continuing to develop more effective technologies than current e-sign technology” (Wright & Winn, 1999), the counterargument used by the opponents of such legislation is that technology specific laws can “boost the security industry forward, creating and standardizing the most secure and viable technology that exists” (Koger, 2001). The ways in which lawmakers have sought to accommodate the aforementioned conflicting concerns can be grouped into the following three categories.

5.2.1.1. The prescriptive approach

Following the example of the first electronic signature legislation of the State of Utah, the earliest countries to adopt such legislation endorsed the prescriptive approach mandating specific technology – digital signatures – that is, signatures based on public-key cryptography (Baker & Yeo, 1999). Although electronic authentication can be achieved in many ways, for instance, with PIN codes, pass phrases or biometrics, at the time when the first electronic signature initiatives began to emerge, the use of asymmetric or public key as a means of creating digital signatures was the most widely used and universally accepted means for securely authenticating electronic documents; therefore, early initiatives were limited to promoting and facilitating digital signature technology (Barofsky, 2000).
5.2.1.2. The minimalist or functionalist approach

Most common laws jurisdictions of the world initially adopted the technology neutral and market-oriented approach, according to which no detailed technical standards regarding the use of different authentication techniques should be imposed and thus no special presumptions were limited to PKI (public key infrastructure) or other particular technologies (Fischer, 2001). Legal recognition is granted to any electronic signature scheme as long as it meets certain general criteria that prove its capability to providing authentication (Koops, 2006). For example, the U.S. E-Sign Act 2000 provided that no electronic signatures of whatever type may be “denied legal effect, validity, or enforceability solely because it is in electronic form”. 41

5.2.1.3. The two-tier or hybrid approach

The two-tier approach is founded on a policy of limited technological neutrality but constitutes a more market-driven legislative model compared to the prescriptive one (Fischer, 2001). More specifically, at the first level, this approach grants a basic set of legal benefits to all electronic signatures, while at the second level, a broader array of benefits is provided to a class of approved technologies usually referred to as ‘secure’ or ‘qualified’ technologies, which should meet either general criteria or criteria relating to the specific techniques of asymmetric cryptography. As a result, documents authenticated by one or more of the above technologies are entitled to a more robust set of legal presumptions, such as a presumption concerning the identity of the signer or the integrity of the document’s content (Baker & Yeo, 1999).

5.2.2. Should laws governing electronic signatures be technology neutral?

Laws regulating digital signatures have sparked much criticism (Biddle, 1997; Robertson, 1998; Boss, 1999; Wright & Winn, 1999). The opponents of the prescriptive approach contend that by giving legal recognition only to one type of technology, there is a risk that technological improvements may be stymied (Electronic Commerce Expert Group, 1998). Without regard to market-oriented solutions, “favouritism” toward digital signatures is likely to prevent other superior technologies from entering the marketplace (Wright & Winn, 1999;
International Working Group On Electronic Authentication, 1999). Given the pace of technological development, the law must change every time new technologies arise that may be considered more advanced. Therefore, the role of the law should be limited to dealing with the legal effects of electronic signatures, while its goal is to “remove the barriers to electronic commerce, treat electronic communications on a par with paper communications, and not to favour one technology over another (technology neutrality) nor one business model over another (implementation neutrality)” (Boss, 1999). Based on the argument that different technologies may be preferable for different purposes, the proponents of the minimalist approach argue that the market should be left free to choose the technology and implementation scheme that best suit their particular transactions and also determine issues such as the level of security and reliability required for electronic authentication.

Contrary to the prescriptive approach, which seems to give undue benefits to a technology that is in the earliest stages of commercial use, as was the case of digital signatures when the first electronic signature laws were enacted, the primary advantage of the minimalist approach lies in the fact that it leaves room for the development of other authentication mechanisms and thus satisfies the general desire of legislators to avoid the rapid obsolescence of new laws (Biddle, 1997; Corwin, 1998). What is more, countries adopting the minimalist approach are less likely to be left outside the mainstream of technological developments internationally, which is regarded of vital significance given the lack of any internationally uniform legislative approach. For all the reasons described above, technological neutrality has become an increasingly prevalent option as a legislative approach to regulating electronic authentication (Baker & Yeo, 1999).

Despite the fact that technology neutral laws are viewed as more appropriate in the field of electronic authentication, they are not without limitations. The minimalist approach is often criticised for being too vague and thus creating too much legal uncertainty (Fischer, 2001). By granting legal recognition to all authentication techniques, technology neutral laws provide little guidance as to the criteria that an authentication means should meet in order to be considered adequately secure and hence such laws do not provide a satisfactory answer to the question of legal recognition (Koger, 2001; Koops, 2006). Given that legal certainty is key to stimulating widespread public trust in electronic transactions, a minimalist approach can have harmful effects on e-commerce. The absence of legally recognised security procedures may result in potential participants abstaining from engaging in e-commerce,
while the possible use of insecure techniques may give rise to fraudulent activities, further
decreasing confidence in e-commerce (Robertson, 1998; Boss, 1999).

Based on the argument that not all technologies necessarily require the same type of legally
defined trust infrastructure or may be afforded the same presumption of security and
integrity, the opponents of the minimalist approach claim that it fails to establish a reliable
security infrastructure (Baker & Yeo, 1999). A known and reliable authentication mechanism
with established legal consequences is regarded a necessary prerequisite for the continued
expansion of e-commerce, which can merely be achieved through detailed technical standards
(Kuner, 1999). However, it is difficult for legislators to accord specific and meaningful legal
consequences to the use of electronic authentication techniques that are not yet even
conceived. On the contrary, the security and reliability of already known techniques enable
lawmakers to grant greater legal benefits to the use of those techniques. That was the reason
why, when the first electronic authentication laws appeared, the supporters of the “technology
movement” argued that legal recognition should only be limited to digital signatures (Kuner,
1998; Blythe, 2005). At the time, digital signatures were seen as the only technical concept
that could satisfy the high technical security standards required in e-commerce by
guaranteeing authenticity and integrity. As stated by the CEO of a U.S. Certification
Authority, digital signatures are “security tools that are backed by stringent policies and
procedures allowing people to trust the authenticity and enforceability of electronic
transactions”.

5.2.3. Technological neutrality of the EU legal framework surrounding the electronic
signatures

After several European countries began to independently enact electronic signature laws in
the late 1990s, the EU issued the Directive on a Community Framework for Electronic
Signatures (e-Signatures Directive)\(^{43}\) in 1999. In order to reach a middle ground between
technology neutral and technology specific approaches, the Directive adopted a two-tiered
approach in defining the legal effects of an electronic signature. On the one hand, it provides
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legal acceptability of electronic signatures in general on a non-discriminatory basis.\textsuperscript{44} On the other hand, the Directive distinguishes between basic and advanced electronic signatures, with the latter being admissible in legal proceedings and requiring a greater level of security than the former. An ‘advanced’ electronic signature should be based upon a ‘qualified certificate’ – a certificate that meets specific security standards – issued by a qualified ‘certification-service-provider’ and generated using a ‘secure-signature-creation device’.\textsuperscript{45} The specific requirements for a qualified certificate, certification-service-provider and ‘secure-signature-creation are laid down in the Annexes of the Directive.

As indicated in Recital 8, according to which “\textit{rapid technological development and the global character of the Internet necessitate an approach which is open to various technologies and services capable of authenticating data electronically}”, the legislators’ aim was to maintain both the elements of a technology neutral approach – sustainability and innovation. The advantage of the hybrid approach adopted by the EU Directive is that it combines the benefits of both the aforementioned approaches. Not only does it ensure a level of legal certainty, which is necessary to build and maintain trust in e-commerce, but it also appears to be flexible and adaptable to new technological developments (Fischer, 2001). However, critics of this approach argue that it involves excessive government regulation as it seems to overprotect certain technologies at the expense of innovation and hence it does not permit sufficient breathing room for market forces (Baker & Yeo, 1999). As a matter of fact, only the first level of the Directive accepts electronic signatures on a technology neutral basis. The approach taken by the Directive has been criticised for promoting ‘technological favouritism’ on the grounds that if the criteria listed in the Annexes were met, then certain favoured technologies would be afforded special presumptions, such as the presumption of authenticity (Barofsky, 2000). At the time of the Directive’s drafting, that presumption could be limited functionally to digital signatures as qualified certificates were unique to PKI technology. Even though the Directive is at first level concerned with the function of authentication technologies, not with specific technologies, its technology specific approach is illustrated in the requirements for advanced electronic signatures, which are closely related to the technology of digital signatures, and thus the Directive’s emphasis on attainment of security does seem to implicitly support the use of more sophisticated and security-minded technologies such as PKI (Wright & Winn, 1999; Blythe, 2005; Koops, 2006). Therefore,

\textsuperscript{44}See Article 5
\textsuperscript{45}See Articles 2, 5
otherwise ‘secure’ authentication mechanisms that are not based on a ‘qualified certificate’ or created by a ‘secure-signature-creation device’ appear to fall short of presumptive validity and would not enjoy equality with digital signatures (Corwin, 1998). By giving technology-specific rules for a certain type of electronic signatures, the Directive seems to have missed its target to be technology neutral.

Although the legislators of the EU Signature Directive intended to draft a technology neutral law able to embrace all the future technologies, fifteen years later the Directive was replaced by a new legislation – the eIDAS Regulation46 – on the grounds that, amongst others, the Directive did not cover new technologies having emerged since 1999, such as mobile or cloud signing (European Commission, 2014). The eIDAS Regulation follows the same approach to be technology neutral by claiming to avoid requirements that could only be met by a specific technology, thus avoiding precluding any of the existing or emerging technologies (ABC4Trust, 2013; European Commission, 2014). To this end, the Regulation is broader in scope as it does not only regulate electronic signatures but contains EU-wide rules concerning trust services, such as the creation and verification of electronic seals, electronic time stamps, registered electronic delivery services, as well as the creation and validation for website authentication. However, little has changed as regards the electronic signatures under eIDAS compared to the e-Signature Directive. Apart from the terminology that has been amended – a ‘secure signature creation device’ becomes a ‘qualified signature creation device’ – and the concept of ‘qualified electronic signature’ that has been introduced47, the definitions largely match. It is noteworthy that the security requirements for electronic signatures are essentially similar to those of the Directive though clarified and laid down in more detail48 (Livesey, 2012; Brazell, 2016). The same technology specific approach seems to have been adopted with respect to all trust services as more technical standards relating to every aspect of the certification and qualification processes, including preservation (archiving) services, have been introduced.49

47 See Article 3
48 See Articles 26, 29, 30, 32, 33, 34
5.3. Technological Neutrality and Surveillance Laws

5.3.1. Should laws governing surveillance activities be technology neutral?

As is the case with all technology-related laws, when drafting surveillance laws legislators encounter the dilemma of choosing between technology neutral and technology specific language. In the majority of the cases, the great challenge of lawmaking to keep up with the latest advances in technology results in legislators embracing technological neutrality as a principle, which should only be infringed for exceptional reasons (Sales, 2009). By writing technology neutral provisions that only describe the general characteristics, the effects and the purposes of a technology without referring to the specific features or functions of a particular type of technology, legislators manage to keep the law open to new technological developments. Those who espouse technological neutrality argue that technology specific provisions become not only anachronistic but also under-inclusive as time goes by, since the targeted technology will either evolve into a new form or be replaced by new technologies, none of which will be covered by technology specific provisions (Reed, 2007). Furthermore, technological neutrality also seems to satisfy the need for consistency, that is, the need to treat similar technologies alike without leaving certain technologies unregulated (Van der Haar, 2007). Another argument in favour of technological neutrality is associated with the recognition of institutional shortcomings. Legislators who draft high-level laws are not necessarily equipped to understand complicated technological details, which are thoroughly analysed by further guidelines and implementing acts (Berkowitz, 2007).

Although technological neutrality may be the most appropriate choice in certain contexts, the blind adherence to this approach can generate undesirable effects or even involve hidden hazards in the surveillance context. A close examination of the arguments supporting technological neutrality reveals some underappreciated logical flaws and gaps (Moses, 2007; Ohm, 2010). For instance, by trying to avoid the aforementioned problem of under-inclusiveness technology neutral provisions often tend to reach the other extreme permitting over-inclusiveness due to the open-textured and vague terms used in such provisions, which leave wide margins for interpretation. Besides, when a law expands over time, the grounds on which it was initially based cannot always remain tenable under different circumstances (Ohm, 2010). This holds true, for example, with regard to the way a technology impacts on the right to privacy; over the course of the years, changing technology brings new challenges.
to privacy. By applying the same rules to any technology developed in the future, irrespective of how it operates or where it is deployed, technology neutral laws may refrain from discriminating against certain technologies, but in this way they fail to take into account the specific characteristics or effects of certain technologies that need to be treated differently (Kerr, 2004; Solove, 2004; Nissenbaum, 2009). The proponents of technological specificity argue that legislators should first study a specific technology and then tailor the law to the idiosyncrasies of the specific context in order to avoid future unforeseen effects, especially when specific new forms of technology enable both new methods for committing crime and new forms of surveillance (Kerr, 2004; Ohm, 2010). As illustrated in the work of Balkin & Levinson (2006), “new technologies of surveillance, data storage, and computation” have given rise to the so-called “National Surveillance State”, where the amount of intelligence and surveillance the government conducts in the name of protecting national security has significantly increased.

Contrary to technology neutral surveillance laws that deprive the legislature of the power to exert oversight over the surveillance activities of the executive, technology specific laws force the executive to consult with legislators in the case of significant technological amendments, leading to a more participatory democratic oversight to the conduct of national surveillance, able to prevent possible surveillance abuses or excesses (Ohm, 2010). Another underappreciated benefit that technology specific laws serve, and which is commonly presented as a downside, is the fact that their validity lasts the same amount of time as the technologies they regulate. For example, a law that governs only the use of the telephone will not also govern the use of the Internet. Once new technologies are introduced, a technology specific law needs to be replaced. In this regard, technology specific laws seem to operate as traditional sunset provisions, that is, provisions within a law that cease to have effects after a specific date, unless legislative action is taken to extend them. What is more, technology specific laws seem also to satisfy the reasons for which legislators enact sunset provisions. According to Jacob Gersen (2007), the aim of sunset provisions is to offset asymmetries, reduce error costs in the face of uncertainty and correct limits of cognitive bias; likewise, the role of technology specific laws lies in clarifying the doubt and uncertainty regarding the evolution of a specific technology. More importantly, technology specific laws do not expire

---

50See below the privacy concerns related to technological neutrality when applied to traffic data.
after a fixed period but whenever technological changes call for a re-evaluation of the circumstances that first led to their enactment.

5.3.2. Hazards of adopting a technology neutral approach to regulating lawful access to traffic data

The traditional technology-related laws were established with traditional technological environments in mind, such as the plain old telephone systems (POTS). This is reflected, for example, in the words of Lord Taylor of Holbeach, who commented on the Regulation of Investigatory Powers Act (RIPA) 2000, as follows: “Much of it relates to fixed line or mobile telephony, so it also covers web-based email and social media communications” (House of Lords, 2014). Similar approach was adopted by the Canadian government while ratifying the Convention on Cybercrime 2001, when it suggested that all telecommunications services should be treated alike based on the fact that “the standard for Internet traffic data should be more in line with that required for telephone records and dial number recorders in light of the lower expectation of privacy in a telephone number or Internet address, as opposed to the content of a communication” (Government of Canada, 2002). In the days of POTS, there was a clear distinction between the content of communications and traffic data (e.g. calling numbers, numbers called, call duration etc.), which was considered derivative and did not require strong legal protection. On the contrary, the content of communications was regarded sensitive and therefore any breach of confidentiality required constraints, such as politician-authorised warrants in the UK or judicial warrants in the U.S. Since 2000, governments have been updating their legislative frameworks to apply to modern communications infrastructures, but there has been widely noticed a trend towards the use of ambiguous terminology that barely takes into account the challenges that new technologies bring about. Instead of acknowledging that changing technological environments “alter the habitat of a policy” and hence new policies need to reflect the specific characteristics of the new environment, the policy language developed under the POTS has been sustained through technology neutral laws (Escudero-Pascual & Hosein, 2004).

The dangerous consequences of applying old protections to new communications infrastructures are clearly illustrated in the case of the investigative powers of access to traffic data and, more specifically, in the way the latter has been treated by the law. As demonstrated in the work of Escudero-Pascual & Hosein, who used a set of data records from different
communications infrastructures in order to show the varying levels of details that can be derived from that data that can be accessed by law enforcement powers, “traffic data’s constitution differs by communications medium” (Escudero-Pascual & Hosein, 2002). Given that the more sophisticated a communications medium is, the more information can be deduced by traffic data, updating legal definitions of traffic data ignoring the technical details and the increased sensitivity of such data, in the name of technological neutrality, seems to be quite problematic. If different data can be obtained when shifting between infrastructures, one can imagine the extent to which the problem is exacerbated in the case of converging infrastructures (e.g. mobile communications systems magnify the sensitivity of traffic data).

Analysing the privacy concerns of technological neutrality when applied to traffic data, Escudero-Pascual & Hosein argue that this approach is likely not only to provide access to a greater amount of data under a weak regime of protection, but may also “create a shift in the perception of the process of collection”; the data collected depends on both the infrastructure and the means of collection. The quest of technological neutrality involves the risk of surveillance laws also becoming ‘content-neutral’ focusing on whether the information gathered can be obtained by a certain technology instead of examining whether that information is content or not.

The Council of Europe has acknowledged that governments should take into consideration the high sensitivity of traffic data when establishing the appropriate legal safeguards because of the breadth of traffic data whose collection may “permit the compilation of a profile of a person’s interests, associates and social context” (Council of Europe, 2001). In fact, traffic data analysis generates more and more sensitive information about an individual’s interactions, often disclosing as much as would be discernible from the content of communications. The increased volume of communications, coupled with the increased ability of the law enforcement agencies to collect and process these communications at a faster pace and on more individuals, can give a great deal of intelligence to draw a map of human relationships (Escudero, 2001). The ability, for instance, to locate and track individuals via mobile phones, which was not available in the past, can provide the Agencies with a large amount of information. It has been suggested that if an Agency combines the traffic data (e.g. who, when, where) of the 100 emails, 50 Internet pages and 20 text messages that an individual might now send or browse in one day, it will have a much richer picture compared to the information it would have acquired from the 10 phone calls and one letter an individual might have sent 25 years ago (Intelligence and Security Committee, 2015).
Current policies acknowledge that the distinction between the content of communications and traffic data provided in 2000 by RIPA, which defined the latter as the basic ‘who, where and when’ of a communication without defining any other categories of communications, is no longer meaningful as it is now considered to be “technologically obsolete”.\(^{51}\) However, there has not yet been any successful attempt to draw a clear line between the content and traffic data nor has any surveillance law so far taken into account the meaningful information that can be derived from the patterns of a communication and the interaction between individuals. Even though the Data Retention and Investigatory Powers Act (DRIPA) 2014 listed the specific types of data that can be ordered to be retained, there has been a move towards more generality and obscurity in the amendment made by the Counter-Terrorism and Security Act 2015 to cover IP resolution data.\(^{52}\) The differences are also “incredibly blurred” in the draft Investigatory Powers Bill which, despite its intention to distinguish between the delivery mechanism of the communications data and the content itself, eventually fails to do so, thus possibly resulting in service providers capturing everything just in case something falls under the former category (Science and Technology Committee, 2015). The draft Bill has been criticised for being based upon “a fundamental misconceptualisation”\(^{53}\) of the significance of communications data, as it treats communications data as less sensitive and makes no reference to the three definitional categories of data identified by the Select Committee which dealt with the bulk collection of data by GCHQ – one that was clearly metadata, one that was clearly content and a grey area termed ‘communications data plus’\(^{54}\) (Science and Technology Committee, 2015). When the Home Secretary was inquired by the Intelligence and Security Committee (ISC) of the Parliament about that distinction, she responded that the nature of communications data is not similar to that of the content and therefore the same process should not be applied, while, in terms of the volume of communications data, the Home Secretary claimed that there has not been such a significant change that should in itself require a different approach. The same position was held by the Agencies which stated that looking at the content of a communication is much more intrusive and that the analysis of the

\(^{51}\) A term used by the then Chair of the Equality and Human Rights Commission, Baroness O’Neill, during the oral evidence provided to the Intelligence and Security Committee on 14\(^{th}\) October 2014.

\(^{52}\) See Article 2 (3) (b)

\(^{53}\) Oral evidence of Dr Joss Wright on the technological aspects of the Investigatory Powers Bill provided to the Science and Technology Committee of the Parliament on 10\(^{th}\) November 2015.

communications data helps to reduce intrusion by improving the targeting of more intrusive capabilities. Due to the confusion as to what should be treated as communications data and what as content, particularly in relation to Internet communications and web browsing histories, the ISC has pointed out the need for greater clarity and transparency around the different categories of information in the Bill (Intelligence and Security Committee, 2015).

5.3.3. Excessive powers granted through technological neutrality

A concern often raised with respect to technology neutral policies is that primary legislation in the fields of surveillance and data processing activities does not contain a sufficient level of detail to allow Parliament to scrutinise the proposed measures effectively. In practice, technology neutral laws shift the decisions relating to the technical details to secondary legislation, statutory instruments and their equivalents, which face far less parliamentary scrutiny than primary legislation, while the debates about them are often poorly attended (Whitley, 2013). Nevertheless, the fact that detailed considerations, which may have more severe practical implications, are left to unnamed technocrats and civil servants rather than the elected legislature is inherently problematic and renders those laws potentially subject to abuse. This trend towards shifting crucial decisions to secondary legislation is reflected in the following words: “We are shifting our legislation to the Executive, effectively, in relying so heavily on secondary legislation, and I think there needs to be greater scrutiny” (House of Lords Select Committee on the Constitution, 2009). It has been suggested that government’s powers should be set out in primary legislation, otherwise there lurks the danger that new powers are granted through technological ambiguity rather than clear debate and process, thus reducing democratic protections and oversight (Escudero-Pascual & Hosein, 2004). In this way, policies set in technology neutral language appear to be to the advantage of policy makers as it is highly possible that “Agencies will be directed to take advantage of new, technology neutral standards for intelligence gathering” (Ashcroft, 2001).

An illustrative example of what has been described as “an excessive delegation of powers” is the technology neutral approach adopted in the Identity Cards Act 2006, which introduced a National Identity Scheme that would include the use of biometrics and would be based on a centralised National Identity Register containing the details of all UK citizens (The Identity Projects, 2005). The Identity Cards Act has been strongly criticised for leaving the implementation details of the Scheme to secondary legislation, in spite of the impact on the
relationship between the individual and the State that it would entail (The Identity Projects, 2007). For instance, the statutory purposes of the Act were drawn in broad and flexible terms, such as “for the purpose of securing the efficient and effective provision of public services”\(^{55}\), while the biometrics to be stored by the Government were not specified, thus leaving some significant details (e.g. whether iris or face biometrics could be taken and recorded) to be added at the procurement stage. Another example of the hazards hidden in a technology neutral surveillance law is the case of the Communications Data Bill 2012. In order to draft future-proofed and flexible legislation able to accommodate future technological innovations of the communications industry, legislators chose to grant “excessively broad powers” to the Secretary of State, who could impose specific requirements regarding data retention with “secret notices” (Anderson, 2015). The Bill was scrutinised by the Parliamentary Joint Committee, which stressed the need for the Bill to be narrowed to cover only the gaps so far identified: “An undertaking, whether by officials or by ministers, that a power will be used only to a limited extent, is of little value. Once a power is on the statute book, it is available to be used, and also to be misused or abused, at any time in the future” (House of Lords & House of Commons Joint Committee on Draft Communications Data Bill, 2013).

Similar criticism has been expressed with regard to the data retention powers under DRIPA, which are exercisable by notice from the Secretary of the State to public telecommunications providers. On the grounds that revealing any details about the notices would jeopardise national security, the Government declined to reveal such details even to the court that heard the DRIPA judicial review (Smith, 2015). More recently, critics have targeted the technology neutral language used in the draft Investigatory Powers Bill for not only leading to “an enormous extension of the overt reach of the state”\(^{56}\) but also does not contain any provision for a judicial review procedure to sit behind the warrant for bulk collection of personal data since the judge will only be looking at the investigatory process and not the legitimacy of the reasons for the data collection (Science and Technology Committee, 2015). While scrutinising the Bill, the Intelligence and Security Committee of the Parliament considered it unacceptable to rely on internal policies or Codes of Practice and therefore leaving the safeguards up to the Agencies “as a matter of good practice”. In order to highlight the need for clarity and assurance, which the Bill seems to fail to provide, the Committee proposed the

\(^{55}\) Identity Cards Act 2006, Article 1(4)(e)

\(^{56}\) Oral evidence of Professor Ross Anderson on the technological aspects of the Investigatory Powers Bill provided to the Science and Technology Committee of the Parliament on 10\(^{th}\) November 2015.
enactment of a new Act of the Parliament that should clearly set out the purpose, scale and use of the intrusive powers of the intelligence and security Agencies, while it added that this Act should be distinct from the legal framework governing police and law enforcement authorities as the latter conduct different activities from those conducted by the Agencies (Intelligence and Security Committee, 2015).

5.4. Conclusion

As the above analysis has indicated, given the underappreciated flaws in the arguments in favour of the technology neutral approach, dogmatically embracing the principle of technological neutrality often carries the risk of abandoning legal certainty and clarity with severe implications to the rights to privacy or security. Instead of treating technological neutrality as a default choice or a freestanding principle, it would be wiser to rather consider it as one of the two legislative paths that should be followed depending on the circumstances. In the cases when technology neutral provisions prove to be potentially hazardous, such as in the field of invasive powers where unanticipated activity may inappropriately fall into scope in the future, technology specific laws seem to be the most suitable way to balance the government’s need to provide security with the individual’s right to privacy. The potential abuse of the Executive’s surveillance powers in the absence of proper oversight, combined with the impact of such powers on fundamental rights, may render the need for a clear understanding of the powers authorised more significant than the need for future-proofing. If the law fails to keep up with technological change, in an area of this sensitivity, the Government ought to re-evaluate the new circumstances and accordingly grant new, extended or reduced powers (Anderson, 2015). As stated by Professor Ross Anderson,\(^\text{57}\) in an attempt to highlight the dangers involved in drafting future-proofed surveillance laws and the need for those laws to be frequently revised: “You cannot expect to have a Bill that will last for 25 years”.

At the same time, however, the implementation challenges of embracing the technology specific approach should be also borne in mind. Once legislators decide to create a technology specific law, they will struggle to describe the technology at the proper level of specificity. To make the right decision about how specific a law should be, it is essential that lawmakers gather accurate and complete information about the technologies to be regulated.

\(^{57}\text{Id.}\)
so as to understand how these technologies operate or how they have been deployed. Striking the right balance between breadth and specificity can be difficult; laws should refer to a certain technology in such detail that allows for the benefits of technological specificity but also generally enough to prevent the need to revisit the law every six months. The second practical difficulty is associated with the clear advantage of technological neutrality over technological specificity, that is, longevity. As technology progresses, technology specific laws expire, quickly or gradually, creating a lack of legal guidance deregulating surveillance, security and privacy protection. This lack of legal certainty during the transition period, however, can be dealt with the existence of background rules that step in to fill the void. Background rules tend to be technology neutral and they apply when technology specific laws expire precisely because they are not closely linked to any particular technology; without technology neutral background rules, the enactment of technology specific laws would be impossible (Escudero-Pascual & Hosein, 2004).
CHAPTER 6: Need for Legal Specificity - The Example of Deep Packet Inspection

6.1. Introduction

Deep Packet Inspection (DPI) is a technique that has been used for several years to maintain the security and integrity of networks, which allows Internet Service Providers (ISPs) to peer into the digital packets that compose a message or transmissions over a network and search for possible threats (Office of the Privacy Commissioner of Canada, 2013). DPI is a type of data processing that looks in detail at the contents of the data being sent and re-routes it accordingly, making sure that a feed of data is supplying content in the right format, or is free of viruses (Geere, 2012). DPI involves inspection points being set up at places on the network, which are not endpoints; DPI technology permits ISPs to look into the content of the packets being sent over the network and act on that information depending on whether it conforms to certain security criteria (Van Eijk & Van Engers, 2010). Potential advantages of DPI Internet monitoring mentioned in the literature include bandwidth management by network providers in order to optimize the network transmission speed and the use for spam filters and virus filters. When a network provider engages in deep packet inspection, it does the equivalent of opening up letters in a postal depot, and reading the contents. Software is used to scan the contents of each packet (and sometimes log it), and then a packet can be re-routed (or dumped entirely) if it passes certain criteria. Those criteria could be the presence of a virus, or just prioritisation of certain types of traffic that are extremely bandwidth-dependent (Mochalski & Schulze, 2009).

DPI is a controversial technique because the legality of its use depends on who is using it, how it is being used and the purpose for which it is being used. Given that not only is the owner of the network infrastructure able to observe the content of the information being sent but can even manipulate the information received over the network, DPI might infringe the principle of confidentiality of communications while it also challenges the open and egalitarian character of the Internet. What is more, the use of DPI technology seems to generate prima facie privacy concerns as it has the potential to provide ISPs or other entities with wide access to huge amounts of personal information (Daly, 2010). Without strict
limitations to preserve user privacy, this sort of deep data filtering can significantly impair a user’s ability to remain anonymous online (Warwo, 2012). Despite the fact that DPI was originally intended as a means of safeguarding the network by intercepting malicious programmes being sent over the Internet before they reached the end-users, DPI technology has also been put to other uses, such as targeted advertising and government surveillance. DPI allows third parties to draw inferences with respect to one’s interests, purchasing habits or other activities and thus targeted advertising is based on one’s behaviour while browsing the Internet (Bendrath, 2009). In addition, DPI can be used for purposes of criminal investigations, and thus enables governments to monitor communication by capturing and recording packets in the name of national security (Anderson, 2007). A key notion for the legal use of DPI is transparency, which constitutes a requirement for the legitimate processing of personal data according to the DPD. Therefore, if ISPs inform their customers (the ‘data subjects’) of the use of DPI technology, and seek their consent on an opt-in basis before their data is processed, in this case DPI might provide some privacy guarantees; however, as far as sensitive personal data is concerned, the use of DPI still remains problematic, even if ISPs meet the above transparency requirements (Daly, 2010). The problematic nature of DPI techniques in terms of the discretion granted to ISPs when applying security measures is the focal point of this chapter, which examines the implications of such techniques to individual’s privacy. To this end, the chapter starts with explaining the way DPI works providing technical details that shed light to the intrusive character of DPI techniques and the hazards involved in its implementation if used inappropriately. After presenting examples indicative of the problematic nature of DPI, the chapter proceeds with the legal safeguards that should be taken into consideration when making laws concerning techniques that have the potential to impact on individuals’ fundamental rights and violate the basic principles of Internet governance.

6.2. Deep Packet Inspection: Overview

6.2.1. Packet header and packet payload

The demarcation line between the packet header and the packet payload is a fundamental aspect of the definition of DPI. To begin with, when data are transferred over the Internet, they are broken down into multiple packets – units of binary data capable of being routed
through a computer network – and then reassembled to the original data chunk once they reach their destination; each unit transmitted includes both a header and a payload. Internet packets do not have only a single header and payload; instead, there is a packet header and payload at each layer of the multi-layered Internet architecture that can be found in each network-connected host (Mochalski & Schulze, 2009). The header contains transmission-related instructions about the data carried by the packet, which tell routers how to handle and forward the packet along to its destination. Header information often includes the packet’s total length, originating address (where the packet came from), destination address (where the packet is going), sequence number (which packet this is in a sequence of packets), protocol (what type of packet is being transmitted, e.g. e-mail, web page, stream video). The payload, also called the body or data of a packet, is the cargo of a data transmission. The payload payload contains information about the actual content the packet carries, what application is sending the data, whether the contents are themselves encrypted (Fuchs, 2013b). More specifically, the payload consists of application data (e-mail text, URL, website content, chat message, video content, image content etc.) as well as application header (application programme version, e-mail address sender/receiver etc.). In a network packet, headers are appended to the payload for transport and then discarded at their destination.

In order to better understand the distinction between the packet header and packet payload, a brief analysis of the structure of the most widely used communication standard, the TCP/IP, is necessary. The TCP/IP networking model was developed over thirty years ago to standardise how network devices communicate in an interoperable fashion (Tanenbaum & Wetherall, 2010). The TCP/IP protocol suite comprises four layers – link, network, transport and application – plus the physical layer over which the model runs, each of which implements a subset of functions necessary for end-to-end data transmission. The physical layer defines the actual media over which the data are being transmitted; the link layer formats the packet so that it can be sent from its point of origin to its destination, or where necessary to the next router towards the destination; the network layer is responsible for the packet’s addressing and routing; the transport layer organises the data transmission process in several sequential steps by segmenting data from upper levels and reassembling the data flow into smaller units, and (in the case of TCP) establishes a connection between the
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58 The Code of Practice for the Acquisition and Disclosure of Communications Data (2003) provides that the part before the first slash in a website address is communications data, and what comes after the first slash is content; therefore, full URLs are regarded as content.

59 In order for the data to be transmitted within and across the network, communication standards are needed.

60 TCP stands for Transmission Control Protocol and IP for Internet Protocol.
packets’ sender(s) and recipient(s); the application layer interacts with the software applications that are making a data request. The first three layers - link, network and transport - each adds a header to the packet, whereas the application layer manages the packet payload (Cooper, 2011). The transport layer lies between the network layer and the application layer, and thus a transport header exists between the IP packet header and the packet payload. The transport header indicates the source and destination applications at the communicating endpoints, e.g. a web browser and a web server, and these are identified by ‘port numbers’, with certain applications generally (but not always) using well-known port numbers, such as port 80 for unencrypted web (HTTP\textsuperscript{61} protocol) traffic (Bendrath & Mueller, 2011). One form of metadata for network traffic is the so-called ‘5-tuple’ which is commonly used in various networking contexts to identify specific application flows. A 5-tuple refers to a set of values that comprise a TCP/IP connection and is the combination of source and destination IP addresses and ports, together with the protocol in use (Chen et al., 2010).

6.2.2. The different types of packet inspection

Depending on the TCP/IP layers that packet inspection technologies can analyse, there are three ‘classes’ of these technologies that are used in networking environments; shallow, medium and deep in the sense of whole packet inspection (Porter, 2010). The TCP/IP model can be used to express the extent of information that inspection technologies can derive from packets; the closer such a technology comes to examining the application layer part of the payload, and the further it looks into the payload, the more information it can learn about the packet passing through the inspection device (Parsons, 2008). Shallow Packet Inspection (SPI) examines the packet’s IP and transport header information to decide whether to allow the packet to pass. It might make a decision to only allow traffic to port 80 or 443 (the well-known ports for plain or encrypted web traffic) to certain IP addresses. Or it might check the destination IP address against a blacklist (e.g. of known malware command and control servers); if the IP address is on the blacklist, the packet is not delivered. With SPI it is not possible to peer inside a packet’s payload to survey the packet’s content (Daly, 2010). If an SPI system notes information about a packet, and uses that to influence decisions on future packets seen, it is known as a ‘stateful packet inspection’ system; an example is that such a system may let UDP traffic out, and only allow UDP traffic back in to its network that match the traffic sent out. The second class of packet inspection technologies – Medium Packet

\textsuperscript{61} HTTP stands for Hypertext Transfer Protocol.
Inspection (MPI) - involves the use of application proxies, devices that act as intermediaries between end-users’ computers and Internet gateways, through which all the traffic passes. An example might be a web cache or proxy, used by an ISP or a site such as a university campus network. Application proxies examine packet headers and a small amount of payload against parse-lists for particular representations; every parse-list contains a set of representations. MPI devices decide whether a specific packet-type is permissible or not according to its data format type and its associated location on the Internet. Due to their ability to read the application commands located within the application layer as well the file formats in the presentation layer, MPI devices can prevent users from receiving specific types of files or prioritize specific files over others (Parsons, 2008).

Whereas MPI devices have very limited application awareness, DPI devices are designed to allow ISPs using them to precisely identify the origin and – more importantly – the content of each packet that passes through their networks. DPI devices can examine all the headers as well as the whole content of the messages due to their ability to look at every layer of the TCP/IP model (Fuchs, 2013a; Office of the Privacy Commissioner of Canada, 2009). Whole packet inspection technologies enable ISPs to gain greater control over every facet of their network operations (Cooper, 2011). Many of the functions provided by DPI technology have been available before; what differentiates DPI from other technologies are the following unique characteristics. First, in addition to inspecting the packet header, not only can DPI use any part of the packet for detection, but it also looks for patterns across multiple packets (Mochalski & Schulze, 2009). Another key feature of DPI is that, unlike several applications that scan digital content stored on servers or computers, DPI scans information in motion, not information at rest. The scanning of data packets takes place in real time; that is why DPI is much faster than its predecessors (Artan & Chao, 2007). What is more, DPI equipment allows network operators to make decisions that involve more than merely where to forward the packet; network operators monitor the content of data packets in real-time and make decisions about how to handle them (Parsons, 2012).

6.2.3. DPI capabilities

DPI technology is widely recognised as a powerful tool used for inspecting, deterring and deflecting malicious attacks over the network (Abuhmed et al., 2008). The exact meaning of DPI, however, is quite vague since it is not a standardised technology; the way it is deployed
is not usually disclosed as it is considered the proprietary information of each DPI vendor (Moon & Kim, 2014). DPI allows for visibility into the application layer as DPI devices can look at the actual data traversing the network rather than just keeping track of connection information, and thus understand what the application is on that network flow (whether it is a video, file transfer, low-bandwidth gaming, text communication etc.). By stripping off the headers, DPI devices can use the resulting payload to extract information from traffic that varies by application type; IP addresses and URLs from HTTP traffic, SIP numbers from VoIP calls, file names of P2P files, and chat channels for instant messages.

DPI has become an essential tool for network operators in their effort to obtain an in-depth knowledge of the underlying traffic composition and dynamics and thus be able to intervene in the management of that traffic. Specific applications can be passive aiming solely at giving the operator greater visibility, which is crucial for investment or pricing decisions, capacity planning etc. (Mueller, 2011). When active elements are added to passive applications, DPI can contribute to bandwidth regulation or congestion response; DPI enables operators to discriminate among different types of traffic in order to provide satisfactory quality of service, or to throttle down excessive traffic (Renals & Jacoby, 2009). When the recognition capability of DPI technology is combined with the manipulation capability, ISPs can prioritise (or de-prioritise) specific protocols, services or users. This market opportunity created by deeper and more granular traffic inspection allows ISPs to differentiate the online experience of individual users not only by bandwidth tiers, but on application and content bases as well; ISPs may apply different charging policies, traffic shaping, or offer quality of service guarantees to selected users or applications (Antonello et al., 2012). An example of deploying DPI technology for such purposes is given by the Cisco Service Control Engine, which segments its customer base in order to provide individualised services to differing demographic ‘clusters’ by combining DPI with specific subscriber identification (Frieden, 2008). DPI has been described as “a potentially disruptive technology” (Bendrath & Mueller, 2011) as DPI used by ISPs can result in a violation of longstanding standards, such as net neutrality, and create a tiered Internet, which disadvantages certain users and application types, and is controlled by large companies (Fuchs, 2013a).

---

62 When an application running on a user’s computer initiates a communication with another computer on the Internet, the sequence of packets exchanged between the two computers is known as a flow. Each individual user and many applications can sustain multiple flows simultaneously.
6.2.4. Depth & breadth of Deep Packet Inspection

6.2.4.1. The depth of Deep Packet Inspection

There has been some controversy about how ‘deep’ the inspection of packets should be for it to qualify as DPI. Although the most widely adopted definition of DPI makes a distinction between packet headers and packet payload, the conception of ‘deep’ in terms of inspecting network traffic often varies. The strictest conception of ‘deep’ describes DPI as the use of any data other than the destination IP addresses (Bowman, 2009), while a slightly more expansive conception draws a line between IP headers and the rest of the packet (Reed, 2008). As a matter of fact, the depth of DPI – the extent to which DPI tools delve into individual packets - measures how much of each packet is subjected to the abovementioned pattern matching process (Cooper, 2007). The choice of ISPs in terms of how deep the packet inspection should depend on each DPI application - some DPI uses require the inspection of only some portions of the packet payload and some other the inspection of the entire payload - as well as the perceived accuracy of each alternative.

For instance, when DPI is used to identify P2P protocols as part of congestion management or prioritised service offering, it may be sufficient to inspect only a part of the payload since the P2P protocol names are always visible at the same location inside the packet (Mochalski & Schulze, 2009). In case an ISP wants to generate usage data about the amount of email traffic on its network, the ISP could choose to inspect only port numbers to identify common email ports in case the application uses the commonly used port, or it could inspect entire payloads to look for well-known email protocol signatures. However, other uses such as blocking viruses, filtering objectionable content, or behavioural advertising, necessitate the inspection of the entire packet payload in order to determine if the network traffic matches a virus signature or a content fingerprint, or contains information that indicates a particular user’s interest. An example of DPI’s depth in terms of network security is the product of DPI vendor Dell SonicWall, Dell SonicWALL’s Reassembly-Free Deep Packet Inspection. As mentioned on the company’s website, DPI engine is capable of determining exactly what applications are being used and who is using them by scanning “every byte of every packet of all network traffic”; in order to protect networks against the sophisticated attacks that target
application vulnerabilities, “all downloaded, emailed and compressed files are examined at the application layer”.63

6.2.4.2. The breadth of Deep Packet Inspection

Another concept worth mentioning is the ‘breadth’ of packet inspection, which refers to the number of packets inspected in a flow as well as the total number of subscribers whose packets pass through a DPI engine (Cooper, 2007). As far as the number of packets is concerned, conducting a pattern match on only the first few packets in a flow may provide sufficient information to the ISPs; for instance, when filtering content of particular types or when trying to spot the start-up of a P2P session, the ISP can inspect only the first packet and then apply its rules to the entire flow without further inspecting the rest of the packets. Similarly, some networks experience congestion much more frequently in one direction (upstream or downstream); ISPs can limit their DPI use to the relevant direction only thus limiting the number of packets that get inspected. Two examples indicative of the breadth-related design decisions are those of the behavioural advertising companies Phorm and NebuAd; although DPI was deployed for the same purpose, the breadth of packets involved in Phorm’s system was far greater than that of the NebuAd system. Whereas the system used by NebuAd firm required inspection only in one direction (it captured only URLs and search terms), Phorm inspected traffic flowing in both directions, collecting data about both the user’s website request (URLs and search terms) and the website content sent to the user (Clayton, 2008; McCullagh, 2008).

The purpose for which DPI technology is deployed also defines the number of subscribers whose packets are inspected; ISPs can deploy DPI throughout the network so that all subscribers’ packets are subjected to inspection, or they may selectively deploy it on certain groups of subscribers or at certain network nodes. A sample of network nodes may be sufficient to give an ISP an indication of how many subscribers are using the network or to diagnose a specific problem,64 but behavioural advertising or content filtering may require the monitoring of every single subscriber. In addition to DPI application, DPI’s breadth also depends on whether a DPI system proactively monitors traffic or only in response to signals. For proactive spam management, for example, an ISP may need to scan every email message

64This is the case of Cleanfeed (see 3.3. DPI private experiments) where only traffic to the “blacklisted” IPs is subject to DPI to see if the precise URL is deemed blocked.
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to determine whether each message matches the predefined spam signatures, whereas ISPs employing the troubleshooting approach might wait for users or other ISPs to report the problem and then use DPI for investigation purposes. There are some cases, however, where the only reasonable case is the proactive deployment of DPI, such as in behavioural advertising or prioritised service offerings, because it is the continual monitoring of the network traffic that allows the ISP to offer the DPI-based service.

6.2.5. The role of Deep Packet Inspection in network security

The major drivers that are shaping the new security landscape – increasing complexity of networks, increasing sophistication of applications and attacks etc. – have led to a radical evolution in the nature and requirements of network security the last few years. Noteworthy is the shift from so-called ‘network-level’ threats such as connection-oriented intrusions, to dynamic content-based threats such as viruses, worms, spyware, which target applications and application layer protocols rather than the networks they are transported on (e-Soft, 2013). These modern threats can spread quickly and are designed to bypass traditional firewalls; therefore, sophisticated levels of intelligence are required to detect and stop them. DPI adds another layer of intelligence to the existing firewall capabilities as it is produced by the convergence of traditional approaches in network security (Ramos, 2009).

Network security has been, in fact, the earliest driver of the development of DPI technology; DPI can protect the network from attacks by monitoring, identifying and throttling traffic at all layers of the TCP/IP model. DPI technology was first developed for intrusion detection and intrusion prevention systems. By combining malware recognition capabilities with packet capture and analysis techniques, DPI engines allow network operators “to detect and intercept recognised forms of threats before they reach their customers, such as keystroke loggers, bot infections, abnormal quantities of mail, command and control instructions from bot herders, or communications to servers known to be associated with botnets” (Mueller, 2011). Not only are DPI engines able to identify threats but they can also respond to the detected threats by implementing measures to prevent the attack from succeeding, usually by terminating connections. More specifically, DPI technology allows a security application to peer deep into the content of a data stream; certain patterns or signatures need to be found in the packet data in order for DPI to detect an attack on the network or other malicious behaviour.
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65The scanning of email messages does not have to be real-time; it can take place on the server, not in transit.
As a matter of fact, the predecessors of DPI restricted ISPs’ view to network-level details, at the network and transport level, where spam and viruses are hard to distinguish from other email messages or web surfing behaviour. At this level, ISPs can guess from the port number, e.g. 80/http, but the applications may run on any port; therefore, correctly identifying an application requires inspecting the payload itself. DPI tools can identify, for instance, viruses, by comparing files crossing a network to a database of known viruses; spam, by analysing the words used; and intruders, by looking at the commands they send (Anderson, 2007). DPI is considered a vital component for network security as it provides ISPs with application awareness (DPI devices are capable of understanding both the protocols and the actual applications that rely on those protocols), which enables ISPs to intelligently read and analyse the huge volumes of data transferred over their networks. As a result, ISPs can quickly gain accurate application visibility and control over security threats and thus take prompt action to prevent network attacks. What is more, DPI devices are designed to scale in large networking environments and thus determine what programs generate packets, in real-time, for hundreds of thousands of transactions each second.

6.3. Deep Packet Inspection Limitations and Dark Sides

6.3.1. Deep Packet Inspection limitations

As analysed above, DPI technology is of vital importance for network providers as many critical network services rely on the inspection of the packet content, which gives a broader picture than only looking at the structured information found in the packet header (Antonello et al., 2012). Nonetheless, despite its huge capabilities DPI is not without limitations. DPI capabilities depend on the ability to define algorithms or codes that accurately capture the features of what is sought in the traffic stream (Bendrath & Mueller, 2011). Given the huge number of applications represented by signatures, the patterns a DPI engine searches for must be constantly updated and expanded to deal with new or changing phenomena. The large number of signatures creates a serious scalability constraint on DPI implementation since DPI devices may not scale well with link speeds possibly resulting in slowing down the Internet connection (Kim at al., 2008). Moreover, DPI systems may be accurate but they are also resource-intensive because the process of real-time recognition of patterns in high speed networks requires highly sophisticated algorithms thus imposing heavier management...
burdens on network operators. It is becoming increasingly challenging for DPI to be performed in real-time on high-speed Internet backbone networks, where speeds at the time of writing are commonly now 100Gbit/s. It is also useful to note here that effective DPI is only possible when the payload is plain text; where encryption is used the ISP would then need to be able to break that encryption in order to inspect the payload. Recently, both Facebook (due to security concerns over account hijacking) and Google Mail (post Snowden revelations) have made traffic to their systems encrypted by default. In cases where IPsec is used, which may include virtual private networks (VPNs), other layer header information may also be unavailable to a third party monitoring system, the specifics depending on whether end to end or tunnel mode IPsec is used.

6.3.2. Deep Packet Inspection dark sides

6.3.2.1. DPI implications on privacy

DPI is a highly controversial technology which has a lot of societal implications that need to be carefully considered. The fact that its use allows network operators to look at the content of communications may be crucial to bandwidth management by network providers in order to optimize the network transmission speed and the use for spam filters and virus filters, but it also raises concerns about the possible misuse of such a powerful technology that is hard to control (Fuchs, 2013a). The most commonly mentioned fear is that DPI leads to an “unreasonable invasion of an individual’s privacy” (Office of the Privacy Commissioner of Canada, 2009) because there is no limit to the data one can extract from the payload, as long as they can understand the payload (Gallagher, 2012). Not only does DPI technology invade the privacy of one’s communications by providing access to the content itself, but it also enables third parties to draw inferences about users’ lives and based on them they can further construct “vast network social maps” (Parsons, 2008). DPI enables network operators to identify not only the tools used to communicate, the IP addresses that communications data are being transmitted to or the number of intended recipients, but it also makes it possible to identify the perceived relationships between individuals transmitting data to one another. In theory, someone in control of a DPI device could read a user’s email messages, see every
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66 IPsec stands for Internet Protocol Security. This protocol suite is used to secure IP communications and relies upon authentication and encryption techniques.
web page exactly as they saw it, and easily listen to their instant messaging conversations (Jason, 2011). At this point, it is worth wondering whether privacy protection should be a default choice guaranteed by the ISPs or a non-default option that can only be achieved by certain actions on behalf of the users. Even though it is likely that users allow the monitoring of their online activities in exchange for other things they value more, it must be a deliberate exchange. Not only should the users have that choice in an explicit way, but DPI-based network functions must be clearly explained in advance since a typical user cannot be expected to understand the mechanics of the web sufficiently. For instance, a way to mitigate the risk of privacy intrusion is to implement DPI functions not automatically in a network, but to give the user the possibility to opt-in to network-wide scanning for certain data types (e.g. emails) for limited purposes such as detecting spam mail and viruses.

6.3.2.2. DPI implications on net neutrality

DPI violates fundamental qualities of the Internet, such as net neutrality, and it has the potential to alter Internet operations and governance. Network’s ability to discriminate between applications and senders results in the creation of different tiers of online service which entails information inequality (Lessig & McChesney, 2006), while it undermines consumers’ trust that their online communication will be delivered without interference (Cooper, 2011). What is more, it renders ISPs gatekeepers of cyberspace, thus increasing the likelihood of imposing intermediary responsibility on them. The question that arises is whether or not ISPs, whose role is to provide access to the Internet, should be entitled to leverage their position as providers of basic transport for use in other ways by serving their market on a discriminatory basis. A tiered Internet monitored with the help of DPI could also result in users turning to encryption to avoid the monitoring of their data, which in turn leads to other forms of inequality as only the technically skilled users will be able to protect their data (Anderson, 2007). The heavy use of encryption would also render the congestion-reduction purpose of DPI ineffective since it could slow down the network connection speed (Riley & Scott, 2009). However, can users be expected to use encryption for all or large parts of their Internet use or should ISPs be in charge of protecting the confidentiality of their users’ data?
6.3.2.3. DPI and surveillance

The advent of DPI technologies revolutionised network surveillance over the last decade and restructured the range of surveillance Internet users are subject to because DPI capabilities (e.g. grabbing information from network traffic in real time) can be used for more wide-ranging monitoring of the users. The fact that DPI technologies allow for monitoring of not only the metadata of Internet communications (sender, recipient, type of data etc.) but also the sent content render them useful tools in the hands of state and commercial actors that want to monitor citizens’ and consumers’ behaviour. It has been argued that the implementation of DPI had as a result the emergence of “a new mode of governmentality” (Fuchs, 2013b), in which the state and security industry interests interact. DPI technologies, which were initially developed for the purpose of fighting cyber threats, could end up being a lucrative business for companies that produce and sell monitoring technologies to the state actors. As a matter of fact, the recent Snowden revelations showed the level of collaboration between the telecommunications companies and the surveillance agencies (McAskill, 2014).

With the help of DPI, ISPs hold the power to potentially build Internet surveillance system, in which most or the entire Internet usage will be monitored. A typical explanation given by security companies for selling Internet surveillance technologies is associated with the idea that criminals use the Internet; therefore Internet surveillance is necessary to prevent crime terrorism. Based on the fact that a DPI application can make anything that happens on a network visible and recordable to governments, national laws typically require communication service providers to provide some kind of eavesdropping to government law enforcement or public security agency. In liberal democracies, such capabilities are usually controlled by laws which regulate, for example, what kind of persons are subject to surveillance, what information can be collected, how long it can be stored, what is admissible evidence for a prosecution etc.; this practice is called ‘lawful interception’. Law enforcement could set up an automated system that issues demands to the ISP(s) in question, and then establish procedures to gain access to subscriber information. This notion of automated mass surveillance for law enforcement purposes leads to the question of what drivers should motivate the technology and what the long-term effects of using DPI for detecting criminal behaviour would be. When the government in question is authoritarian, technologies such as
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DPI can be used for arbitrary, unrestricted surveillance of the contents of user communications. As stated by Ross Anderson, professor in security engineering at the University of Cambridge Computer Laboratory, DPI technology is used to monitor citizens’ communications in repressive regimes which often have laws making repression legal (Out-Law.com, 2012). There is the risk that the processing and analysis of sensitive content data results in the political repression or social discrimination of certain groups.

According to David Lyon’s definition, surveillance is “the focused, systematic and routine attention to personal details for purposes of influence, management, protection or detection” that it is “deliberate and depends on certain protocols and techniques” (Lyon, 2008). In fact, potential uses of DPI technologies, which aim to influence or manage the traffic flow by either altering the data packets or limiting the online actions that can be performed, appear to fall under this definition. The same applies to the cases where DPI is deployed to secure the networks; the need to perform regular packet analysis in order to detect heuristic matches and anomalies also corresponds with Lyon’s definitional elements of ‘protection’ and ‘detection’. However, there exist two more factors that should be taken into account before jumping to conclusions regarding the connection between DPI and surveillance. First, it is important to examine whether DPI devices are generally used for all the above purposes (Parsons, 2008). Second, surveillance needs to be distinguished from search, two terms that can easily be confused. Whereas search entails the specific targeting of an information type, surveillance extends beyond search as it involves the inspection of each packet that passes along the network that might accidentally capture information beyond that sought (Solove, 2008). For example, while surveillance may identify how many popular VoIP applications are on an ISP’s network, a targeted search will reveal precisely which applications are used by a specific individual. Similar is the distinction between strategic and individual monitoring as described by the European Court of Human Rights in Weber and Saravia v Germany68, where the court defined strategic monitoring as the act of “collecting information by intercepting telecommunications in order to identify and avert serious dangers facing the Federal Republic of Germany, such as an armed attack on its territory or the commission of international terrorist attacks and certain other serious offences”. In contrast, individual monitoring is described by the court as the interception of telecommunications that involve “specific persons suspected of having committed or planning to commit serious crimes, in order to prevent or investigate those offences.”

6.3.3. DPI private experiments

6.3.3.1. Cleanfeed

In order to deal with illegal child sexual abuse content available on the Web, the UK has adopted an industry-led approach. Since 1996, the Internet Watch Foundation (IWF)– a private body funded by the Internet industry and the EU – has acted as a hotline receiving public complaints and, in case these complaints are grounded, forwarding them to the police as well as asking the UK-based hosting providers to have that material removed. In spite of the remarkable success of this approach, it was not effective when the illegal material was hosted abroad (McIntyre, 2013). To address this problem, British Telecomm (BT) developed a technical system, called Cleanfeed, aiming specifically at blocking access to child abuse images hosted outside of the UK jurisdiction. The stated purpose of Cleanfeed was to prevent Internet users from accessing, either accidentally or by design, illegal child abuse images (Clayton, 2005).

The Cleanfeed system was designed to be a low cost, but highly accurate, method of blocking unacceptable content; this filtering technology is a hybrid system, which combines the redirection of traffic (IP address re-routing) and DPI-based URL blocking, and operates as a two-stage mechanism to filter specific Internet traffic (House of Commons Culture, Media and Sport Committee, 2007-2008). The first stage is based on the examination of the IP address and the destination port of the packets travelling across the network against the IWF database. In case the traffic is suspicious, then it is redirected to the second stage of filtering, which is implemented as web proxy that understands HTTP requests. When the request matches an item from the IWF blacklist containing URLs of child sexual abuse content, a 404 response is returned; 404 response is a HTTP standard response code indicating that the server could not find what the client requested (Clayton, 2005). At the time of its implementation, the Cleanfeed technology was regarded as a substantial step forward over the two main schemes of filtering then in use; in contrast with the IP address blocking, the use of web proxies, which were as selective as necessary, prevented the danger of over-blocking, while it ensured that only web traffic – no other protocols – would be affected by avoiding the second existing scheme, DNS poisoning (Clayton, 2005).

69 Internet Watch Foundation <https://www.iwf.org.uk/>.
Despite the fact that BT designed the Cleanfeed system in such a way as to be used only for the protection of its customers – not for prosecution purposes – by avoiding logging data on users (Hutty, 2004), its implementation has been described as “the first example of mass censorship on the Web attempted in a Western democracy” (Bright, 2004). What prompted public criticism was the power given to a private body to take censorship decisions for the UK Internet users by determining whether the content is potentially illegal, with limited procedural safeguards and no oversight (Davies, 2009). An example of the implications that a filtering system such as Cleanfeed could have is the Wikipedia incident (Clayton, 2009). In December 2008, the URL of a Wikipedia article was added to the IWF list because of containing a pornographic image of a child, which was the cover image of a Scorpions album being legally sold since 1976. As a result, UK traffic for Wikipedia was redirected via the Cleanfeed servers; instead of blocking access to the specific URL of the offending image, access to the entire page of the band was blocked. After reviewing the situation, the IWF removed the listing four days later (Naughton, 2008).

6.3.3.2. Phorm

In 2008, a company named Phorm, whose aim was to help advertisers better target consumers by monitoring their web browsing habits, raised much ire from privacy campaigners. Phorm was in partnership with three of the UK’s biggest ISPs – BT, Virgin Media and Talk Talk – which were planning to use the Phorm service, a patent-pending technology that delivered personalised content and advertising to ISP customers (Stevens, 2008). As it was revealed, BT had already carried out secret small-scale trials in 2006 and 2007, where, in both cases, the users were unaware of the tests and thus had not actively given their consent. Phorm Service deployed DPI-based advertising technique, which involved equipment installed in an ISP’s network that intercepted all web traffic passing along every customer’s broadband connection, and scanned through it for keywords that could be used to deliver targeted advertising – advertising that reflects customers’ communication flows. User’s IP addresses were said not to be stored (Wray, 2009).

The main criticism of Phorm, as it was planned to be implemented in the UK, focused on the fact that it would have been an opt-out service, which meant that no prior consent would have been required for the users’ data to be monitored (McSaty, 2011). Some even stated that even if users decided to opt out of the service, they would still continue to have their browsing
histories stored by Phorm (Heron, 2009). Fearing that such a technology could set a worrying precedent, that intercepting technologies would be perfectly acceptable for commercial reasons, many government officials questioned the legality of an opt-out programme; in April 2008, the Information Commissioner’s Office stated that Phorm’s system would only be legal under UK law as an opt-in service. The Phorm scandal eventually triggered the European Commission into launching an Infringement Proceeding against the UK, in April 2009, for failing to fully implement the DPD and the e-Privacy Directive (European Commission, 2009).

6.3.3.3. Detica CView

A few months later, in an attempt to measure the level of music copyright on its network via peer-to-peer protocols, Virgin Media UK planned to deploy Detica CView technology on a trial basis beginning at the end of 2009, which would have involved monitoring 40 per cent of its customers without their knowledge or prior consent (ISP Review, 2010b). CView is a DPI product based on the same technology that powered the controversial Phorm’s advertising system; it identifies peer-to-peer packets and then it looks at the actual content of those packets including application data in order to determine whether the copyrighted work exchanged is licensed or not, based on data provided by the record industry (Williams, 2009b). CView was designed to look for three types of file-sharing traffic - eDonkey, Gnutella and BitTorrent (Williams, 2009a). As the company’s aim was to establish an ‘index’ of copyright infringements – not to keep records on individual customers – Virgin emphasized that data on the level of copyright infringement would be aggregated and anonymised (ISP Review, 2010a). Indeed, once CView identified an eDonkey, Gnutella or BitTorrent session, it would strip out the IP address of the user from each packet replacing it with a randomly-generated unique identifier and pulling out an ‘acoustic fingerprint’. It would then send the processed material on to a central server to be matched against a database of acoustic fingerprints of copyright songs provided by record companies (Williams, 2009a). However, despite the fact that Virgin claimed that processed data would be anonymised, privacy campaigners protested against the implementation of such technology arguing that using that technology to identify those using torrents or blocking the content would only require “a slight tweak to the software” (Nickson, 2009). Several events following the announcements of Virgin made the company reconsider the use of the CView system and put the trial on hold (ISP Review, 2010b).
6.4. DPI and the Law

6.4.1. Data protection and privacy

Depending on the circumstances of each case and on the type of analysis performed, the processing of personal data may be highly intrusive for an individual's privacy (European Data Protection Supervisor, 2011). The data protection implications derived from inspection techniques vary substantially depending on which technique is used. For ISP practices entailing the inspection of individuals' communications, Recital 28 of the DPD amending the Universal Service and e-Privacy Directives highlights that “depending on the technology used and the type of limitation, such limitation may require user consent under the e-Privacy Directive”. Thus, Recital 28 recalls the need for consent pursuant to Article 5(1) of the e-Privacy Directive for any limitations based on monitoring of communications. In the UK the use of DPI is legally problematic as Section 8 of the European Convention on Human Rights does not allow warrantless mass surveillance (Out-Law.com, 2012). In Europe, privacy is protected by Article 8 of the European Convention on Human Rights (ECHR), an obligation primarily pertaining to contracting States. It is also protected by the DPD, which regulates the processing of personal data and concerns to organisations in the private as well as public sector.

6.4.1.1. Legal grounds for safeguarding the security of the service

The EU data protection law seems to legitimise the processing of personal data through the means of DPI techniques; the DPD, combined with the e-Privacy Directive, opens the door to a large amount of processing for the purpose of, amongst other, ensuring traffic management and/or network security. Under Article 7 of the DPD, the processing becomes legitimate if it is necessary for the legitimate interests pursued by the data controller, while the e-Privacy Directive expressily identifies several types of legitimate interests, not all of which require the prior consent of the data subject. As far as network security is concerned, pursuant to Article 4 of the e-Privacy Directive, an ISP is under a general obligation to take appropriate measures to safeguard security of its services. The practice of filtering viruses may involve the processing of IP headers and IP payload. Taking into account that Article 4 of the e-Privacy Directive requires ISPs to ensure the security of the network, this provision legitimises
inspection techniques based on IP headers and content that aim strictly to achieve such purpose. In practice, this means that, within the limits set forth by the proportionality principle, ISPs may engage in monitoring and filtering of communications data to fight viruses and overall ensure the security of the network. In the same line, Recital 39 of the GDPR also recognises the legitimising effect of ensuring network and information security. Recital 39 states that “the processing of data to the extent strictly necessary for the purposes of ensuring network and information security […] constitutes a legitimate interest of the concerned data controller”; some examples given include “preventing unauthorised access to electronic communications networks and malicious code distribution and stopping ‘denial of service’ attacks and damage to computer and electronic systems”.

6.4.1.2. Obstacles to the deployment of DPI

6.4.1.2.1. Sensitive data

An obstacle to the deployment of DPI could derive from Article 8 of the DPD which prohibits the processing of sensitive data. Under Article 8, “[m]ember States shall prohibit the processing of personal data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, trade-union membership, and the processing of data concerning health or sex life”. However, it is still possible to process such data if the data subject has given his explicit consent unless the Member State, whose law is applicable, does not recognise the legitimising effect of the explicit consent of the data subject in these circumstances. It is noteworthy that even if the collection of the communications content, which contains sensitive data, could be prevented, the same does not apply to the metadata; therefore, a significant amount of data would still be available for processing.

6.4.1.2.2. Confidentiality of communications

Filtering, blocking and inspecting network traffic raises important questions, often overlooked or side-lined, regarding the confidentiality of communications and the respect for the privacy of individuals and their personal data when they use the Internet (European Data Protection Supervisor, 2011). By inspecting communications data, ISPs may breach the
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70 Article 29 Working Party’s Opinion 2/2006 on privacy issues related to the provision of email screening services, adopted on 21 February 2006 (WP 118). In this Opinion the Working Party considers that using filters for the purpose of Article 4 can be compatible with Article 5 of the e-Privacy Directive.
confidentiality of communications, which is a fundamental right guaranteed by Article 8 of the European Convention for the Protection of Human Rights and Fundamental Freedoms (the ‘ECHR’) and Article 7 and 8 of the Charter of Fundamental Rights of the European Union (the ‘Charter’). Confidentiality is further protected in secondary EU legislation, namely Article 5 of the e-Privacy Directive. Article 5 provides that “[m]ember States shall ensure the confidentiality of communications and the related traffic data by means of a public communications network and publicly available electronic communications services, through national legislation. In particular, they shall prohibit listening, tapping, storage or other kinds of interception or surveillance of communications and the related traffic data by persons other than users, without the consent of the users concerned, except when legally authorised to do so in accordance with Article 15(1)”. According to Article 15(1) of the e-Privacy Directive, which refers to Article 13 of the DPD, the principle of confidentiality can be restricted for certain purposes (i.e. “the prevention, investigation, detection and prosecution of criminal offences”). Likewise, one could argue that ISPs should be allowed to implement DPI practices and thus set aside the principle of confidentiality in the name of network security.

6.4.2. Net neutrality

Net neutrality refers to an ongoing debate over whether ISPs should be allowed to limit, filter, or block Internet access or otherwise affect its performance. The concept of net neutrality builds on the view that information on the Internet should be transmitted impartially, without regard to content, destination or source, and that users should be able to decide what applications, services and hardware they want to use. This means that ISPs cannot, at their own choice, prioritise or slow down access to certain applications or services such as Peer to Peer (‘P2P’), etc. When ISPs inspect communication data in order to differentiate each communication flow and to apply specific policies, which may be unfavourable to individuals, the implications are significant (European Data Protection Supervisor, 2011).

It seems that at the EU level there is a broad aspiration to an open Internet; in spite of the lack of explicit EU rules on net neutrality, certain requirements are set to promote this concept. More specifically, article 22(3) of the Universal Service Directive empowers national regulatory authorities to impose, if necessary, minimum quality of service requirements on ISPs in order to prevent the degradation of services and the hindering or slowing down of
traffic over public networks. Pursuant to article 8(4) of the Framework Directive, national regulatory authorities should take all necessary measures to ensure that users can access and distribute information or run applications and services of their choice. Nonetheless, this policy objective, which applies to the network as a whole, is not directly linked to prohibitions or obligations on individual ISPs. In other words, an ISP could engage in traffic management policies, which may exclude access to certain applications, provided that end-users are fully informed, and have expressed their consent freely, specifically and unambiguously.

The situation may differ depending on Member States. In some Member States ISPs can, under specific conditions, engage in traffic management policies, for example, to block applications such as VoIP (as part of a cheaper Internet subscription), provided that individuals have given their free, specific and unambiguous, informed consent. Other Member States have chosen to strengthen the principle of net neutrality. For instance, in July 2011 the Dutch Parliament passed a law generally prohibiting providers from hindering or slowing down applications or services on the internet (such as VoIP), unless necessary to minimise the effects of congestion, for integrity or security reasons, to fight spam or in accordance with a court order.71

6.5. Conclusion

The analysis of the pros and cons of DPI leads to the conclusion that, on the one hand, its use is inevitable since DPI capabilities are vital for many crucial network services, but, on the other hand, it needs to be used within legal constraints. Rigorous legal protection is required to prevent the potential misuse of such a powerful technology (Norton, 2013); without strict legislation, this sort of deep data filtering can significantly impair user’s ability to stay anonymous online (Warwo, 2012). Legally unregulated DPI may result in “an invisible surveillance creep” (Fuchs, 2013a), in which the limited use of DPI for one purpose (e.g. network management or spam filtering) may creep to other, more privacy-sensitive and controversial purposes, such as targeted advertising, or content monitoring for political purposes. As indicated above, DPI is not a malicious technology by design; rather it should

71 The reasons reported by the press for such a policy option did not refer to data protection and privacy considerations but rather to reasons related to ensuring that users are not deprived of or are offered limited access to information. So it seems that issues relating to access to information motivated this amendment.
be regarded as a neutral technology whose negative uses are as many as the positive ones. It is not the technology itself which is good or bad but the application DPI is used for (Mochalski & Schulze, 2009). As Mueller (2010) suggests, the focus should be placed on the institutions and their forms, rather than the digital code, in order to understand Internet governance issues, such as network security, as well as the technologies used. Whereas code analysis limits our insight into the politics of Internet governance, focusing on the structures of Internet governance helps understand who is advocating for DPI technology. What should be borne in mind is that security technologies do not only have impacts on privacy and individuals, but they also have impact on the society at large (Office of the Privacy Commissioner of Canada, 2009). Given that various actors’ interests are involved in the implementation of DPI, its potential depends on the way technological factors interact with economic, political, legal and regulatory factors. As a general point, the use of DPI in Europe by governments or private entities would have to comply with the following requirements. If personal data is to be processed, it must be done transparently (i.e. by informing the data subject and seeking her consent before her data is processed), for a legitimate purpose and conform to the principle of proportionality. In addition to the intrusiveness of the monitoring applied, other aspects are also relevant, such as the level of disturbance to the smooth flow of traffic that would otherwise occur. Regulatory guidance is necessary to determine those inspection practices, which ensure the smooth flow of traffic or can be carried out for security purposes, and therefore may not require users’ content, such as, for example, the fight against spam. What is more, guidance is needed to explain the permissible technical parameters to ensure that the inspection technique does not entail processing of data disproportionate to its intended purposes (European Data Protection Supervisor, 2011). The question to be assessed from a data protection and privacy perspective is whether a wait-and-see policy is sufficient. While the data protection and privacy framework does, at the present time, foresee some safeguards especially through the principle of confidentiality of communications, it appears necessary to closely monitor the level of compliance and issue guidance on several aspects that are not particularly clear. In addition, some thoughts should be put forward as to how the framework could be clarified and further improved, in the light of technological developments. If the monitoring reveals that the market is evolving towards massive, real-time inspection of communications and issues related to complying with the framework, legislative measures will be necessary.
CHAPTER 7: Need for an Alternative Regulatory Approach to Cyber Security

2.6. Introduction

The key challenge around which all the current cyber security strategies revolve is related to the dual objective – social and economic - of cyber security policy making. Cyber security policies around the world share the common goals of social and economic prosperity aiming at protecting the society against cyber threats while preserving the openness of the Internet as a platform for innovation and further development of the digital economy (OECD, 2012). These goals are best reflected in the U.S. Cyber Policy Review, which refers to “the dual challenge of maintaining an environment that promotes efficiency, innovation, economic prosperity and free trade while also promoting safety, security, civil liberties and privacy rights” (U.S. White House, 2009). Similar is the approach adopted by Germany, which stresses that ensuring cyber security involves promoting both economic and social prosperity (German Federal Ministry of the Interior, 2011). Special emphasis is placed on the economic aspects of cyber security; therefore, the primary aim of most cyber security policies lies in fostering online trust in order to create the conditions for the Internet to drive economic prosperity. Lack of trust in cyberspace is often cited as one of the most significant obstacles to the use of the Internet and e-commerce (OECD, 2012). According to the UK Cyber Security Strategy, the potential reduction in confidence in online communications could cause “serious economic and social harm to the UK” (UK Cabinet Office, 2011). Both the UK and Spanish strategies, for instance, point out that the development of a safe cyberspace could give a competitive advantage to each country and enable them to maximise the benefits of their digital economies (Spanish Government, 2011; UK Cabinet Office, 2011). As mentioned in the Australian strategy, the future prosperity of the country is closely intertwined with the trust businesses and consumers have in its digital economy (Australian Government, 2009).

Given that the Internet remains fertile ground for an expanding range of beneficial commercial activity, the importance of technological innovation for the digital economy is incontestable. Technological innovation constitutes the primary driver of efficiency in such a competitive environment as it leads companies to develop services or products that better
meet consumer needs. As a means of promoting innovation in technology and security, most countries recognise the need for flexible policies tailored to the volatile nature of cyber security technologies. The Canadian strategy stresses the need for dynamic security concepts able to allow improvements that can best meet emerging threats (Government of Canada, 2010), while the UK strategy also promotes a “flexible cyber security response” (UK Cabinet Office, 2009). The requirement for policies easily adaptable to technological innovation is highlighted by the Japanese strategy, which advocates the implementation of active rather than passive security measures (Japanese Information Security Policy Council, 2010). Promoting innovation entails making the larger business climate amenable to change and, as a consequence, cyber security standards imposed by governments are often viewed as onerous burdens that can only hamper the process of innovation. As a matter of fact, the Netherlands has chosen to address the changing environment of Internet technologies by encouraging self-regulation wherever possible, considering legislation only as an alternative option when the former does not work (Dutch Ministry of Security and Justice, 2011). The rapid pace of change in technological developments often challenges the regulation, which by its nature lags behind market developments.

This chapter examines the feasibility of the development of a regulatory system able to align the private sector’s interests with those of individuals while abstaining from impeding technological innovation. The shortcomings of a technology specific approach to cyber security, coupled with the strong objections on the part of governments to introduce regulatory-based security standards, call for the need to adopt a regulatory approach imposing security obligations that are broad enough in terms of technical requirements to accommodate all types of technological designs, and also clear enough to provide essential guidance to data controllers, thus safeguarding data protection. To this end, the role of performance standards is analysed and suggestions are made as to the integration of industry’s practices, such as the adaptive management process, into the law-making process as a potential means of striking the right balance between two seemingly irreconcilable concepts – regulation and innovation. The concept of smart regulation is also examined and emphasis is placed on the need for its integration through the entire law-making cycle.
2.7. Need for a Regulatory System That Promotes Technological Innovation

7.2.1. Objections to regulatory-based cyber security standards

There has been considerable objection to regulation establishing cyber security standards on the grounds that government mandates would stifle innovation in this field. The most frequently articulated arguments against regulatory-based private sector cyber security standards are the following. First, imposing specific forms of technologies on companies would deprive them of economic incentives to search for better approaches to enhancing cyber security, since it would prevent the uptake of new technologies that could provide better outcomes (IPCC, 2007). The development of more effective security technologies is primarily motivated by economic incentives, which are the key drivers of technological innovation (Financial System Inquiry, 2014). Second, regulation mandating certain technologies would actually hamper cyber security and impede companies’ flexibility due to forcing them to introduce cumbersome or inefficient security measures (Dilanian, 2012; Etzioni, 2014). The third argument is related to the fear of compliance, which is likely to block technological experimentation (Lewis, 2009). The fact that companies might be discouraged from changing or improving systems and processes could lead them to adopt a conservative view in order to minimise regulatory compliance risks or out of fear that regulatory standards will be tightened again (Financial System Inquiry, 2014). Moreover, overly prescriptive regulatory approaches that increase technical barriers to trade risk freezing security solutions and constraining innovation in security by hindering the ability of companies to implement globally consistent security techniques. The adoption of specific regulatory technical requirements would result in “balkanising the Internet into different markets with different technical regulation” creating a fragmented legal framework with unpredictable rules which would frustrate innovation and harm economic competitiveness globally.\(^\text{72}\)

Another concern raised by the opponents of technology specific regulation is the cost of an overly restrictive regulatory plan, which could be a reduction in security. Cyber security

regulations would impose substantial costs, which the private sector would be incapable of meeting profitably. As regulatory requirements are viewed as “unfunded mandates” unfairly and inappropriately adding security measures beyond those introduced by private organisations, corporations argue that they should be compensated by the government for resulting costs (Etzioni, 2014; Gattuso, 2012). Furthermore, the inherently dynamic nature of technology often allows regulatory schemes even less of a chance of keeping up with technological advances. Both the emerging threats and technologies move at a faster pace than regulators’ ability to establish and maintain effective rules; technology changes so rapidly that when a legislation adapts, it is time to adapt again (RSA, 2014). Irrespective of how carefully a regulation is designed, regulators cannot have the knowledge to craft solutions as it is difficult to foresee all the new products and delivery mechanisms that technology might enable. But wrong regulations could be counterproductive to the efforts of ensuring cyber security since they can hurt security by blunting private-sector innovation and flexibility (Gattuso, 2012). Finally, rather than reflecting technological needs, regulations are often biased, subject to political pressures, while the lengthy regulatory processes can also create uncertainty for the industry during the transition period increasing the risk of unintended consequences.

The idea prevailed among the private sector, that regulation should avoid unjustifiably inhibiting innovation by creating trade barriers, has as a result corporate leaders to adhere to the laissez-faire and libertarian principle that the private sector has a right to be let alone by the government to independently determine what kind and level of cyber security it needs (Etzioni, A. 2014). It is argued that cyber security policymaking challenges can only be successfully addressed if innovation in technology and security are allowed to advance.73 Therefore, a ‘light-touch approach to regulation’ has been proposed, according to which companies should be encouraged to follow voluntary codes containing security best practices rather than top down prescriptive measures that risk unnecessarily interfering with the development and deployment of security systems (U.S. Department of Commerce, 2011). Certain industries, which are important to innovation and economic growth, are more likely to be responsive to flexible structures in order to promote security that is in their own interest by solving the unique security problems they face. In this regard, the role of government should be limited to developing protections that advance innovation and enhance cyber security. This

73See Response from Business and Industry Advisory Committee (BIAC), OECD (2012) Ibid.70.
idea is strongly supported by a variety of think tanks who warn against European data privacy restrictions that could stifle innovation and restrain economic growth in the region (Westervelt, 2014). Likewise, it has been argued that by mandating cyber security measures, “the U.S. may end up hobbling its strongest weapons in the war against cyber threats” (Gattuso, 2012).

7.2.2. Failed attempts to mandate cyber security standards

The strong private sector opposition to regulatory cyber security standards has led governments to abstain from mandatory regulation that would be considered burdensome by private organisations. The case of the U.S. Congress is illustrative of the government’s tendency to protect the interests of private actors by rejecting the introduction of regulations that encounter resistance by companies and is reflected in the following statement of President Obama: “My administration will not dictate security standards for private companies”. The first cyber security proposals were made by Richard Clarke, a former National Coordinator for Security, Infrastructure Protection, and Counter-terrorism for the United States, who attempted to implement an ambitious regulatory regime during his tenure, but with no success as it was blocked by anti-regulation forces. Recognising the limits of what could be done in practice, Clarke called for the introduction of an elementary cyber security measure that was low-cost and high-yield and could have helped secure the vast majority of information transmitted on the Internet – setting filters on the major ISPs, where nearly all Internet traffic passes through, in order to detect malware and cyber attacks with no noticeable delay in the connection speed. However, business interests also prevented the implementation of this proposal. Similar has been the fate of any piece of legislation that has attempted to either introduce mandatory minimum standards for the private sector or to sanction private sector entities that fail to adopt reasonable data security practices (Clarke & Knake, 2010; Etzioni, 2013).
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7.2.3. Need for a widely accepted obligation

Given that the private sector has strong incentives to invest highly in cybersecurity due to competition, one might well expect that corporations – as rational actors - should be keen to voluntarily implement the necessary security measures. After all, they suffer the most from cyber attacks, which harm their equipment and facilities and cause considerable damage including economic losses, losses of trade secrets and damage to their reputation. Therefore, it may seem obvious that companies would do their best to protect their trade secrets and hence their profits. However, the security level adopted by the private sector in cyberspace remains far from satisfactory, as evidenced by the fact that companies are increasingly inundated by security breaches. Even though millions are invested in cyber security, companies continue to bring products to the market to which hardly any thought seems to be given towards cyber security providing new opportunities to cyber criminals, and thus perpetuating the problem of cyber insecurity.

The reasons for private sector’s reluctance to take the necessary measures are varied but are primarily economic. Most CEOs seem to attach greater importance to short-term costs and benefits to the detriment of longer-term effects, whose consequences often take years to unfold, while others tend to underestimate even the short-term consequences of weak security policies (Kahneman, 2011; Yadron, 2014). This problem is often compounded by executives’ lack of technical knowledge, which is reflected in the following analogy between cyber security and environmental law made by a cyber security expert: “Cyber-security resembles environmental law in that both fields are primarily concerned with negative externalities. Just as firms tend to underinvest in pollution controls because some costs of their emissions are borne by those who are downwind, they also tend to underinvest in cyber-defences because some costs of intrusions are externalised onto others” (Sales, 2013).

As demonstrated above, the faith-based assumption that the private sector will act in good faith, and hence will take all the necessary measures in order to secure its networks and computers, has proved inadequate to provide the required level of security in cyberspace. Many years after the emergence of the Internet, this faith-based approach has indicated that merely relying on the companies’ willing adoption of strong security techniques will by no means address the problem of cyber-attacks (Lewis, 2009). As stated by a long-time proponent of deregulation, Christopher Cox, a former chairman of the U.S. Securities and
Exchange Commission, “the last few years have made it abundantly clear that voluntary regulation does not work.” The failure of private actors to recognise their responsibilities illustrates what is missing at present – a jointly accepted obligation to ensure the creation and maintenance of a more secure cyberspace (Veraart, 2013). This goal, however, cannot be achieved unless standardised best security practices are agreed upon and continuously implemented by diverse security companies (OECD, 2012). Taking into account the lack of consensus as to what is considered to be a best security practice, the limitations of self-regulation call for a different approach to cyber security.

Another concern deriving from self-regulation is associated with the fact that decisions regarding the level of cyber security, which often refers to the protection of (sometimes sensitive) personal data, are increasingly made by private organisations with almost no public awareness or accountability. The question then becomes how to ensure optimal and consistent participation when cyber security is entrusted to a large extent to private actors (Dupont, 2013). It is noteworthy that in the early 2000s, the aim of cyber security was to create the conditions for the Internet economy to become a significant source of economic growth by fostering trust online; as expected, the lead role was then given to the private actors with the required technical expertise. Even though the aforementioned objective has nowadays been achieved, and in spite of the increasing number of cyber threats, the Internet continues - after so many years - to be “driven more by considerations of interoperability and efficiency than security” (U.S. White House, 2009).

The main danger posed by regulating through code is the fact that issues with enormous impact on all members of society are addressed by a privileged few, whose decisions are often made outside the public eye. In contrast with the regulation through law, which follows a democratic procedure, or through social norms, which takes effect only when a significant portion of the public is aware of the changed norms, the technological regulation is far more discreet. Developing technologies are kept out of the public eye, mostly due to trade secrets and intellectual property law, until the point they are released on the market and start affecting the prevalent regulatory scheme. Moreover, the principal goal of a private organisation is to make profits from the development of technologies focusing primarily on the economic benefits of cyber security and therefore its interests are rarely in line with those of society at large. Granting such a great power to private parties without making them answerable to any
democratic process results in sacrificing some of the most important rights, such as the right to privacy and security (Kumar, 1998; Lessig, 1999).

As indicated above, addressing the problem of cyber insecurity requires a policy evolution from the mind-set that drove the growth of the Internet and focused mainly on the individual interests of specific participants; what is required is a different approach to cyber security that aim at the protection of the society as a whole. Therefore, a body answerable to the public for its actions is required to maintain some role in either making or overseeing technical decisions that shape regulation affecting the entire society. Governments can play a lead role in the implementation of best practices by introducing policies and legislative requirements that would provide a clear direction to economic and social actors and elicit actions that the private sector would not otherwise perform (OECD, 2012). Although the lack of regulation was viewed as beneficial in the past, government intervention is now considered crucial in response to market failure; regulation has its own limitations but it might be preferable to inaction which has proved inadequate to address cyber insecurity.

Commenting on the U.S. President Obama’s cyber security executive order⁷⁵ that authorised the creation of an incentivised set of voluntary security guidelines for the protection of networks connected to critical infrastructure facilities, James Lewis, a highly regarded cybersecurity expert at the Centre for Strategic and International Studies pointed out that if the private actor does not act on the guidelines, the rules should become mandatory rather than being solely voluntary as there is always a limit to what can be done by organisations that are not covered by regulation (Lewis, 2009). Related is the concept of ‘responsive regulation’, which has been suggested as an alternative to the dichotomy of state regulation versus self-regulation (Ayres & Braithwaite, 1992). The proposed default strategy consists in allowing discretion to private actors to find the optimal ways to achieve regulatory goals based on their particular needs and capacities, but in case those actors fail to implement effective strategies, the government retains the ability to escalate its level of interventionism by shifting to command-and-control regulations that involve various forms of punishment. Responsive regulation principles are considered to be inherently compatible with the need to foster

---

innovation in a highly competitive business context as it advocates delegated and non-intrusive regulation that is more likely to generate cooperation and innovation.

7.2.4. Regulation & innovation: two irreconcilable concepts?

As aforementioned, the opponents of regulation in cyber security, who do not similarly oppose regulation in other fields such as copyright or intellectual property law, object to government mandated cyber security standards on the grounds that regulation is ineffective, imposes unjustifiable financial burdens on the companies and hinders innovation. First, it is argued that regulation is ineffective for improving cyber security because many regulated industries have not proved to be secure. But it should be borne in mind that irrespective of how well designed a regulation might be, there are also other parameters, such as weaknesses in law enforcement or the general insecurity of the cyber environment, that would undermine the effectiveness. In this aspect, it is noteworthy that cyber security has for a long time been a secondary concern for regulatory agencies, who might lack the interest and expertise to improve cyber security, and thus they consider it as peripheral to their mission (Lewis, 2009).

The main question here should be whether regulated industries are more secure than they would have been otherwise; for instance, banks still suffer losses but their losses would be much more severe if they had not been forced by regulators to enhance security. Furthermore, in terms of the costs imposed by regulatory-based standards, they are viewed as disproportionately high by private companies, which claim that the implementation costs would be lower if a firm was given some discretion in how it meets its security target. However, it becomes clear that costs should not be an obstacle for large companies if one compares the amount of money invested in cyber security with the size of many companies’ revenues.76

As stated by Lewis (2009): “The intellectual heritage of deregulation lives in assertions such as any regulation to improve security will hurt innovation. Like all lobbyist mantras, it contains a grain of truth while being fundamentally and dangerously wrong. Innovation is a complex process, and simple statements about cause and effect deserve only scepticism”.

---

76 For example, the revenues of a company named Target, which suffered a major breach in 2013, topped $72 billion that year, while its investment in cyber security was $1.6 million, which equals roughly 0.0002% of its revenue.
Taking into account the diversity of factors involved in the process of innovation, it is difficult to single out regulation as the main reason for hindering innovation. Besides, the absence of regulation in cyber security for a long period of time seems to show exactly the opposite; despite the lack of regulatory standards, the wave of innovation expected since the emergence of the Internet has not actually been produced (Dupont, 2013). A large number of examples, where governments imposed safety regulations and mandated action by the private sector to secure the public, indicate that governments can instead facilitate innovation through implementing regulation. The regulatory requirements to manufacture, for instance, safer aeroplanes or cars have not stifled aircraft or automobile innovation. On the contrary, they have promoted competition by creating demands for new and safer products while encouraging companies to work in a conceptual framework that makes security a primary concern. The case of the automobile industry is illustrative of the extent to which regulation can both inspire innovation and foster security, as safety requirements have now become a useful marketing tool, whereas in the past automobile companies resisted innovations such as seat belts or safety glass, thanks to which traffic fatalities have nowadays significantly declined. Another example associated with the use of the Internet refers to the safety regulations with respect to online transactions; by protecting consumers using electronic payment methods, these regulations have played an important role in developing the electronic payment market since they have boosted consumers’ confidence in electronic payments leading to their mainstream adoption (Lewis, 2009).

Whereas an overly prescriptive regulation that mandates certain technologies or forbids certain activities can be an obstacle to innovation, careful regulatory drafting can actually avoid risk to innovation. At this point, it is worth briefly explaining the categories of regulatory standards, that is, standards that specify with a certain degree of precision the actions that need to be undertaken for specific objectives to be achieved, and consist of two broad classes – technology and performance standards. Technology-based approach to cyber security involves the regulator stipulating the security techniques and products that should be used by specifying the technological steps a firm should take to secure its networks and computers. On the contrary, more general standards are introduced by the performance-based approach, which expands compliance options beyond a single mandated technology and focuses on the outcomes to be achieved (IPCC, 2007).
A regulatory agenda for cyber security does not need to prescribe actions in exhaustive details. Instead, a well-designed regulation should establish common performance baselines and metrics for an acceptable level of security. Such a regulation could prove to be particularly helpful for the private sector as not only can it provide a reasonable approach for companies that “lag behind in establishing security measures” but it can also address specific elements of security where private actors have no reach or control (Westervelt, 2014). By laying out the regulatory goals and principles, assigning principles and creating processes to ensure compliance, regulation can both promote cyber security and avoid hindering innovation. In this regard, the challenge faced by the regulators is how to balance the benefits against the risks of regulatory flexibility without undermining the required level of protection.

In pursuing a performance-based approach, governments need to consider the text of regulation so that it does not entail ambiguity and interpretation difficulties. Even though a regulation that only describes the outcomes is flexible to adapt to the future and does not create obstacles to the innovative process, it may result in legal proposals lacking the necessary safeguards that lead to overbroad and vague powers posing an unjustifiable threat to privacy and security.

Managing the complexity of pursuing the double objective of cyber security policy making – economic and social prosperity – is currently viewed as one of the main challenges for policy makers. The complexity lies in the fact that these two objectives are seemingly contradictory. On the one hand, technological innovation, which is a powerful force for competition and the key driver for the development of more effective products, constitutes a significant prerequisite for the economic growth of any country. On the other hand, social prosperity can primarily be attained through regulations that protect individuals by providing the necessary safeguards. In terms of cyber security safeguards that could protect the members of society against the interests of the privileged private actors, who often fail to implement robust security techniques thus jeopardising individuals’ personal data, there has been strong objection to government mandated standards on the grounds that they would stifle innovation. This laissez-faire principle that companies should be let alone to independently determine what security measures are more suitable to their business model has resulted in governments abstaining from introducing regulatory-based standards and instead resorting to cajoling the private sector to adopt voluntary security measures.
The failure of the free market approach, as evidenced by the increasing number of security breaches, compounded by the severe risks posed to individuals’ personal data by weak security policies, dictates the need for standardised best security practices to be continuously implemented through regulation. Regulation may not solve the problem of cyber-attacks, but it definitely is a more sustainable option compared to the expectation that the laissez-faire solutions will miraculously produce enhanced cyber security. Analysing whether regulatory standards or market-based instruments are preferable, it has been suggested that the most appropriate approach for developing countries is a transitional approach, whereby technology standards are first introduced, followed by performance standards, and finally by experimentation with market-based instruments (Russell & Vaughan, 2003).

In contrast to the idea prevailed among the private sector, regulation and innovation are not inherently at odds; by contrast, regulation can inspire innovation to supply a public good by creating markets for safety. A symbiosis between governments and innovators can be achieved provided that governments strike a balance between the requirements of public safety and growth; a balance that allows the benefits of innovation to blossom while maintaining stability. As stated by Lewis (2009), “Too much regulation will kill economic growth, too little will put the country at risk”. The lack of government intervention would damage the public interest as much as over-regulation. What is needed is a change in the political mindset which will allow governments to set cyber security standards to protect individuals’ rights to security and privacy, rather than being responsive to corporate lobbying. The most crucial step, however, is to make cyber security a primary mission for regulatory agencies, who need to understand the centrality of cyber security and thus ensure the delivery of reliable and safe services to the public.

7.3. Need for a Regulatory System That Aligns Companies’ Interests with Individual Users’ Interests

7.3.1. Performance-based regulation as a new approach to cyber security regulation

The EU legislation currently does not ensure that the interests of companies and individuals are well aligned when it comes to the security measures implemented by the companies while
collecting, processing or storing personally identifiable information. Most of the times individual users are even largely clueless about the amount of personal data collected and how it is further used due to the obfuscating data processing practices. It is possible that what is good for a private organisation is good for the individual users but there should also exist a regulation ensuring this alignment of interests. The fact that the private sector does not attach the necessary importance to protecting personal data, coupled with the large number of security breaches resulting from the lack of strong security measures, indicate that the law’s goal of maximising individual welfare is probably not being met. Moreover, private organisations often reformulate their practices to evade regulation with a speed that will only increase in the device-mediated world of Big data, whereas regulators, limited institutionally to slow and cumbersome responses, can rarely stay caught up for long. Therefore, an alternative regulatory instrument is required, which would intervene in this dysfunctional regulatory cycle and have the potential to make the law as agile as companies are.

The process of establishing performance standards can provide a new lens through which to place individuals at the centre of the law, as it seeks to engineer an alignment of incentives between companies and users when the market fails to do so. The performance-based regulatory paradigm introduces a more adaptive approach than prescriptive regulation since it sets performance goals rather than specifying behaviour. The effective implementation of this type of regulation depends on periodic surveillance and accountability in order for regulators to be able to test the level of performance of the regulated entities and thus suggest amendments to regulation when necessary. Performance-based regulation aims to accomplish two objectives. First, it aspires to unite the interests of companies with the ultimate goal of the regulator. Second, the ongoing monitoring can provide feedback to both marketers and regulators that can be used to improve the marketplace and regulation in a virtuous cycle.

Incorporating performance standards into regulatory goals is by no means a new idea, but in recent years there has been renewed interest in expanding the use of performance standards across different regulatory settings (e.g. health, safety and environmental regulation). In areas such as the environmental regulation, prescriptive regulation has been supplemented with performance-based regulation monitored through ongoing field-testing. The role of the law is to set limits on a company’s emission while it allows the company to determine how to meet
those limits.\textsuperscript{77} Hence, regulators are able to both harness the company’s innovation in finding ways to meet the standards and also obtain systematic information by continually monitoring the company’s performance, which help them prevent substantial harm and propose more effective regulation. In an attempt to apply the performance-based regulatory paradigm to cyber security regulation, the following analysis clarifies the meaning of performance standards, describes the strengths and weaknesses of performance-based regulation, and identifies the likely conditions for the effective use of performance standards.

7.3.2. Defining performance standards

The primary aim of any kind of regulation is to improve the performance of regulated entities in order to reduce social harms and thus benefit the society as a whole in the long run. In this sense, the term ‘performance-based regulation’ may seem redundant since regulation should by definition aim at ameliorating the behaviour of an individual or an organisation. However, regulators can direct the regulated entities to enhance their performance in at least two basic ways – by specifying either the actions to be taken or the desired level of performance to be achieved. Prescriptive regulation is typified by concrete rules that dictate how particular technologies, procedures or processes should be designed so as to push the regulated behaviour toward the regulator’s ultimate goal. On the contrary, performance-based regulation sets a general standard that is closer to the regulator’s ultimate goal and allows the targets of regulation to decide how to meet that standard. The underlying premise of performance standards is the desire to let the regulated entities reach the appropriate level of performance in the most cost-effective way possible. Adopting a risk-informed approach to achieving the goal set, performance-based regulation specifies performance objectives that better describe the outcome required while the concrete measures that need to be applied are left to the discretion of each regulated entity.

In order to analyse effectively the potential and limitations of performance-based regulation, it is significant to fully comprehend its meaning by clarifying the definition of the term ‘performance’ and identifying the several distinctions of performance standards. To begin with, in performance-based regulatory systems the notion of performance can be interpreted

in different ways; for instance, performance can be used as a basis for assessing regulatory agencies, as a criterion for allocating compliance and enforcement resources, or as a trigger for the application of tiered regulatory standards. Although the above uses of the term ‘performance’ frequently arise in policy and academic discourse, the most common conception in the literature of policy instrument choice is that of performance as the basis for the legal commands found in regulatory standards (Daly & Foushee, 1981; Coglianese et al., 2003; Lovells, 2014). In other words, performance standards introduce regulatory requirements so that the regulated entities demonstrate a satisfying level of performance.

Furthermore, the distinctions of performance standards vary depending on the type of the problem the standard aims to solve; the underlying basis for the threshold reflected in the performance standard; the scope of the regulation’s ultimate goal; and the specificity of the regulation. As it will be indicated below, the last criterion is the most relevant in the context of this chapter. With regard to the specificity of regulation, performance-based regulation can specify the standards either in a loose or a tight manner. Loosely specified regulation provides the regulated entities with more discretion but with less guidance. Whereas tightly specified regulation employs quantitative measures of performance, loosely specified regulation calls for regulators to make qualitative judgements. The distance between the performance goals set by regulation and the ultimate objective that leads to the creation of a regulation determines the amount of flexibility embodied in performance standards. Based on this criterion, performance standards are set either according to the level of performance that is achievable taking into account the known technologies or according to the appropriate level of risk determined (Coglianese et al., 2003). In this context, a performance standard can, for instance, simply introduce a broad societal objective (such as preventing security breaches) or specify a narrower or subsidiary goal (such as requiring a certain level of security).

As mentioned above, the discretion granted to the regulated entities offers them the required flexibility in seeking the lowest-cost means for achieving the stated level of performance while meeting the performance standard in a way that best suits their needs. Not only does performance-based regulation promote innovation since it abstains from specifying the design requirements of a product or a process, as opposed to prescriptive regulation, but it also promotes sustainability since performance standards can accommodate technological change and the emergence of new hazards in ways that technology-based standards cannot (Hemenway, 1980; Besanko, 1987). The performance-based approach to standard setting aspires to align the goals of the regulated entities with the regulator’s ultimate objective. In
doing so, it provides regulated entities with greater ability to adapt to changes in both the environment and available technology, while it enables them to obtain greater knowledge of their own processes and offers them greater facility for experimentation. In the context of private organisations, it is argued that combining performance-based regulation with market mechanisms allows firms with lower compliance costs to trade with those with higher compliance costs and thus results in reducing total costs while promoting innovation (Coglianese & Lazer, 2003).

Yet, performance-based regulation is not without limitations. The most serious shortcoming of this type of regulation lies in the fact that loosely specified performance standards are often imprecise and, as a consequence, create uncertainty for both regulators and regulated entities in terms of compliance and enforcement. This problem appears to be more serious when the regulated entities are small businesses which may not be able to afford the excessive costs involved in searching for ways to meet broadly defined regulatory standards. Issues related to lack of clarity also arise in the case of tightly specified performance standards because setting optimal quantitative thresholds requires a detailed understanding of the relationship between the technologies available and the regulator’s objective, which is frequently poorly understood. The fact that performance standards are based on predictive model-technologies that are known to work well – may lead to “legitimate self-delusion” on the part of regulated entities, which may erroneously interpret their models in such a way that makes their approaches seem to perform well (Coglianese et al., 2003). In such cases, when standards are based on predictions rather than actual measurable events, distinct challenges arise in measuring the level of performance (May, 2004). Moreover, as far as the regulated entities’ discretion is concerned, it may actually be significantly constrained especially when performance standards are narrowly defined. But even in the case of broadly defined standards, strict adherence to highly specified standards might be required thus resulting in many of the downsides of a prescriptive regulation and calling into question the desirability of performance standards versus design standards (Daly & Foushee, 1981).

7.3.3. Requirements for a successful performance-based regulation

In order for performance standards to fulfil their potential in aligning the actions of the regulated entities with the regulator’s ultimate objective, they should be applied under specific conditions. Otherwise, the discretion granted to the regulated entities presents the possibility of engendering risks, since the wide margins of interpretation involved in
performance-based regulation may result in undesirable side effects. First and foremost, given that the law itself lacks essence unless efficient enforcement mechanisms are put in place, particular importance should be attached to enforcing compliance to performance standards. At this point, it is crucial to highlight the need for a change to the prevailing approach to enforcement. Instead of agencies taking action only after it has been proven that the regulated entity failed to abide by the rules, it would be better to intervene before an undesirable event occurs. Enforcing performance standards only ex post may be too late to avert a problem and may result in systematic under-enforcement. Performance-based regulation often requires the application of the so-called “performance indicators” that demonstrate the frequency of problems caused as well as the likelihood of such problems to occur again (Coglianese et al. 2003). To provide agencies with enough time to prevent bad performance, performance indicators ought to be embedded well below the level of the regulator’s ultimate objective. For instance, an agency can develop performance indicators using probabilistic risk assessment, which means that the agency can assign certain risk levels to each company based on periodic reviews of the company’s level of performance, while it takes progressively more control over facilities with higher risk levels; if a company, for example, receives two consecutive risk ratings, it is asked to propose corrections.

Another significant condition for a successful performance-based regulation is the ongoing interaction among key stakeholders. The dialogue between government and stakeholders, both at the time of setting the standards and at the time of application, can be used to inform and educate the latter with respect to the appropriate implementation of performance standards, thereby making them aware of what actions they should take or avoid in order to meet the standards. When government engages with industry, for example, it becomes apparent how difficult it is for small companies to act in accordance with performance-based rules due to the lack of clarity involved in them. In addition, dialogue helps expand the set of possibilities available to regulators by creating industry-wide criteria for assessing performance. Dialogue can also have beneficial results for consumers since it can raise consumer awareness allowing to assess whether individual terms or products are unfair, deceptive or abusive and thus make more informative decisions (Coglianese et al. 2003).

Furthermore, the third condition to be met reveals the reason why governments avoid relying extensively on performance targets. Even though performance-based regulation presents the advantage of decentralising government’s responsibilities by providing greater flexibility to the private sector, the appropriate implementation of performance standards depends on the
ability of government agencies to specify, measure and monitor the performance of the regulated entities, which is not always an easy task given that reliable information about performance may sometimes be difficult or even impossible to obtain (May, 2004). It is crucial that government gets so actively involved in this process that it eventually seems that it is essentially running almost everything; otherwise performance-based regulation will function poorly under the wrong conditions.

Effectively assessing compliance with performance standards requires ongoing periodic testing of the regulated entities’ levels of performance. In terms of the timing of compliance testing, however, performance-based regulatory systems vary in operation, since the testing of compliance can be carried out before the performance, which is the regulation’s real target, after the performance or at regular intervals during the performances. In order for performance-based regulation to function properly, compliance should be measured regularly after performance standards have been put in place (Willis, 2015). The lack of ongoing surveillance and accountability can create severe problems in a performance-based regulatory system. When performance is assessed immediately after the introduction of performance standards, it cannot capture behavioural patterns and therefore the regulator’s goal can merely be met in the short term but not in the long run. Such is the case, for instance, of modern building codes, which measure compliance with performance standards only at the time of installation, whereas there is no further obligation for ensuring performance over time (e.g. testing whether the materials continue to perform as desired or whether substantial problems have been caused by leaky buildings) (May, 2004).

Periodic performance testing proves to be of vital importance for performance-based regulation to fulfil its potential, as it does not only reveal which regulated entities are not meeting the regulatory goals but it also reveals which regulations are failing to meet the regulatory goals. Policymakers and citizens currently lack sufficient information regarding how the marketplace is actually functioning as well as the effectiveness of consumer law. Despite the fact that it is nowadays a common practice for companies to collect information on how their customers use their products, regulators obtain this information solely on a sporadic and partial basis (through surveys, reports, or consumer complaints) and, as a consequence, the information they have is inadequate to formulate policy based on what is really happening in the marketplace. Yet, to develop policies that are grounded on data corresponding to the reality and not on regulator’s theoretical models, regular field-testing is necessary to provide regulators with data that would level the regulatory playing field and
increase regulator accountability while empowering the role of individuals both as consumers and citizens (Willis, 2015). As aforementioned, periodic performance testing would also allow citizens to decide whether a regulation has succeeded at achieving its objective or not. As long as the results of performance testing were made publicly available, they would raise awareness and understanding of the strengths and weaknesses of a regulation, and would potentially change citizens’ behaviour motivating them to actively engage in the political process by putting pressure on regulators to improve regulation.

7.3.4. Lessons from performance-based Consumer Law

In an attempt to bring consumer transactions in line with consumer expectations and make the law as nimble as private organisations are, Willis (2015) suggests a new approach to consumer law which introduces performance standards designed to evaluate actual consumer comprehension (comprehension standards) and consumer product choices (suitability standards). Comprehension and suitability standards are the two ways in which the performance-based regulatory paradigm can be applied to consumer transactions. By setting performance standards relating to companies’ activities, performance-based consumer law aims to incentivise companies to educate consumers instead of obfuscating their practices and motivate them to develop products that are suitable for the consumers’ circumstances. The policy structure proposed is of particular interest since it can be applied in several areas, such as the field of personal data protection. To start with, the role of comprehension standards is to empower consumers to actively engage in the design of marketplace products by maintaining their autonomy in determining which transactions they would benefit from. The rationale behind the concept of comprehension standards is that increasing consumer awareness with respect to the individual product features and the differences among products would radically change companies’ incentives. Comprehension standards can capture the effects of companies’ marketing practices and therefore private organisations would be incentivised to abstain from misleading practices whose goal is to outsmart the consumer; instead, companies would be motivated to educate consumers, whereas savvy consumers may even push companies to design products that best meet their needs.

In contrast to regulators, who inform consumers solely through public-education campaigns, the private sector is best situated to perform this task at a lower cost and through changing conditions. Hence, the role of performance-based regulation should be to encourage private organisations to implement welfare-enhancing practices through the introduction of
comprehension standards. Given that companies collect and analyse their customers’ information for marketing and product development purposes, they have expertise in educating consumers. What is more, companies are even able to tailor marketing to individual consumers’ real-time circumstances thanks to the advanced technologies available in the device-mediated age of Big data. Large companies already run thousands of randomised studies annually, for instance, Facebook alone runs over a thousand experiments every day. Based on these studies, marketers are in a position to respond much faster than governments to evolving consumer beliefs and also affect consumer behaviour. What is currently missing though is what performance-based regulation aspires to achieve; to shift companies’ focal point to consumers’ needs and make them use this knowledge and tools not only for their own profit but also towards increasing consumer awareness.

In addition to comprehension standards, consumer transactions can also be regulated by another type of performance standards – the suitability standards – which are particularly useful in cases where the cost of achieving comprehension exceeds its benefits. Suitability requirements define which uses of a product would be suitable or not and aims at increasing consumers welfare by either requiring companies to develop products embedding certain attributes beneficial for consumers or by eliminating product features that result in more costs than benefits for consumers. Instead of testing the suitability of each transaction, which would be excessively costly, or enforcing ad hoc compliance, which would discourage companies from taking any action, performance-based regulation sets performance benchmarks regarding the proportion of a company’s customers that must use its products suitably and then field-tests a sample of the customers to assess whether the standards are met.

Suitability standards help mitigate the two main problems arising from prescriptive regulation; over-inclusiveness and under-inclusiveness. First, suitability standards can motivate companies to develop methods to channel the right products to the right consumers, while by providing flexibility they avoid the innovation-retarding effects that prescriptive regulation is likely to have. Second, the higher level of generality in suitability standards renders the law-making process more agile compared to prescriptive regulation and enables
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regulators to respond more quickly to changes in product offerings that make the use of a product unsuitable. Not only can suitability standards mitigate the weaknesses of prescriptive regulation, but also have the potential to suggest improvements in design standards. Establishing suitability standards can lead to a consensus on appropriate uses of a product that can in turn result in more focused product-design regulation. The flexibility provided by performance-based regulation allows companies to experiment more easily and thus discover changes in the design of a product that regulators will look at examining what product designs are feasible and based on this knowledge they will then be able to introduce industry-wide design standards.

As it has been indicated, successful performance-based consumer law can provide companies with the incentives that are currently missing and direct them towards welfare-enhancing practices. The relationship between the regulator and the marketers is reciprocal; on the one hand, performance standards offer the necessary discretion to companies to decide the best way to meet the benchmarks set and, on the other hand, companies’ choices provide regulators with market-tested product designs on which to base design-regulation decisions. Performance-based approaches can be integrated into incentive-based regulation either directly (positive incentives) or indirectly (negative incentives). As far as negative incentives are concerned, to encourage continuous improvement of the companies’ practices, regulators could, for example, charge a fee for behaviours that increase risk or impose liability for unfair, deceptive or abusive conduct. If companies had greater responsibility for defective or insecure products, their incentives would be to design products that could be used only in welfare-enhancing ways; this form of liability can prove crucial in an era when technology facilitates the sale of products with unsuitable features or without any consideration for security features.

7.3.5. Incorporating performance standards into cyber security regulation

The current cyber security landscape calls for a regulatory instrument capable of providing data controllers with the necessary incentives for adopting security practices having as its primary goal the protection of individuals’ personal data. As evidenced by the increasing number of security breaches, the technology neutral approach adopted by the relevant EU legislation seems to have failed to achieve this goal, that is, motivating companies collecting and storing personal data to take data protection more seriously. In an attempt to avoid the innovation-retarding effects of a technology-based regulation and ensure the sustainability of
the law, EU regulators have abstained from imposing specific security obligations on data controllers providing them with great discretion in interpreting the letter of the law; although the EU laws are always accompanied by clarifying guidelines, the latter have no binding character. Incorporating performance standards into cyber security regulation might result in redirecting the creative potential of the private sector towards the development of welfare-enhancing practices by uniting companies’ interests with the regulator’s goal, while leaving ample space for technological innovation. Even though performance standards confer on companies both flexibility and responsibility to determine how to meet the legal requirements, they do not give them complete discretion, as is the case of other forms of technology neutral regulation; instead, the standards set an intermediate target that companies must meet. Performance-based regulation aspires to achieve what is currently missing from cyber security regulation; to place users at the centre of cyber security landscape by shifting regulator’s focus from the data controller’s actions to the effects of those actions on users. In this way, the performance-based approach to cyber security regulation brings a new perspective, which situates individuals as principals, and regulators and data controllers as their agents. This new perspective, however, also requires a new vision of how law ought to be made.

A significant benefit of the performance-based regulatory paradigm lies in the fact that it introduces the notion of “smart governance”, according to which regulators have the responsibility and authority to routinely review the performance of regulation and to make constant adjustments to direct regulation closer to its goals (Dale et al., 2007). The process of periodic testing of compliance with performance standards would give the power to regulators to systematically review performance data and would enable them to respond more quickly to them suggesting regulatory improvements. For instance, based on the test results regulators would be in a position to iteratively revisit the question of how insecure products or improperly applied security techniques should be regulated. Hence, the process of law-making would not rely on regulatory and judicial models or myths about the ‘average’ user or the ‘appropriate’ security techniques; instead, empirically informed law-making examines what is actually happening and can propose more grounded and objective measures of what it reasonable or appropriate. Of course, empirically informed regulation cannot produce a perfect set of legal rules but intends to provide institutionalised monitoring and feedback of its own utility. In order for this goal to be achieved, a change in the conception of the law-making process is necessary that can accommodate the rapid pace of technological advances.
Rather than insisting on creating sustainable and static laws that should be revised after a period of twenty years, the rapid technological progress calls for “a post-bureaucratic vision” of law, in which regulators govern through the use of auditing and continuous adaptation to diverse and changing environments (Simon, 2015).

The ‘post-bureaucratic’ or performance-based approach has emerged in the private sector as industries have sought flexibility to adapt to more volatile economic circumstances and, as a consequence, an analogous need for governments has been created to respond to fluidity and diversity by importing elements of the post-bureaucratic view to the public sector. The differences in the structure of the bureaucratic and post-bureaucratic approaches also reflect differences in the organisational premises (Sabel & Simon, 2011). Contrary to the former approach that tends to presuppose bureaucratic organisation, the latter often arises from performance-based organisation. According to the bureaucratic approach, or else canonical doctrine, which was the dominant paradigm of efficient large-scale organisation in the past, authority depends on previously chosen values and goals, while rules are relatively inflexible and difficult to change. In the bureaucratic view, the rule is the most important type of norm. The canonical doctrine also endorses the reactive approach to error detection. By contrast, in post-bureaucratic organisation, legitimacy depends less on prior authorisation and more on transparency, whereas the key type of norm is the plan instead of the rule. Even though plans may contain rules, they are regarded more comprehensive and provisional, and less categorically prescriptive and tight compared to bureaucratic rules. Plans typically set out procedures for monitoring their own implementation and for frequent assessment in the light of information deriving from monitoring. Another significant element introduced in the post-bureaucratic organisation is the adoption of a proactive approach to error detection relying on audits aimed at ex ante preventing the undesirable consequences rather than ex post mitigating them (Simon, 2015). The differences between the two approaches indicate that the need for updating the canon, which stems from the need for governments to adapt to the rapidly changing circumstances, requires a thorough reconsideration of the bureaucratic doctrine that lies in broadening its focus and altering its organisational structure.

7.3.6. Incorporating adaptive management process into cyber security regulation

The main characteristic of the concept of adaptive management as a learning-based decision process is that it promotes flexible decision making that can be adjusted in the face of uncertainties. Adaptive management serves as a means of adjusting policies as part of an
iterative process following careful monitoring of the outcomes of certain actions. This does not mean that it should be conceived as a random ‘trial and error’ process; instead, emphasis should be placed on iterative learning, which aims to reduce uncertainty, and on improved management as a result of learning (Allan, 2007). In other words, this process can be pictured as a ‘feedback loop’ of monitoring, evaluation, and management adjustments that focuses specifically on learning about the impacts of management. Within each iteration of the overall cycle, multiple iteration of this loop may occur. Adaptive management is designed to improve understanding of how a system works in order to achieve the desired outcomes. To this end, the management process involves formulating the resource problem, developing conceptual models, and identifying actions that might be used to resolve the problem (Bond, 2016). Through the monitoring of the outcomes of each operation, actual outcomes are compared against predicted outcomes, with the comparative results fed back into decision making to produce more effective decision making. A significant prerequisite for the effective application of the process of adaptive management is the involvement of organisations or individuals who use, influence, or have an interest in a given resource, early in the adaptive management cycle so as to help assess the problem, design activities to solve it, implement and monitor those activities, and participate in the evaluation of results (Williams & Brown, 2014).

7.3.6.1. Smart Governance

The concept of Smart Governance introduces the idea of creating a system where the regulated entities are subject to real-time measurement to better achieve the regulatory goals. Smart Governance is dynamic in that it involves interactive loops dependent on each other and constantly readjusted according to the feedback provided. The aim of the Smart Governance model lies in helping regulators make better decisions on how to improve the regulatory process and achieve the goals set out in their mandate. The framework introduced by this model allows regulators to adopt an approach to problem-solving similar to that employed by companies since regulators can utilise it in order to design public policies, improve the implementation of regulation and work together when updating legislation
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80 *Feedback loop* is a term commonly used in the field of Economics to refer to a situation where part of the output of a process is used for new input. See Koteshwar Chirumalla, 2017, Clarifying the feedback loop concept for innovation capability: A literature review, Presented at The XXVIII ISPIM Innovation Conference – Composing the Innovation Symphony, Austria, Vienna on 18-21 June 2017, available at: https://www.researchgate.net/publication/316857374_Clarifying_the_feedback_loop_concept_for_innovation_capability_A_literature_review.
The application of this model to the regulatory process could be achieved using the following three methods: the Regulatory Management Method, the Regulatory Auditor Method, and the Regulatory Oversight Method. The first method involves the collaboration of the regulator with the relevant advisory committee in order to identify relevant pieces of dynamic performance data that can be collected from all regulated entities and applied to a particular outcome-based goal. In this scenario, the regulator is responsible for managing the entire process as he is in charge of housing databases with the information collected, using modern analytical techniques for deriving data insights from the data, and using his enforcement authority against entities falling short of achieving specific results. In the context of the second method, the onus of responsibility is placed on the regulated entities, which are in charge of maintaining databases, creating algorithms to analyse the data, demonstrating that they are meeting the goals defined, and reporting their progress towards achieving those goals on a regular basis. Although the regulator still sets out a series of dynamic metrics for regulated entities and can use his authority in case the results of the report fall below a certain threshold, the fact that the regulated entities are those which determine the means for best achieving the regulatory goals allows them the flexibility to innovate. The same holds true as regards the last method, where the only difference compared to the second one is that the regulator is also assigned to play an oversight role, since the regulated entities ought to create an internal independent auditor, who is subject to controls by the regulator; at the same time, the regulator is still responsible for subjecting the regulated entities to enforcement if they fail to utilise the controls set out by him. The internal auditor is also subject to annual review of his programme (Cohen, 2016). Relevant to the notion of auditor seems to be the concept of ‘algorithmist’ introduced by Mayer-Schönberger and Cukier (2013), who envision a new type of profession akin to that of auditor that would ensure accountability, traceability and confidence in Big data predictions in the same way auditors did with financial information in the early 20th century. In particular, the authors describe two types of algorithmists: the internal algorithmist who would be a sort of Big data ombudsman, and the external algorithmist who would consult with government on how to best use Big data in the public sector.

7.3.6.2. The Boyd cycle in the regulation-making context

The so-called O.O.D.A loop, or else Boyd cycle, is an information management concept and refers to a decision-making model currently being applied in business and technology contexts (Boyd, 1987); it is commonly used as a tool for developing web applications as it
allows developers to identify the changes needed and release improvements to the application by experimenting on new things (Hammersely, 2012). The Boyd cycle comprises the four stages of observing (by gathering inputs from the environment), orienting (by creating a model of the situational reality based on the data collected), deciding (by using the knowledge acquired as a new basis), and acting (by translating this knowledge into action) (Richards, 2012). Mark Fell (2013) advocates the adoption of the Boyd cycle, also referred to as Smart Governance cycle, in the field of policymaking in order to enable governments to transit to a more agile, collaborative and insightful regulatory model. Applying the Boyd cycle to regulation is a process consisting of the following steps, each of which should be exercised repeatedly to gain significant benefits and ensure accountability. The first step would require regulatory bodies to collect relevant data from all regulated actors regarding their performance. Unlike the practices currently used by regulatory bodies, which already collect massive amounts of data sometimes irrelevant or in an inefficient manner, they could do so through digitisation by using an Application Programming Interface (API) that regulated entities would plug into to submit relevant data. Two crucial elements of this process are collaboration and harmonisation. In determining the relevant data points for a particular regulated environment, experts from both sides of regulators and regulated should look at specific pieces of information that all actors in a regulated environment should have and then harmonise the data request across them. Not only does comparison between regulated actors become easier when data points are harmonised, but also a comprehensive dataset can be created for regulators to work on.

The second step, which is the most significant part of the cycle, is about making sense of the data collected and transforming these data into information in order to choose the best course of action. Encouraging the collection of data from disparate sources and organising them in an understandable manner would enable meaningful insights to be derived which, in turn, would effectively support the decision-making process (Australian Government, 2013). At the third stage of the cycle, experts are in charge of both creating and applying algorithms to gain insights from the database. In this context, the notion of algorithm should not be considered in its purely technical sense but rather as a set of rules to be followed in an operation (Cohen, 2016). Using data insights regulators would be able to think broader about the changes needed to be introduced into a system and the ways of doing so in order to achieve the set regulatory goals. It is essential that the three aforementioned steps are constantly reviewed and readjusted to the rapidly changing environment based on the
feedback generated from previous iterations. The role of feedback loops lies in guiding regulators to, for example, reform the system in case databases are not structured in an efficient manner, or readjust the calculations if algorithms are not leading to meaningful insights. Even though regulators are likely to encounter difficulties in putting in the right place feedback loops that allow for corrections and innovation, it is still significant regulators to be agile in terms of both their processes and means of achieving their objectives. Finally, the last step of the Boyd cycle includes putting the right inputs into action, that is, interpreting the insights in context and deciding how to implement them into regulation (Cohen, 2016).

In order for the Boyd cycle to effectively operate in a regulation-making context, it is important that the right actors – referred to as “intervention agents” – also constitute part of the entire process (Fell, 2013). In the context of regulatory decision making, appropriate intervention agents include computer algorithms, crowds and recognised experts. Good innovation in policymaking involves finding the ‘intervention mix’ suitable to address a particular problem, and then evolve that mix depending on the stage of the Boyd cycle. The inclusion of intervention agents and, especially, the collaboration of technical and policy experts from government, industry, academia, non-governmental and consumer groups (market wide consultation) in the early stages of the decision-making process, and throughout the process, can ensure that regulators are not left behind from technical developments in industry since it helps them overcome their lack of technical knowledge, a problem that plagued traditional performance standards. Attention should be paid to the process of selecting the right actors, which should by no means be self-selecting as this would result in bias and expertise risk. In areas where a combination of knowledge and initiative is required, for example, computer algorithms may lead to pure rule-based decisions but it should also be considered that they lack the sensitivity to context held by humans.

7.3.6.3. Smart Governance & dynamic performance standards: A new model for developing cyber security regulation

In a world of pervasive rapid development, performance standards appear to dominate over design standards as most modern businesses use some form of performance standards. Among the various benefits of performance standards, the most significant ones that make them prevail are the ability to directly address the regulatory goal and account for changes in the practices for regulated entities, and the fact that they empower innovation in compliance methods by allowing for discretion in implementation while incentivising developments
occurring in industry (Bensanko, 1987; Coglianese et al., 2003). Nevertheless, despite the fact that traditional performance standards provide the regulated entities with more flexibility compared to design-based regulation, they are still unable to iterate and thus there exists the danger of locking a particular practice among industry ending up playing the same role with design standards (Stewart, 1981). Moreover, enforceability issues often arise due to regulators’ difficulty in monitoring the compliance of entities subject to performance standards and thus determining whether regulatory objectives have been achieved (Breyer, 1982). The recently developed concept of ‘dynamic performance standards’ aspires to overcome the likely stagnancy of traditional performance standards by trying to avoid the pitfalls of the latter. First, this concept addresses the problem of assessing whether a goal is being met, which has resulted in an ‘information gap’ between industry and regulators, by utilising data analytics techniques to make easier the process of measuring and analysing the performance of the regulated entities. Second, the iterative nature of dynamic performance standards, which enables regulators to innovate at a similar pace as industry, aims at mitigating the regulatory risk involved in the static nature of classical performance standards; the iteration process is based upon new data and new insights. Third, the lack of regulators’ technical knowledge to measure, monitor and iterate the standard has led to difficulties in creating effective performance standards, a goal that can be achieved only with the collaboration of all concerned stakeholders – a feature introduced by the concept of dynamic performance standards (Bianchi, 2016).

As stated in the World Economic Forum in 2012, “[we] are living in the most complex, interdependent and fast-paced era in recent history”. As a matter of fact, technology is nowadays the key driver and dramatic changes in the field of technology are enabling business models that were not possible twenty years ago. However, the innovations in the industry sector operate within a regulatory system that is struggling to keep pace as the transformation taking place is challenging the existing regulatory approach. Instead of the law continuously trying to keep pace with technology, it would be better to embrace technological advances and benefit from the same cutting-edge practices that are revolutionising industry. The key challenge is not only to set out the key objectives of a regulation, which is undoubtedly a crucial part of the entire process, but mainly to define and operate regulation able to realise the governmental goals set in the most effective and efficient way possible. In this regard, the existing regulatory approach to technology-related matters is falling short of achieving the goals initially defined. In order for regulation to
innovate and transform in a manner akin to the way industry evolves, a shift in the regulatory decision-making model is required, which will be able to meet the needs of the current complex and fast-paced business environment. The new model for developing regulation would be based upon the concept of dynamic performance standards for measurement and the concept of Smart Governance for implementation and monitoring, which suggests the integration of practices, such as gathering market data and using data analytic tools, in the regulatory system to create a better-informed regulatory development process. By combining the use of technology and data with a collaborative and iterative process to measure the performance of regulated entities, regulators will be able to obtain unique insights and better deliver the goals underlying regulation thus keeping pace with the highly innovative and transforming industry.

The Big data revolution, which came as a result of increases in data acquisition capability, data storage, computing power and algorithmic design, has enabled better insights in developing technology. Big data used in the technology sector has transformed not merely the way traditional industry conducts business but also the way governments provide their services and thus improving governments’ efficiency in terms of procurement and law enforcement issues. By contrast, Big data has so far failed to reform the process by which regulation is created and implemented. Introducing, however, the data analytics element to regulation may enhance regulator’s ability to measure and analyse performance standards and possibly lead to a transformation of the regulatory process of designing, implementing and improving policy and legislation in collaboration with stakeholders. In a data dominated society characterised by fast-paced transformation, where our basic understanding of how to make decisions and comprehend reality is being challenged, creating a public policy process requires a particular mindset – the so-called “big data mindset”.

7.3.6.4. Incorporating smart regulation principles into cyber security regulation

Smart regulation has various facets, some of which will be analysed below in the data protection context. To begin with, its primary characteristic lies in the fact that it encourages the adoption of an incentive-based approach to compliance that takes into consideration the complex and diverse compliance motivations of each organisation. Such motivations could potentially be provided in the form of reduction in liability, defences in data breach litigation or even reputational payoffs. It is crucial that stakeholders learn from industries that have already applied incentive-based mechanisms so that any unintended consequences of such
incentives can be minimised to the extent possible. Recognising that companies often have plural and overlapping motivations (e.g. preventing brand and reputational damage, boosting the confidence of customers and business partners) and taking into account their business drivers so that they are allowed to innovate is another element of smart regulation. Furthermore, smart regulation encourages the adoption of an “open culture” where the compliance of organisations with the applicable data protection laws will transparently be improved through guidance and support instead of sanctions. It is important that data protection authorities dialogue productively with organisations in order to find mutually acceptable solutions (Vranaki et al., 2016).

Regulatory pluralism constitutes one of the primary aspects of smart regulation, which endorses the idea that the recruitment of third parties in the regulatory process may provide for improved outcomes (Klingbeil, 2010)). Contrary to the traditional regulatory process that is restricted to government considering it as an omnipotent form of regulatory authority – a notion of government that tends to become outmoded – smart regulation aspires to introduce a model of governance, where a range of third parties, both commercial and non-commercial, will be given the chance to play a valuable role in the regulatory process, acting as quasi-regulators. As a matter of fact, in some instances, quasi-regulation might be more potent than government intervention, especially in areas of commercial activity which impact on the performance of industry and thus render direct government intervention impractical. Moreover, given that “smart regulation is not about more or less regulation, it is about delivering results in the least burdensome way” (European Commission, 2017), the involvement of third parties in the regulatory process can assist in taking the weight off government intervention and hence allow government to reserve its resources for situations where direct intervention is the sole viable regulatory alternative. An additional benefit of smart regulation is that empowering participants who are in the best position to act as ‘surrogate regulators’ can generate a regulatory outcome with the potential to be mutually reinforcing due to the multiplicity of regulatory signals. In terms of the mechanisms through which government should seek to engage third parties in the regulatory process, the provision of adequate information can serve as a starting point; reliable data on the performance of industrial firms would enable those actors who are in a position to exert influence (e.g. in the commercial sphere) to make objective judgments with regard to the issues at stake (Gunningham & Sinclair, 1998). More importantly, the role of government must principally be that of a catalyst or a facilitator which enables a coordinated collaboration between
surrogate regulators by filling any gaps that may exist and facilitating links between the different layers of the regulatory process. Instead of trying to find ways to engage third parties in direct intervention, it would be preferable for government to create the necessary preconditions for them to assume a greater share of the regulatory burden.

In its 2010 Communication on Smart Regulation in the European Union, the European Commission defines the three main characteristics of smart regulation as follows: first, the concept of smart regulation should be integrated throughout the policy and law-making cycle – from the design of a piece of legislation to implementation, enforcement, evaluation and revision; second, the regulatory process must be a shared responsibility of the European institutions and Member States; third, the views of those most affected by regulation can play a key role in smart regulation. In terms of the participation of stakeholders in the regulatory process, the Commission describes the inputs on impact assessments from citizens and stakeholders as an essential element of smart regulation in order to deliver good quality policy proposals and stresses that the implementation of smart regulation objectives requires consulting them both when developing policies and when evaluating whether the regulatory outcome is in accordance with the initially defined regulatory goals. To this end, the Commission has established a platform called ‘REFIT Platform’, where any stakeholder can present their views on the impact of EU law and also make suggestions on how the legislation can be improved. In particular, interested citizens and stakeholders can contribute by sharing their opinions on forthcoming initiatives outlined by the Commission (roadmaps), legislative proposals and their economic and social impact, or by evaluating existing policies (European Commission, 2015). The role of this platform is to provide a basis for inclusive work on a common agenda involving civil society, social partners and high level experts from business appointed through an open and transparent process. Open and transparent decision-making process is considered to be of vital importance for effective regulation and thus all major initiatives should be subject to thorough assessment. Two additional principles of effective regulation, as set out by the Commission, dictate that any regulatory action needs to be based on evidence and adequate information (e.g. detailed information about roadmaps should be available online), while regulatory burden on businesses, citizens or public administrations must be kept to a minimum. Furthermore, good practice should be extended to the entire policy cycle, which entails ex post evaluation of regulatory performance, assessment of economic and social impacts, as well as understanding the full benefits of regulation and not only focusing on the costs of its implementation (European Commission, 2017).
7.4. Conclusion

As demonstrated above, performance-based regulation may also generate undesirable side effects in case too much discretion is granted to the regulated entities. For instance, if regulation is subject to wide interpretation as to the required level of security, it is more likely that a company opts for lax security measures, a choice that may be beneficial for the company in the short run but will increase the likelihood of security breaches in the long term. In determining whether to use a performance standard, and if so, what specific type of standard to adopt, given that performance standards themselves differ in their specificity, measurability and feasibility, regulators need to make sure that the necessary conditions under which a performance standard should be applied are being met. The above analysis of the considerations regarding the weaknesses of the performance-based regulation, coupled with the difficulties associated with implementing such regulation, indicates that it is not necessarily a ‘silver bullet’ regulatory strategy that can be applicable under any circumstances. Some situations call for a hybrid approach that helps minimise the limitations of performance-based regulation. A hybrid approach is a blend of regulatory instruments that may take various forms. One such a form is the example of tiered regulation, which mandates performance thresholds and also provides prescriptive guidance suggesting the use of specific technologies. Another type of hybrid approach is a regulation that requires specific technological designs but also includes equivalency clauses or provisions for alternative enforcement mechanisms; provided that the regulated entities can achieve a comparable level of performance through other means, they are allowed to opt out of the prescriptive standards (Coglianese et al., 2003). The main challenge for regulators is to obtain a thorough understanding of the nature of the problem that calls for government intervention, which will enable them to identify the conditions under which different regulatory instruments are appropriate, while also keeping an eye on changing conditions or new alternatives (Daly & Foushee, 1981). It is crucial that a regulator’s decision is independent of political economy issues. Imposing strict security obligations on companies collecting personal data is likely to raise objections on the part of the private sector, but restricting law-making to regulations that companies do not oppose allows private organisations rather than citizens to govern, an outcome that is incompatible with the principles of democracy.

It should be recognised that the regulatory environment differs from that of a firm in many aspects, and therefore it would be politically and socially unacceptable to experiment on a
market-wide scale, where a mistake is magnified many times over. Yet, this does not mean that policymakers should abstain from adopting new approaches to regulation but, instead, they should find a way of doing so that increases market confidence and the quality of intervention by using, for instance, firm level pilots or market simulations while creating safe harbours which would ensure that regulated entities have confidence in the pilots and simulations. In order for regulation to remain grounded in the realm of technical feasibility, it is essential that technological advances such as data analytics techniques are actually implemented in the regulatory structures. Based on the premise that “a 21rst-century agency should use 21rst-century tools”, the techniques offered by the concepts of Dynamic Performance Standards, in combination with the Smart Governance model, can be utilised by policymakers and regulators to glean new insights and hence revolutionise the regulatory decision-making process. When the risk-based approach to regulation, which requires that legislators and regulators focus on those areas that present the greatest risk to the regulatory objectives, is applied through the lens of the aforementioned concepts, is likely to not only allow for better results but also release useful resources for public authorities to concentrate their enforcement activities where it really matters. While respecting the role of regulators, the new approach suggested supplements it with cutting-edge thinking that involves decision making based upon iterative data analysis, collaboration with the most appropriate actors on an issue-by-issue basis and focus placed on performance rather than design. In this way, regulators can benefit from the opportunity to better deliver policy goals while enabling new business and operating models. This paradigm shift, however, requires a change in terms of both methodology and way of thinking. In particular, all the elements that form the regulatory decision-making process need to be reconsidered and take differently shaped dimensions. Therefore, a new regulatory model would require understanding different business models and emerging technologies, involvement of new and more stakeholders, monitoring of market mechanisms and practices, and utilisation of new tools such as data management and algorithmic solutions. More importantly, a change in culture is necessary to embrace the new regulatory model that challenges the traditional approach to regulation. It is noteworthy that the Smart Governance model places emphasis on the question of how to achieve better regulation in the place of the question of whether more or less regulation is needed.
CHAPTER 8: Need for an Alternative Regulatory Approach to Data Security

8.1. Introduction

This chapter aims to build a regulatory model able to address the issues arising from the problematic nature of the identifiability concept in the current EU legal framework surrounding the security obligations of data controllers. To this end, the first part examines the benefits of the risk-based approach to data protection and the notion of risk as it appears in the provisions of the GDPR, according to which data processing operations which involve high risk trigger additional compliance obligations. The notion of risk under the GDPR is linked to the notions of threat and harm as the extent of the threat and the likelihood and gravity that different processing operations raise to individuals’ rights and freedoms play a crucial role in determining whether a certain processing activity is of high risk. The second part of the chapter provides insights on the need for developing a regulatory model able to overcome the challenges posed by the binary distinction between personal and anonymous data in the post-anonymisation era, which will provide the necessary incentives for companies to implement adequate security mechanisms. The analysis of the EU legislator’s attempt to address the utility-privacy trade-off by introducing the pseudonymisation concept indicates the shortcomings of this approach that seems to raise a range of technical and legal issues. The chapter proceeds with the debate over the de-identification of personal data in order to highlight the need for introducing a spectrum of identifiability degrees, which recognises that the categories of identified and anonymous data are not the only possible states of data but rather the two end points of the identifiability spectrum. Drawing on the literature on the degrees of data identifiability, a regulatory model is proposed that aspires to overcome the issues stemming from both the de-identification debate and the technology neutral approach to the security obligations of data controllers, by systematically tailoring the security requirements depending on the state of the data, which is contingent upon the level of the re-identification risk resulting from the interplay between certain risk factors and varies depending on the data environment. The model aims to provide clarity to data controllers’ security obligations by laying down high-level security objectives and recommending
examples of security measures to be implemented according to the security level required in each case.

8.2. Need for a Risk-based Approach to the Security Obligations of Data Controllers

Developments in Open and Big data result in data being processed on a scale never achieved before due to the incredibly fast computer processing speeds. Besides the benefits that such technological advances entail, immense threats to privacy have also emerged, which are driving an unprecedented need for reliable anonymisation techniques. As demonstrated above, although anonymisation had for long been viewed as the solution to unlock the broader utility present in massive datasets, it is now getting more and more difficult to carry out the anonymisation process with confidence. However, third parties are still allowed to process anonymous data lawfully since any link relating to the data subjects is considered to have been removed. It is crucial, though, that even in this case third parties take into account the (even low) possibility of being able to identify individuals, at which point data becomes personal and thus falls within the ambit of the data protection laws. The challenges posed by the failure to achieve perfect anonymisation herald the need for a new data protection paradigm. Instead of dwelling on the future fragility of the technique of anonymisation as a solution for protecting personal data, which appears to be increasingly irrelevant in the face of widespread sophisticated profiling techniques, it would be more realistic to build a new model whose focal point will be the risk and the effects of the processing of personal data on the data subjects (Gratton, 2014). In the post-anonymisation era, the risk of re-identification can serve as a point of reference for regulators to set a threshold below which personal data can be considered protected under given circumstances and thus treated accordingly.

As the pace of technological change outstrips the conventional thinking of regulators and businesses, a calibrated and risk-based approach to data protection might improve the ability of businesses to take a better-informed and better-structured approach to the processing of the massive personal information they collect, store, use and share on a daily basis. The principal advantage of the risk-based approach lies in the fact that it goes beyond mere compliance with regulatory requirements and allows organisations to find ways of not only implementing
data protection requirements on the ground but also ways of demonstrating their compliance (Hunton & Williams LLP, 2014). In doing so, the risk-based approach helps clarify and communicate the underlying rationale of data protection regime. In contrast to regulatory approaches that merely focus on inputs and classifications, regulatory approaches based on risks and outcomes aim at securing the object of data protection laws as they examine the overall outcome of the processing of a particular piece of information, by the data controller in question, in terms of the risk to individuals’ fundamental rights and freedoms (Article 29 WP, 2014b). Such a contextualised approach that hinges upon the impact on individuals can lead to increased standards of protection by ensuring that processing operations resulting in privacy harm are brought within the scope of the data protection regime, irrespective of their exact nature or form, and by incentivising data controllers to invest in activities aimed at benefitting individual privacy (Brown, 2010).

The increased focus on the notion of risk as a touchstone for data protection regulation has been one of the most significant developments in the data protection field over the last decade. The risk-based approach adopted by both the DPD and GDPR is based on the premise that organisations handling personal data must devote more resources to the processing operations that raise the most serious threats. Given that risk varies across industries, instead of imposing one-size-fits-all approach, the law promotes a nuanced approach according to which organisations adjust protection measures to their business model (Schwartz, 2016). Even though the concept of risk is central, there is no agreed definition. Instead, it is often used flexibly to apply to different components of ‘risk’; for instance, one might refer to the risk of loss of confidentiality or financial loss as the results of a data breach, and at the same time, refer to the risk of a data breach, which does not necessarily lead to a harm or damage. In the risk assessment context, risk is conceived as a scenario which combines a feared situation (e.g. breach of the data processing security and the consequences the breach entails) and the possibilities that the feared situation will take place (e.g. threats to the supporting assets); in this regard, risk level is estimated in terms of gravity (i.e. the degree of its impact) and likelihood (i.e. the probability of occurrence) (CNIL, 2010).

In the data protection context, the most broadly used definition of “risk” encompasses the concept of “unacceptable risk”, that is, a threat to, or a loss of a valued outcome that cannot be mitigated through the implementation of effective controls and is disproportionate to the expected benefits. Therefore, “risk” equals the probability that a data processing activity will result in such an impact (Hunton & Williams LLP, 2016). The concept of “unacceptable risk”
is also associated with the risk-tolerant nature of any data protection regime, whose aim is not to eliminate any possible risks but rather identify and eliminate the unacceptable risks. In other words, the data protection measures that should be applied by data controllers should be designed to reduce risk as much as reasonable and practicable in the light of the available protection mechanisms, the costs and efforts required as well as the intended benefits. Although there is no concrete definition of ‘risk’ in the GDPR, the Regulation provides interpretative guidance on what may constitute risk and harm. To begin with, the GDPR seems to focus on one type of risk, that is, the adverse risk of processing activities to the individual. In particular, Recital 74 unambiguously states that data controllers should implement “appropriate and effective measures” in light of the risks to the rights and freedoms of the data subjects generated by the data processing. The risk-based approach and the notion of scalability, which envisages that the required compliance measures should also take into account the nature, scope, context and purposes of the processing operations, are closely linked mechanisms incentivising accountability. Despite the fact that solely the risks to individuals are explicitly mentioned in the GDPR, it is noteworthy that such risks are closely linked to other aspects of risk, because organisations usually incorporate the individual-based risk assessments into their broader enterprise risk management systems, which actually evaluate risks to the organisation, such as financial, reputational, litigation risks, or corporate opportunity risks associated with the organisation’s business and profit objectives. As a matter of fact, guidance on data protection impact assessments (DPIAs) and existing practices suggest that risk assessments under a DPIA may go beyond assessing the risks to individuals, but may assess the risks of a wider set of stakeholders, including the risk to the organisation itself or to society at large (ICO, 2014b).

Recital 75 of the GDPR prescribes that the actual risk level should be determined by considering the “likelihood” and “severity” of the risk to the rights and freedoms of natural persons. The term “likelihood” refers to the possibility of a risk or its impact to materialise, while “severity” means the magnitude of the risk or its impact in case it materialises. Thus, organisations are obliged to assess the likelihood and severity of their personal data processing activities and apply processes that enable them to reliably and consistently weigh the risks and harms against these criteria. This requirement does not mean that the protection of the rights of the data subjects depends on the level of risk of the processing in question, since individual rights apply in full regardless of the risk level. But it is organisations’ responsibility to modulate their data protection compliance according to the level of risk their
processing operations pose to the individuals’ rights and freedoms. Even though there is no consensus on the specific criteria to be considered when evaluating the likelihood and the severity of a risk, other than the nature, scope, context and purposes of processing (Recital 76), three risk elements can be identified in Recital 75 – risky processing, potential threats and harms. Therefore, in determining whether there appears a significant risk to the rights and freedoms of the data subjects, the question that needs to be answered is whether there is a significant possibility that the particular threat could lead to the particular harm with a significant degree of seriousness. In terms of the first risk assessment element, Recital 75 provides examples of processing activities that qualify as potentially risky, such as the processing of a large amount of data affecting a large number of individuals, the processing of special categories of data, the processing of the personal data of vulnerable natural persons etc.; this list of risky operations is not exhaustive and hence organisations ought to consider other possible risk elements in each case based on context. When considering the potential threats in a risk-based environment, particular attention must be placed on the use of information, which poses the greatest threat. In this respect, as threats arising from data processing can be regarded threats that are likely to appear over the lifecycle of data, such as the excessive collection of data, the use or storage of inaccurate or outdated data, and the inappropriate use of data. As with the risky processing activities, the assessment of potential threats should also be contextual, which means that context needs to be recognised as an important factor in determining the level of threat and its potential to cause harm. Finally, Recital 75 identifies two types of harms that potentially risky processing activities or threats might present, that is, material or non-material damage. The first category of damage can be conceived as any tangible, physical or economic harm to the individuals, such as financial loss, bodily harm, loss of freedom of movement, whereas the second category refers to the intangible distress caused to individuals which may entail unacceptable intrusion into private life, deprivation of control over personal data, reputational harm etc.

It is worth mentioning that the GDPR takes two different approaches to the concept of risk. On the one hand, it conceives risk sequentially, which means that data controllers are obliged to adopt stronger data protection measures as their data processing poses increased possibilities of harm. On the other hand, in contrast to a threat model based on a continuum, the GDPR sometimes divides risk into two mutually exclusive categories – risk and high risk (Recital 76). The significance of this distinction lies in the fact that data processing operations which involve high risk trigger additional compliance obligations and thus the
identification of the amount of risk and the question of which category a certain operation falls into are matters of crucial importance. Before discussing the second approach, the specific obligations calibrated by risk will be briefly analysed. In comparison with the DPD, the GDPR appears to broaden the relevance of risk as it is not only explicitly based on the notion of a risk-based approach but it also seeks to tailor data controllers’ and processors’ legal obligations to the risks that the data processing presents to a far greater extent than the DPD. Contrary to the DPD, which makes only sparing use of the risk concept for its security requirements (Article 17 requires that data controllers “ensure a level of security appropriate to the risks represented by the processing and the nature of the data to be protected”), the GDPR also uses this concept as a cornerstone in order to impose accountability obligations on both data controllers and processors.

For instance, Article 24 contains a general accountability provision calling for data controllers to implement technical and organisational measures commensurate to the identified threat after assessing the “risks of varying likelihood and severity for the rights and freedoms of the individuals”. This requirement means that a controller must build, implement and be able to demonstrate a data protection program, where the protection measures will be more intensive in respect of processing that creates risks; the actual compliance programs may vary between controllers depending on the various levels of risks associated with their processing. The risk principle is also reflected in Article 25 which requires data controllers to take the risk factor into account when determining the building-in of data protection principles. In another use of the risk principle, Article 30 absolves an enterprise or an organisation with fewer than 250 employees from the obligation to maintain a record of processing activities as long as its activities are not likely to result in “a risk to the rights and freedoms of data subjects”; in this context, risk provides a threshold below which data controllers are exempt from an obligation. Likewise, data controllers are not obliged to notify a data breach to the supervisory authority when the breach is “unlikely to result in a risk to the rights and freedoms of natural persons” (Article 33). Finally, the GDPR uses risk to organise its security principle in the same way as the DPD; Article 32 of the GDPR is in line with and elaborates Article 17 of the DPD. Pursuant to Article 32, data controllers and processors should implement “appropriate technical and organisational measures to ensure a level of security appropriate to the risk” presented by their processing activities. In determining the appropriate level of security, Article 32 calls for heightened attention to a special group of security risks, the risks that may arise from “accidental or unlawful
destruction, loss, alteration, unauthorised disclosure of, or access to personal data transmitted, stored or otherwise processed.”

As far as the second approach adopted by the GDPR is concerned, the extent of the threat that different processing operations raise to individuals’ rights and freedoms plays a crucial role in determining whether a certain processing activity will be regarded as involving high risk and thus will trigger additional compliance obligations, or it will be seen as raising lower risks to the fundamental rights and freedoms of individuals and, as a consequence, will result in fewer compliance obligations. It is worth mentioning that the high-risk category was absent from the European Commission’s proposal for a new data protection regime of 25 January 2012, whilst in the amendments of 12 March 2014 suggested by the European Parliament, this term was introduced in two different procedural stages but none of them survived subsequent negotiations. The ‘high-risk’ concept was eventually established by the European Council in its draft of 11 June 2015, which resulted in its integration in the final text of the GDPR. To further clarify the meaning of high-risk processing, the GDPR provides guidance on what may constitute high-risk processing by giving examples of the characteristics of potentially high-risk processing operations, which should, however, be viewed by organisations as being part, not the only features, of a risk assessment process. Generally speaking, Recital 76 suggests that an objective assessment is required for the assessment of risk, which would determine “whether data processing operations involve a risk or a high risk”. More specifically, Recital 89 states that types of processing likely to result in high risk include processing activities where new technologies are used, activities that “are of a new kind and where no data protection impact assessment has been carried out before by the controller”, as well as activities that “become necessary in the light of the time that has elapsed since the initial processing”. Article 35(1) identifies the use of new technologies during the processing as a possible circumstance of ‘high risk’ requiring a data protection impact assessment, while Article 35(3) appears to establish the following ‘default’ high-risk categories: the “systematic and extensive evaluation of personal aspects relating to natural persons which is based on automated processing, including profiling, and on which decisions are based that produce legal effects concerning the natural person or similarly significantly affect the natural person”; the “processing on a large scale” of special categories of data and of personal data relating to criminal convictions and offences; and the “systematic monitoring of a publicly accessible area on a large scale”. The elements of these potentially risky processing operations should, by no means, be considered as the sole triggers for high-
risk status, but must be coupled with additional high-risk characteristics based on nature, context, scope and purpose of processing. The GDPR imposes specific obligations on data controllers that are triggered only in the cases of high-risk processing. The leading example of such an obligation concerns the data breach notification requirement, according to which controllers ought to notify not only the responsible supervisory authority (Article 33), but also disclose the breach to the data subject without undue delay when the breach “is likely to result in a high risk to the rights and freedoms of natural persons” (Article 34(1)). In addition to the requirement for conducting a data protection impact assessment in cases of high risk processing, as described above, the GDPR obliges controllers to also seek formal advice from the responsible supervisory authority before processing personal data in case the impact assessment “indicates that the processing would result in a high risk in the absence of measures taken by the controller to mitigate the risk” (Article 36(1)).

8.3. Need for a Regulatory Model Imposing Nuanced Security Obligations

8.3.1. Need for a regulatory model able to effectively address the trade-off between data utility and privacy

The need for addressing the utility-privacy trade-off is mostly evident in a wide range of industries and research fields, where implementing de-identification techniques in order to protect personal data is likely to render the data useless for other purposes. Computational privacy protection mechanisms inherently involve a trade-off between utility and privacy since the data elements have to be somehow distorted in order to safeguard privacy (Wu, 2013). This becomes apparent when deploying, for example, the technique of differential privacy, which involves adding noise to the data, or the technique of k-anonymity, which is often achieved by generalising and suppressing data contained in a database (Sweeney, 2002). If the variables of interest are stripped off, then their utility diminishes especially for researchers and data analysts. In areas such as healthcare or research, for instance, where the ability to re-link information to the data subject is critically important, striving for irreversible anonymisation may not only degrade the quality of data but also impede the utility of essential services. In other words, higher standards for de-identification may result in lower-
value de-identified data, which will have a chilling effect on the motivations of data controllers.

In the case of geolocation and traffic applications, for example, location services must track the user’s geolocation at particular points in time in order to provide real-time traffic information. When such data is sent to a phone carrier, operating system or location service provider, any identifiers are usually hashed and the hashed traffic data are then placed in a data vault and are enriched with additional location data returned to the user’s device. The processing of payment transactions is another example indicative of the values of data processing both to merchants and consumers. Not only can the information collected be used to improve operational efficiencies, but also to prevent fraud and detect theft. Often payment data needs to be quickly linkable to an individual so that the purchaser’s identity can be readily confirmed (Polonetsky et al., 2016). In order to maintain unique payment records without identifying users, payment processing companies remove any personally identifiable data from the transaction data and subject the account numbers to a one-way hash. As far as non-transaction data is concerned, it is aggregated and reviewed before being combined with de-identified transaction data, and then information is placed into separate warehouses, where it can be further aggregated into larger datasets depending on the sensitivity of data. Such aggregated data can then be accessed by data analysts or merchants, and can be combined with other macroeconomic data to gain further insights.

Therefore, striking the appropriate balance between data utility and data protection is the only means of providing those in charge of processing personal data with the necessary incentives to apply practical security measures that would also allow them offer significant services based on de-identified data. The core of the protection-utility trade-off lies in finding ways to structure data so that meaningful information can be derived from it, while preventing its unintended use, fraud etc. Even though data protection and data utility may appear to be two mutually exclusive notions, at first glance, the combination of technical, administrative and legal controls has the potential to effectively address this trade-off. In the abovementioned example of geolocation data, such safeguards would include hashing individual identifiers or aggregating data after a certain period of time and applying contractual use restrictions to protect location data, while in the case of traffic data, before hashed traffic data being shared with third parties for research or marketing purposes, it should be further aggregated into traffic reports and the data practices of data recipients should be reviewed.
A study conducted by a group of experts at Harvard University coming from different disciplines (computer science, social science, statistics and law) examines ways to develop computational tools for measuring privacy and data utility in order to achieve an optimal privacy-utility trade-off. The group adopted a holistic approach by complementing these tools with a set of legal instruments for social scientists to use when dealing with sensitive data, especially in cases where the effectiveness of anonymisation techniques was uncertain (Vadhan et al., 2012). The legal and policy tools designed included custom policies, contracts, licenses and other legal agreements tailored to the specific needs of researchers (and their data subjects) working with specific types of data under different technical approaches. The role of the legal instruments was to ensure the consistent application of computational tools in the appropriate cases and provide additional protection when necessary, such as transparent communication of data subject’s consent, proper limitations on data use and sharing, audit mechanisms for regulating compliance etc.

A regulatory framework needs to be built for balancing the potential benefits of data processing operations against the potential harms of particular practices. Such a framework may include a set of best practices for data controllers articulating in non-technical terms the guarantees provided by the various data protection mechanisms and determining the parameters to be considered in evaluating whether certain processing activities can provide sufficient privacy without considerably affecting the data structure. It is essential that regulators compare the risks pertaining to processing operations with the benefits of unfettered information flow and solely in case the costs significantly outweigh the benefits of information flow, regulators should place restrictions on the storage, use and sharing of personal data. The ideal scenario would be to achieve maximum data protection and maximum data utility at the same time, but the realistic scenario is to achieve an acceptable trade-off, that is, the point at which the threshold for law should be established. The bottom line, however, is that meaningful discussions on addressing the utility-privacy trade-off require first bridging the gap between the different perspectives of technologists and lawmakers. To this end, it is crucial to achieve an understanding of the relation between the mathematical and the legal notions of privacy.

In an attempt to address the utility-privacy trade-off, the GPDR introduced a novel concept into the EU legal framework – the concept of ‘pseudonymisation’ – as a data security method aimed at protecting personal data while also allowing data controllers and processors to benefit from the data’s utility (ICO, 2012a). ‘Pseudonymisation’ serves as an umbrella term
which encapsulates procedures such as data masking and hashing that are implemented in order to secure data directly or indirectly revealing an individual’s identity (Art.29 WP, 2014a). Article 4(5) defines pseudonymisation as “the processing of personal data in such a manner that the personal data can no longer be attributed to a specific data subject without the use of additional information”, while Recital 26 states that data which have undergone pseudonymisation “should be considered to be information on an identifiable natural person.”

As indicated, applying the pseudonymisation technique results in converting data about an identified individual into data about an identifiable person, which falls within the scope of the EU data protection law. The condition to pseudonymise a dataset is to keep the additional information necessary for re-identification safely inaccessible for the users of the data that have undergone pseudonymisation (Article 4(5)). The use of pseudonymisation techniques is supported by the GDPR as a privacy enhancing tool because it is recognised as being able to “reduce the risks to the data subjects concerned” (Recital 28). By reducing the linkability with the original identity of an individual pseudonymisation helps minimising the processed information and subsequently the risks presented by the processing operations. Pseudonymisation is used to disguise identities and enable the collection of data relating to the same individual without having to know their identity.

Notwithstanding the fact that pseudonymisation techniques - in the sense of removing or masking direct identifiers - are considered to be an effective security method, depending upon context it is likely that they are not alone sufficient to adequately protect personal data. Rather they should be viewed as a part of an organisation’s broader security policy encompassing a variety of security and control measures (Art.29 WP, 2014a; ICO, 2012a). The foregoing approach aligns with Recital 28, according to which pseudonymisation “is not intended to preclude any other measures of data protection”, and Article 32(1) whose list of possible security measures to be applied by data controllers and processors is not limited to pseudonymisation. Not only can the use of pseudonymisation techniques assist data controllers in meeting their security obligations under the GDPR, but it may also offer the chance to ease the compliance burden. Despite the fact that data that has undergone pseudonymisation is still subject to data protection regulation, its legal effects appear beneficial to organisations handling personal data. Contrary to the DPD, where data that had
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81 Even though it seems that, within the meaning of Article 4(5), implementing pseudonymisation requires more than the mere removal or masking of direct identifiers, See Sophie Stalla-Bourdillon and Alison Knight, 2016, Anonymous data v. Personal data–A false debate: An EU perspective on anonymisation, pseudonymisation and personal data, Wis. Int’l L.J.
undergone pseudonymisation was treated in the same manner as raw personal data and, as a consequence, companies lacked motivation to invest in the implementation of pseudonymisation mechanisms, the GDPR aims to encourage companies to adopt such security measures by promoting the value and significance of pseudonymisation in its provisions and by creating business incentives (Recital 29). Data controllers utilising pseudonymisation techniques can benefit from some level of flexibility as the GDPR relaxes several requirements on them. To begin with, the use of pseudonymisation allows organisations more leeway to process data beyond the original collection purposes as it is regarded a positive factor when the data controller determines whether further data use is “compatible” with the original use for which data were initially gathered (Article 6(4)(e)). Second, pseudonymisation constitutes a means of complying with the data protection by design obligation because it is a recognised process to demonstrate that adequate technical and organisational measures have been in place during the entire lifecycle of a system or product development (Article 25(1)). Third, data subjects may not need to be informed of a data breach affecting data that has undergone pseudonymisation in case the identification key that would allow re-identification has not been compromised (Article 34 (3)(a)). Fourth, the GDPR encourages data controllers to adopt codes of conduct that promote the use of pseudonymisation as a way to comply with the Regulation (Article 40(2)(d)). Finally, Article 89(1) suggests the application of pseudonymisation as an “appropriate safeguard” for the processing of personal data “for archiving purposes for the public interest, scientific or historical research purposes or statistical purposes.

The emphasis placed in the Regulation on the use of pseudonymisation means that organisations need to invest in the technologies required to prevent data from being in fully identifiable form; organisations handling personal data would be advised to pay serious attention to the possible uses of this technique throughout their business in order to minimise their liability under the Regulation. The pseudonymisation technique involves removing or obscuring direct identifiers – information that can be used to directly identify an individual such as name or social security number – so that the linkage to one’s identity is rendered impossible without the use of additional information (Polonetsky et al., 2016). That is why, it is imperative that the additional information likely to lead to re-identification be held separately from the processed data and be subject to tight security controls to ensure non-attribution. In addition, data controllers should ideally prevent indirect identifiers—information able to reveal one’s identity only if combined with other information such as
gender or data of birth - from being combined and used (Garfinkel, 2015; Rubinstein & Hartzog, 2016). This is because under Art. 4(5) GDPR it shall not be possible to attribute the data that has undergone pseudonymisation to an identified or identifiable individual. Although pseudonymisation can significantly reduce the risks associated with data processing, the fact that the data held in a separate database could be linked to the de-identified database through the use of an identification key raises the issue of the re-identification risk. To securely separate pseudonymous data from the identification key and thus mitigate the re-identification risk, data controllers should implement technical (e.g. tokenisation, hashing) and organisational measures (e.g. development of fully documented policies, personnel training) able to prevent the “unauthorised reversal of pseudonymisation” (Recital 75). In assessing whether a re-identification method is “reasonably likely to be used”, organisations should have regard to “all the objective factors, such as the costs of and the amount of time required for identification (…), the available technology at the time of the processing and technological developments” (Recital 26).

Nevertheless, the integration of the pseudonymisation concept in the text of the GDPR appears to raise a range of issues that undermine the initial aspiration of the legislator to effectively address the utility-privacy trade-off. Even at the preparatory stage of the Regulation’s drafting, the pseudonymisation concept was “a major area of divergent interpretation” as certain EU Member States (e.g., Austria, Germany, Ireland, Netherlands and UK) adopted the so-called relative approach considering encoded or pseudonymised data as identifiable, and hence personal data, “in relation to the actors that have means (the ‘key’) for identifying the data, but not in relation to other persons or entities”, whereas other Member States (e.g., Denmark, France, Italy, Spain, Sweden) considered as personal any data that could possibly be linked to an individual by any third party, even in the hands of someone who had no reasonable means for such re-identification (absolute approach) (European Council, 2012). It is also noteworthy that only the Council’s text formally recognised pseudonymisation as an example of appropriate security measures that data controllers and processors should apply to safeguard personal data (EDPS, 2015). Even though the introduction of the pseudonymisation concept signals a welcome shift from a binary to a tripartite approach to identifiability, and thus can be viewed as a positive development in incentivising organisations to use this technique as part of their overall compliance strategy by providing a safe harbour from certain data protection obligations, the answer to the question of when data has been pseudonymised seems to be somewhat
challenging. The conditions to be met are not clearly specified in the GDPR, which refers to the need of deploying measures able to prevent data from being attributed to an identified or identifiable individual without providing clear guidance as to the appropriate technical and organisational measures required to ensure that pseudonymised data has met the regulatory standards. The same holds true as regards the interpretation of how to treat pseudonymous data under the GDPR since the flexibility afforded to pseudonymous data is not either specified precisely. In addition, the fact that pseudonymisation is recognised as an example of security measures is likely to reduce the need for the implementation of other security measures based on the wrong assumption that the totality of measures taken to protect personal is enhanced, which does not correspond to the real effects of pseudonymisation given the high degree of re-identification risk involved in pseudonymisation techniques (Hintze, 2016). More importantly, the GDPR adopts the same static approach to pseudonymisation as with anonymisation, which ignores the fact that the re-identification risk of data processing operations is dependent on the interplay between the different components of data environments and should be continuously assessed (Elliot et. Al, 2016; Stalla-Bourdillon & Knight, 2016).

8.3.2. Need for a regulatory model establishing a data identifiability spectrum

Given that the concept of identifiability operates as a forceful legal trigger in the EU data protection legal framework, discussions regarding the scope of ‘personal data’, that is, whether a unique identifier meets the definition of ‘personal data’, are described as an all-or-nothing debate, which means that data is either subject to the full range of obligations under data protection law when relating to an identified or identifiable data subject, or it falls outside its scope and thus it is subject to none as is the case of anonymous data where data subjects are not or no longer identifiable. The fact that de-identification serves as “a tool that organisations can use to remove personal information from data that they collect, use, archive and share with other organisations” (Garfinkel, 2015) illustrates the significance of the de-identification process, that is, the process of modifying personal data to ensure that data subjects are no longer identifiable. De-identified data constitutes a vital aspect of digital economy as it enables organisations, governments and researchers to collect, store, use and share data for a broad range of purposes without jeopardising the privacy interests of data subjects. Furthermore, today governments and large organisations leverage the advances in Open data technologies and, as a result, they often publicly release large datasets in order to promote the public good. Notwithstanding the benefits of the de-identification process,
infamous re-identification cases demonstrating that de-identified datasets still remain vulnerable to re-identification attacks, some of which have been analysed above, have raised doubts about the underlying validity of de-identification and the extent to which it remains a credible method for using and deriving value from large datasets while protecting privacy. The consequence of those doubts has been the emergence of the so-called ‘de-identification debate’, which refers to the division of technical and legal experts on the efficacy of de-identification techniques (El Emam & Arbuckle, 2014). On the one hand, defenders of de-identification – the so-called “pragmatists” – argue that despite the theoretical and demonstrated ability to mount re-identification attacks, the re-identification risk in properly de-identified datasets remains minimal owing to the difficulties encountered in gaining access to auxiliary information, which means that even if data subjects may be distinguishable, they cannot be identified on an individual basis (Cavoukian & Castro, 2014). On the other hand, critics of de-identification – the so-called “formalists” - express the opinion that deploying de-identification techniques is impossible to eliminate privacy harms from publicly released data due to the increasing availability of background information that allows attackers to identify data subjects by mounting linkage attacks (Narayanan & Felten, 2014). The fact that discussions between pragmatists and formalists are often driven into definitional dead-ends is the legal implication of defining personal data as identifiable or not. The most worrying ramification of the de-identification debate, though, is the legal uncertainty to which it leads as it renders policymakers unable to judge whether current de-identification requirements should be maintained, reformed or abandoned. In turn, the lack of legal certainty around de-identification has broader consequences as it not only affects privacy-driven organisations, which structure their compliance strategies premised on the identifiable/non-identifiable distinction, but it also has implications on the data processing in research and data release of open data since legal uncertainty exacerbates the problems faced by researchers with respect to the steps that need to be taken to protect individuals’ privacy before data processing.

To overcome the aforementioned problems stemming from the binary distinction between personal and non-personal data, which does not seem to accurately reflect the way data is treated in practice, the nature of the de-identification debate should be altered to a more nuanced and productive discussion on the obligations that should apply depending on the identifiability state of the data. Instead of abandoning the concept of identifiability, it would be rather better to abandon any strictly binary distinction between identifiability and non-identifiability, and consider both the concepts of identifiability and anonymity as end-points
on a wide spectrum with many interim points that pose a variety of graduated privacy risks (Rubinstein, 2016). Explicitly recognising that de-identification involves a broad spectrum of practices, each of which has different levels of strength, and identifying certain key points along that spectrum, which would establish a threshold, may have significant regulatory and policy implications as it enables the development of regulatory guidance that brings not only regulatory relief but also encourages the maximum use of de-identification compatible with the purposes of the data processing. This much-needed guidance tied to the levels of de-identification can, in turn, help achieve the optimal balance between maintaining utility of data and protecting individuals’ personal data. If the processing of all types of personal data remains restricted to the same level, no matter whether additional protections have been imposed on certain datasets, then data custodians will be deprived of any incentives to invest in such protections; by contrast, simplifying, for example, the data release process will constitute a strong motivating factor in the broad implementation of such protections. On the condition that it becomes extremely difficult to link the data with the particular individual to whom the data relates, there is a strong argument that the risk of a privacy intrusive action impacting the individual is significantly reduced. When robust operational and contractual conditions have been established by companies in order to minimise the likelihood of re-identification, this should be acknowledged and incentivised. Otherwise, imposing disproportionate burdens on organisations processing data in a way that poses a limited risk to the protection of the data would be counterproductive for the law.

The different states of data would allow for broader uses of certain categories of data under certain conditions. Data that meets these conditions should be considered to have a significantly lower risk of re-identification and thus should be treated with greater flexibility in terms of its processing (e.g. being shared or sold for secondary purposes without having to obtain consent). As long as the re-identification risk falls below a specific threshold, data should still be regarded personal; however, in the cases when the risk is considerably reduced and is close to the ‘de-identified’ threshold, the law could justifiably add some flexibility to the processing of such data. When the risk is low, the law must be relaxed and allow for different types of consent or adapt collection, disclosure and use restrictions depending on the actual state of the data. It would be disproportionate to require an organisation, which has implemented the necessary measures, to comply with the full remit of data protection compliance obligations. Yet, regulators need to be careful as to the type of flexibility granted. For instance, data may be protected with respect to its processing and hence restrictions
placed on its use and disclosure could be raised, but this may not necessarily hold true in the event of a data breach where the risk to the rights and freedoms of the individuals affected may require the notification to them despite the safeguards applied to their data.

8.3.3. Existing literature on the degrees of data identifiability

The most crucial factor in assessing the risks presented by the processing of personal data is the level of de-identification of the data collected and processed because all risks are significantly reduced when de-identification is applied. De-identification involves a wide spectrum of data treatment techniques with different levels of strength. Each greater level of de-identification provides more data protection and further reduces the risk posed to individuals; therefore the stronger the level of de-identification, the lower the risk of re-identification. De-identification serves as a practical and useful tool for providing the much-needed clarity because it helps interpret the security requirements and resulting compliance obligations included in the data protection laws. Given that each state of identifiability poses a variety of graduated privacy risks, the regulatory and policy implications differ and hence the security measures that should be implemented vary depending on the level of de-identification. More specifically, the absence of any de-identification techniques should trigger more robust protection mechanisms, whereas relatively modest measures should suffice in case that strong de-identification is applied to data.

8.3.3.1. Hintze (2016)

Based on the answers to three questions (whether data is directly linked to identifying data, whether there is a systematic way of re-identification, whether data relates to a specific individual), Hintze describes the following four levels of identifiability as they are implicitly or explicitly described in the GDPR: identified data, identifiable data, Article 11 de-identified data and anonymous or aggregate data. To begin with, the GDPR definition of what constitutes ‘personal data’ provides the basis for the distinction between identified and identifiable data; in case the individual cannot be identified, identifiable data does represent a level of de-identification. Contrary to identified data, which is directly linked to an individual, identifiable data may relate to a certain individual whose identity is not apparent from the data. The GDPR explicitly recognises an additional level of de-identification by introducing the concept of pseudonymous data, that is, personal data that cannot be attributed to a specific individual without the use of additional information (which must be kept separately and subject to technical and organisational measures). Pseudonymous data is
considered to be a subset of identifiable data. Furthermore, the third level of de-identification is implicitly described in Article 11(1), which refers to data that shares the same qualities with the above category of identifiable data, insofar as an individual cannot be directly identified by the data, but the difference lies in the fact that this type of data could potentially be subject to re-identification if matched to additional information provided by the data subject. However, there is no systematic way for the data controller to reliably (re)create a link with the identifying data. This category of data is likely to enable the linking of some data to an identifiable individual with some degree of confidence; such were the datasets in the aforementioned re-identification cases of AOL and Netflix Prize, where data was erroneously characterised as anonymous and thus was publicly released. As set out in Articles 11(2) and 12(2), this level of de-identification determines the data controller’s obligations under other provisions of the GDPR. Finally, the highest level of de-identification is reflected on the category of anonymous or aggregate data which, unlike the other three categories, does not relate to a specific person. Any foreseeable possibility of linking this data to an individual is eliminated because the data that could identify the individual has been removed or aggregated with other data in such a way that it does not contain any individual-level entries or events linkable to a specific person. Applying the rationale described above, the four levels of identifiability should trigger security obligations proportionate to the risk presented in such a way that the first two levels would call for stronger protections, the third level for some protections, while there would possibly be no security requirements for the last level of identifiability.

8.3.3.2. Polonetsky et al. (2016)

A more granular approach to the identifiability spectrum is suggested by Polotensky et al. who distinguish ten gradations of identifiability; data is divided into four broad categories – personal data with different degrees of identifiability, pseudonymous data, de-identified data, anonymous data – and each category is further divided into sub-categories. The primary variable for the classification of data is the treatment of direct and indirect identifiers which can be intact, partially masked, eliminated or transformed. As it becomes apparent by the terms, the difference between the two types of identifiers is whether data about an individual can identify the individual either directly or indirectly. In particular, direct identifiers are “data that can be used to identify a person without additional information or with cross-linking through other information that is in the public domain”. Direct identifiers, such as name or social security number, can be protected by being suppressed or replaced with
symbols, generic names or random values. A direct identifier that is consistently replaced with a specific value becomes a pseudonym allowing linking personal information across multiple data records as long as similar direct identifiers are systematically pseudonymised. In contrast to direct identifiers, indirect identifiers or else quasi-identifiers enable a person’s identification by helping connect various pieces of information about that individual; the combination of additional indirect identifiers results in one’s identity emerging. Indirect identifiers, such as gender, date of birth, ZIP code, play a crucial role in the trade-off between data protection and data utility since they generally include important information whose removal from the dataset may damage the utility of the dataset. Some common methods of addressing the indirect identifiers include techniques such as suppressing or removal, generalising values as sets, swapping data between individual records, perturbing or adding noise. Besides the nature of identifiers, another element taken into consideration is the existence of safeguards and controls in place with respect to the collection, use and dissemination of the data. Safeguards and controls refer to legal, administrative and technical measures aiming to prevent employees, researchers or other third parties from re-identifying individuals. Such measures encompass both internal controls (e.g. security policies, personnel training, data segregation guidance, data deletion practices) and external controls (i.e. contractual agreements that address the use and sharing of data and contain auditing rights in order to ensure compliance).

As described below, the rationale of this approach is that different combinations of the above variables account for the different categories of data thus generating ten levels of identifiability. Based on the interplay of these variables, the first category includes the one end of the identifiability spectrum, that is, the explicitly personal data, where no identifiers have been obscured, and two more sub-categories which share the same characteristic that only direct identifiers have been partially masked; however, the difference between potentially identifiable data and not readily identifiable data lies in the existence of safeguards and controls in the latter case. A particularly interesting category in terms of the regulatory implications that it should entail is the category of key-coded data, where direct identifiers have been replaced by a key in order to avoid unintended or unwanted re-identification. Depending on whose hands the data is in, key-coded data could be viewed as either personal data (in the hands of the key holder) or pseudonymous data (in anyone else’s hands). Even the strength of the key plays a role in assessing the degree of identifiability (e.g. encryption-based key allocation likely to be reversed as opposed to randomly mapped keys.
that reduce the re-identification possibilities). The category of key-coded data is indicative of the need to sustain data utility as this sort of data is extensively used in a range of circumstances, such as scientific and historical research, where limited re-identification is necessary; in such cases strong controls are in place to ensure that a restricted set of players can hold the key. It is essential for the law not to treat all key-coded data in the same manner, but rather recognise the difference between key-coded data in the hands of the curator who also holds the key, and the same data in the hands of a third party which cannot easily “unlock” it. Otherwise, third parties such as researchers would have to sacrifice useful data and apply more cumbersome de-identification standards. A strict reading of the language used in both the DPD and the GDPR regarding the criteria for evaluating the identifiability of an individual, which refer to “all the means likely reasonably to be used either by the controller or by any other person”, suggests that the legislator does not seem to have taken into consideration the aforementioned distinction as the likelihood of re-identification by a third party who does not have the key is determined based on the capabilities of the party who first coded the data.

Contrary to potentially identifiable or not readily identifiable data, where direct identifiers are only partially masked, pseudonymous data does not contain any direct identifiers that can be used to link data across contexts because these identifiers are either eliminated or transformed. In case pseudonymous data is protected with safeguards and controls over their release, then the data moves further down the identifiability spectrum to protected pseudonymous data. It is noteworthy that this definition of pseudonymous data is not necessarily in accordance with the definition of the GDPR as data that the GDPR denotes pseudonymous may under certain circumstances fall under the last categories of personal data following the classification of data made in this approach. Moving on to the next category, both direct and indirect identifiers have been either removed or manipulated in such a way that there is no linkage between the data and the real-world identities; again, depending on whether safeguards on publication and use controls are in place, data falls either into the de-identified or protected de-identified category. Given that the term de-identified data has been the focal point of heated arguments, it should be clarified that this model accommodates a risk-based approach to de-identification meaning that it focuses only on those attacks that an organisation considers as truly feasible rather than on every possible attack vector. Finally, as with the previous category, both direct and indirect identifiers have been removed in the case of the last category of data, that is, anonymous data. The difference, however, lies in the
mathematical and technical guarantees put in place in order to distort the data and hence prevent re-identification. On the other end of the identifiability spectrum lies the data that are so highly aggregated that there is no need for additional safeguards or controls.

8.3.3.3. Levin & Salido (2016)

The model proposed by Levin and Salido for assessing the risks presented by the processing of personal data recognises that the main two factors to be considered in the design of data protection measures are the following: (1) the desired data usefulness, which correlates to the de-identification techniques applied to the data; and (2) the anticipated data sharing scenarios, which encompass the technical, organisational and legal data protection measures used between the data source (the creator of the original dataset or the owner of individual data) and the data user (the recipient or the user of the data). The possible combinations of de-identification techniques and data sharing scenarios generate different levels of potential risk to data subjects. The point of intersection between the two axes (as presented in the model) denotes the extent to which personal data is protected from disclosure by the data user. The authors choose the above two factors to form a practical framework for the first phase of the design of data protection measures given that they are independent from the content of data and thus can be applied across different industries unlike other data-dependent factors, such as the value and the sensitivity of data, that need to be examined in a certain industry or application context. Their aim is to help narrow the range of de-identification techniques likely to be considered by practitioners. In an initial stage, a practitioner would need to identify the desired data utility and the possible data sharing scenarios before taking into account data specifics that would require more thorough technical knowledge. Based on the evaluation of the first-phase results and the inputs from different internal stakeholders regarding the intended usefulness of the data, the acceptable level of risk and therefore the appropriate de-identification techniques, a more detailed data-centric risk-based analysis would then take place for each use case.

Briefly presenting the proposed model, the data sharing scenarios examined range from the cases where data is restricted to an atomic legal entity (an organisation or an individual) to the cases where raw data is collected from individuals, depending on whether data is accessible only to authorised parties or to the general public and whether access to the data is provided under a signed agreement or not. As far as the de-identification techniques are concerned, they are ordered according to the degree to which the data retains its structure and
content after being de-identified; for instance, when no techniques have been applied, data retains its original form and usefulness. The first category of de-identification techniques ordered accordingly share the characteristic that retain their records format with increasing data loss. To begin with, pseudonymised data retains its original usefulness but linking the pseudonyms to the original data subjects is likely to occur with different degree of likelihood depending on which pseudonymisation technique has been applied (with or without controlled de-identification). Although the loss of data usefulness is relatively small in the following three types of de-identification techniques - masking of identifiers, masking of outliers and selective identifiers, generalisation of selective quasi-identifiers - the main difference lies in the fact that the ability to link between records relating to data is significantly reduced. The last three techniques of the first category – randomisation of selective quasi-identifiers, implementation of K-anonymity model for quasi-identifiers, creating synthetic data - preserve neither the data usefulness nor the data truthfulness as they alter the value of the attributes and thus greatly decrease the re-identification likelihood. Moreover, the second category of de-identification techniques includes techniques that provide statistical results, such as computation of statistics and implementation of differential privacy server model, which guarantee that the presence or absence of any particular data cannot be inferred from the de-identified dataset. Finally, the principal feature of the last category is that the technique described, that is, implantation of differential privacy local model, provides so strong data protection guarantees that it can be used to generate both effectively anonymous microdata and accurate statistics.

8.3.3.4. El Emam et al. (2016)

In order to define precise criteria for evaluating the different types of data along the identifiability spectrum, the authors consider five interdependent characteristics of data sharing transactions and analyse the so-called “six states of data”; each state of data reflects the type of data exchange currently taking place. Although their analysis is the result of observations on the disclosure and use of health data, the authors claim that the states of data identified and the criteria suggested may also prove to be useful in other domains as well. The five factors taken into consideration when assessing the likelihood of re-identification are the following: whether data custodians are able to verify the identity of the data custodian; whether masking techniques have been applied to the datasets; whether de-identification techniques have been applied to the datasets; whether contractual controls have been put in place (e.g. whether the data recipient has signed an enforceable contract); and whether
security and privacy controls have been established. Based on the above criteria, the authors categorise the data in six states, of which the first three states refer to personal data given that the re-identification risk remains high. The first category involves the “raw” personal data which has not been modified at all or very little. The difference between the second and the third category – “vanilla” and “protected” pseudonymous data - is that the masking of the direct identifiers has not been followed by the application of additional contractual, security and privacy controls. Despite the fact, however, that such controls have been put in place in the third category and therefore the re-identification risk has considerably been reduced, protected pseudonymous data is still considered personal data since it is still below the de-identification threshold, which concerns the cases where de-identification techniques have been implemented, that is, where indirect identifiers have been either modified or removed. Such is the case of the fourth category - “non-public release of anonymised data” – where the data release requires strong safeguards and the prior authorisation of the data recipient who needs to have a legitimate interest to use the data. The identity of the data recipient also has to be verified in the fifth category – “quasi-public release of anonymised data” – and a terms-of-use agreement ought to be signed to prevent any re-identification attempt; however, anyone is in a position to request access to the files with individual-level information (or else, “microdata”). On the contrary, in the last category – “public release of anonymised data” – anyone can have access to microdata without even asking for that. In the last three categories, de-identification techniques perturbing the quasi-identifiers have been applied and, as a consequence, data belonging to these categories is qualified to be treated as non-personal data. Nonetheless, the level of perturbation may vary from low (e.g. a date of birth converted to month and year of birth) to high (e.g. a date of birth converted to a five-year interval). The level of perturbation is also associated with the usefulness of data; for instance, when the perturbation level is high (public data), the data quality is degraded, whereas the opposite occurs in the case of non-public data. Depending on the level of perturbation as well as the strength of the controls in place, the re-identification risk also varies.

By introducing a new point on the identifiability spectrum, the authors attempt to find a balance between preserving data utility and protecting personal data from re-identification attacks. Therefore, they propose a framework which would allow broader uses of pseudonymous data under certain conditions. The rationale behind this framework is that the current legislative framework fails to provide the necessary incentives to data custodians so that they invest resources in the protection of personal data. Under GDPR, pseudonymous
data can be used for secondary purposes by the same controller but cannot be shared with another party without consent (except limited cases). If, however, no express consent of the individual data subjects was required for the disclosure and use of pseudonymous data for secondary purposes, the data release process would be simplified and this could be a strong motivating factor for data custodians to implement the necessary security measures. The new category introduced by the authors is called “flexible pseudonymous data” in the sense that some added flexibility could be afforded in its processing as it is considered to have a significantly lower re-identification risk than other types of pseudonymous data as long as the following three conditions are met: first, the processing of data throughout its lifetime should be automated (no human activity involved) and, once the processing is completed, the data should be destroyed; second, the secure sharing of data requires that any analysis performed on the data does not produce results that would leak identifying information to the end-user; third, data sharing should not involve sensitive data.

8.4. Proposed Data Security Regulatory Model

The proposed regulatory model aims at providing a clear framework to data controllers with regard to the assets that should be protected and the level of security required covering all the aspects of the security of personal data processing. The model adopts a hybrid approach to the regulation of data controllers’ security obligations, which combines high-level security standards, or else the outcome to be achieved, with prescriptive guidance – examples of security measures that should be implemented in order to achieve the required outcome. By laying down high-level security objectives, which could reasonably be applied to a wide number of organisations handling personal data, and providing a baseline, that is, a minimum set of acceptable compliance strategies that must be in place, the regulatory model aspires to provide legal certainty without hampering innovation since no specific technological designs are mandated. To ensure a common understanding of the technical details, it is essential to develop an outcome-based approach determining a set of security objectives and security measures that data controllers should be aspiring to reach as a minimum, predicated on the aim of data protection principles. The security objectives that data controllers should be required to achieve in order to adequately protect the personal data they process are divided into the following categories: risk management; human resources security; security of premises and supplies; security of networks; security of servers; security of communications;
business continuity management; incident management; ongoing compliance monitoring. In assessing the appropriate level of the security measures that must be applied for each security objective, the risks presented by the processing of the data are taken into account.

The proposed regulatory model establishes a layered approach, according to which data controllers should apply different levels of security – basic, medium, high - depending on certain risk factors. A layered approach to data security suggests that regulators establish a sufficiently comprehensive model appropriate for different contexts that would be regularly updated with the input of experts and stakeholders. In particular, each entry in the model would specify a category of each one of the risk vectors. The aim of the model is its components to specify a set of contexts in which certain security requirements would apply and case-by-case review would be avoided in the initial phase of the design of security measures. More specifically, the application and interpretation of security requirements varies depending on the de-identification level as each state of data identifiability poses different privacy risks and creates different compliance obligations; the stronger the level of de-identification, the lower the risk posed to personal data. Accordingly, the security measures suggested rely on a continuum of identifiability choices, where data is completely identified, on one end, whereas re-identifying the data residing on the other end is extremely difficult. Therefore, emphasis needs to be placed on limiting access when data resides on one end, while controls over the dissemination of data should be put in place when data resides on the other end. In the between states of data, security policy should rather focus on the management of data.

Drawing on the literature on the data identifiability spectrum and the examples of the Spanish and Israeli data protection laws, the proposed model suggests a regulatory approach different to the one adopted in the current EU data protection regime. The dynamic approach suggested contrasts with the static approach of the EU legal framework, which distinguishes between personal and anonymous data ignoring the failure of the anonymisation technique to guarantee that data treated as anonymous in a certain context will remain anonymous under different circumstances. The approach suggested also differs from the static approach of the security legislation of Spain and Israel, which determine the security level required in each data processing operation according to predefined criteria that are merely associated with the nature of data, a certain number of persons with access credentials, or specific types of processing activities. Instead, this model introduces a dynamic approach to the required security level, which is contingent upon the data environment of each processing activity in
the sense that there is no fixed level of the re-identification risk involved in each processing but the risk is rather defined by the interplay between the risk factors. This model is different from the Spanish and Israeli models in one more aspect. Instead of stipulating technology specific security measures that may possibly favour certain technologies and become easily outdated, it lays down high-level security objectives and abstains from suggesting specific technological designs as examples of security measures. Furthermore, this model follows the same path as the authors that endorse the idea of incorporating various degrees of data identifiability into the data protection framework, but extends their work by systematically tailoring the security obligations of data controllers to the level of re-identification risk for different states of data and suggesting security measures proportionate to the re-identification risk level. The proposed model does not categorise the states of data according to specific factors, such as the data sharing scenario or de-identification techniques, but rather adds to the number of variables to be considered in assessing the re-identification risk and allows for the interplay between them to determine the state of data in each case. Two things should be borne in mind with respect to this model. First, this model solely serves as an example of how cyber security regulation should be formed. Second, it is essential that the model is regularly adapted to the technological changes not only in terms of the security objectives suggested but also with regard to the categories of data that should require special treatment. The same applies to the level of security required since what is currently considered to be a medium-level security measure may be a basic measure in ten years’ time.

**Figure:** Steps involved in the proposed decision-making process

1. Assess the data environment of the processing operation/the interplay between the risk factors
2. Determine the level of re-identification risk
3. Determine the security level required (basic/medium/high)
4. Identify the security measures to be implemented for each security objective
5. Set the security objectives to be achieved
8.4.1. Risk factors

The list of factors presented is not exhaustive but rather indicative of the most crucial variables that need to be weighed by regulators in determining how protective data controllers should be when handling personal data. These factors can serve two purposes as they are both indicators of the risk level and instruments for reducing the re-identification risk. As indicators, they signal the likelihood and severity of potential privacy harm and hence enable both regulators and data controllers to appraise the level of the re-identification risk. The same factors can also be used to reduce the privacy risk by pointing to the level of security required in each case. By assessing the privacy implications of processing activities from the perspective of their impact on individuals, the likelihood of serious harm can be reduced. The results of such an assessment can be reflected in a better-targeted regulation providing for the necessary safeguards. In addition to the guidance provided in this way with respect to the security measures that must be implemented by data controllers, the use of risk vectors can also address the trade-off between data utility and data protection by providing regulators with flexibility in terms of the safeguards required in certain types of processing operations. For example, regulators might decline regulating private uses of data while placing restrictions to the public release of a certain category of data. Other factors that should be taken into account when assessing the risk of re-identification include, amongst others, the way the processing is structured, the interests at stake for the individuals, the advantages expected by the controller, the costs of conducting identification, possible technical failures, the risk of organisational dysfunctions such as breaches of confidentiality duties. As far as technological advances are concerned, one should consider the state of the art at the time of the processing as well as the possibilities for development during the period for which the data will be processed. The main risk factors that are considered to affect the likelihood of re-identification and therefore need to be balanced in determining the security measures a data controller must implement are the following: the value of data (e.g. the financial element increases the re-identification risk); the sensitivity of data (the possibility of redefining the concept of ‘sensitive data’ is examined in order to also include other forms of information such as sensitive data hidden in unstructured databases, some sorts of metadata, precise geolocation data etc.); the volume of data (e.g. large datasets entail high possibilities of re-identification attacks); the recipient of data (e.g. different security requirements should be imposed when data is released to trusted third parties or to the general public); the intended use of data (information to be processed for more problematic purposes require
stronger protection); the data treatment techniques (risk varies according to the way data is manipulated).

i. **Data Value:** The value of data is associated with the level of incentives an entity would have to use the data for purposes other than the approved and therefore correlates to the amount of resources an entity would be willing to invest to re-identify the data. In this regard, regulators should primarily weigh economic incentives for re-identification since financially-motivated attackers are more likely to comprise massive databases containing financial records and thus target a great number of individuals simultaneously.

ii. **Data Sensitivity:** The sensitivity of data is strongly connected to the amount of harm caused in the case of re-identification affecting both the data subjects (based on the content and the amount of detail included in the data) and the data source (depending on the number of the data subjects in the dataset). When there are files in an information system that require the application of a level of security measures different to that of the main system owing to the sensitive nature of the data they contain, they may be separated from the latter, with the relevant level of security measures being applicable in each case.

iii. **Data Volume:** The volume of data may affect the risk of re-identification as access to a large amount of information indicating personal preferences and behaviours enables attackers to match data to outside information and hence re-identification risk increases when data administrators store massive quantities of information. The fact that some large datasets have a high degree of unicity makes it easier to launch re-identification attacks as evidenced by re-identification cases where attackers were aided by the size of databases. Therefore it is important that law also regulates data quantity and not only data quality as regulators usually draw distinctions based on the types of data processed.

iv. **Data Use:** The intended use of data correlates to the motivation created for potential attackers to attempt re-identification. Some uses of data are less risky as is the case of data used for routine administrative purposes like customer service, website development or record keeping, and some other are more problematic
(e.g. when data is used for commercial or discriminatory purposes). Given the potential harm and motivations by attackers to identify individuals or sensitive attributes, information that is to be used for more problematic purposes must be better protected, whereas protections can be lowered when data is to be used to help people avoid serious harm or for a significant public good. Hence, regulatory requirements should be more relaxed in certain contexts, such as in the case when data is processed by a small number of actors who lack the motive to re-identify individuals in their datasets (e.g. fewer constraints can be imposed on researchers when processing data for purely research purposes). When there are files in an information system which require the application of a level of security measures different to that of the main system due to the their intended purpose, they may be separated from the latter, with the relevant level of security measures being applicable in each case.

v. **Data Treatment Techniques:** Re-identification risk is contingent upon the way data is manipulated through the use of de-identification techniques, which can, for example, suppress, generalise or hash data values to protect individual identities, or even create entirely new datasets that do not map to actual individuals and they are thus safer surrogates that authentic data. Even though the degree to which different data-handling techniques affect the re-identification risks cannot be defined with mathematical precision, computer scientists are able to roughly appraise whether that risk is high, medium or low.

vi. **Safeguards & Controls:** Re-identification risk varies according to the technical, administrative, organisational and legal controls placed on the use and release of information, which usually leverage the de-identification techniques to in order to more effectively safeguard the processing of data. For example, contractual agreements between initial data controllers and data recipients or a company’s policies providing for meaningful and properly obtained consent can lower the re-identification risk and thus mitigate the need for robust protections. In terms of access controls, organisations may choose to release data only to internal staff or trusted recipients on the condition that they contractually agree to protect the data and refrain from attempting re-identification; recipient controls can be combined
with distribution controls; technical access control mechanisms can be utilised to limit who can have access to the data and how data can be accessed.

vii. **Data Recipient:** In broad terms, there are at least three different types of recipients of the data, each of which is considered to be increasingly risky – internal recipients, trusted recipients and the general public. In most cases, the first type of recipients is deemed less problematic, the second type riskier and the third type of recipients is seen as inherently problematic. The different level of re-identification risk involved in each type of recipient means that different protections are required in each case depending on the ‘trust’ criterion. For example, regulators can limit the flow of information to trusted relationships between private parties and scrutinise public releases of data to the general public much more closely as they require the greatest amount of protections. In addition, regulators can differentiate the amount of protections required even between trusted parties by introducing several tiers of trusted recipients, where data sharing with recipients at the lowest tier would be treated as the equivalent of public release while increasing protections would be tied to less trustworthy recipients. The ‘trust’ element also plays a crucial role in the trade-off between data utility and data protection as it encourages the use of either the authentic data or slightly modified data by trusted parties. For example, trusted third parties at research universities, which are less likely to use data inappropriately or attempt re-identification might warrant access to richer, less anonymised data for research purposes.

8.4.2. **Reconsidering the category of sensitive data as defined in the GDPR**

Focusing on the threshold definition of sensitive personal data, it appears that information is classified as sensitive not merely because it might conceivably lead to harm but because the probability of harm is regarded sufficiently high. Sensitive information describes information that if lost, compromised or disclosed could result in substantial harm, embarrassment, inconvenience, or unfairness to an individual. The risk of severe harm resulting from a loss of control over information justifies the fact that the law requires even more diligence for sensitive information commanding the custodian of such information to comply with special handling rules (of collection, use and disclosure) in order to prevent privacy or security harm. In determining whether certain information may trigger a risk of harm for the individual and hence considering whether personal information needs to be treated as sensitive data, the
criteria outlined in the work of Gratton (2013) will be briefly presented. To begin with, Gratton maintains that there are two types of information: information that may trigger a subjective type of harm and information that may trigger an objective type of harm. The first type of harm, which is associated with “injury to the feelings”, would most likely take place when personal data is being collected or disclosed. Therefore, the disclosure of data is considered to be harmful in case it generates feelings of embarrassment or humiliation to the individual. However, it appears to be difficult to isolate the risk of harm as it is highly contextual upon disclosure; that is why, Gratton suggests the use of additional information that may be essential to the identification of the risk of harm. Such additional information that may help interpret the notion of “identifiable” in the light of the overall sensitivity of the information in question constitute the criteria for identifying the risk of harm. These criteria are the “intimate” nature of the information and the extent to which information is “available” to third parties or the public after the information is disclosed.

The criterion of ‘intimate nature’ includes, for example, information concerning health, information revealing political or religious beliefs, information that tend to reveal intimate details of the lifestyle and personal choices of the individual. Moreover, geolocation, metadata and criminal records may also be considered as information of intimate nature. For instance, the processing of personal data relating to criminal convictions and offences is subject to restrictions by Article 10 of the GDPR. As far as the ‘availability’ criterion is concerned, the degree of data sensitivity decreases once a given set of data is in circulation or available to the party receiving the information since the risk of subjective harm is less severe in this case; the disclosure of information about an individual that is already available is less likely to make the individual feel embarrassed or humiliated. Especially in the information age, where most information disclosed has already been available to a certain context, it is important to take into account the degree to which information is made more accessible in assessing its sensitivity. In terms of the information triggering an objective harm, this category includes information which, upon being used, may either directly cause harm to an individual or may lead to a negative impact for the individual behind the information. In this regard, objective harm would be triggered by the unanticipated or forced use of personal information against a given person as are the cases of identity theft, financial damages as a consequence of loss of business opportunities, damage or loss of property, negative effects on the credit record, physical harm or information inequality. Often, information is used by organisations for various purposes which may have no impact or a limited or indirect impact.
to the individuals. Gratton articulates the view that in such cases information should less likely be considered as sensitive.

After engaging in a risk assessment taking into consideration the likelihood that certain types of information will lead to particular types of harm, the EU legislator describes as sensitive data the “personal data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union membership, data concerning health or sex life” (Article 8 DPD), while the GDPR also proscribes the processing of genetic data as well as the processing of biometric data “for uniquely identifying a natural person” (Article 9). However, even the most recent Regulation does not seem to cover all the possible categories of data that need to be treated as sensitive, which is indicative of the slow development of sensitive information law that often fails to keep pace with the technological advances. When accurately calculating the probability of harm, sensitive information seems to arise with alarming frequency. This frequency dictates the need to constantly develop new approaches to assessing the probability of harm to include new types of information whose nature requires special protection. To this end, it has been suggested that the law extends to also cover information whose processing could lead to significant harm given the technologies currently available, such as precise geolocation information, remote biometric data, metadata, and sensitive information stored in unstructured databases when such information can be easily extracted.

8.4.2.1. Precise geolocation data

The term ‘location data’ is likely to encompass any form of data that has a geographic position associated to it, such as information collected by smartphone devices, swipe cards, wireless networks for navigation, location-based advertising, or whereabouts tracking purposes. The value of location data lies in its ability to infer even more useful information about an individual than the face value of the original data (e.g. travel patterns, religion, health issues). According to the Interactive Advertising Bureau, “location data not only improves publisher’s own advertising insights but also opens up completely new avenues of monetisation” which explains the great amounts of money spent on location-targeted mobile advertising. The feature that adds to the value of location data is also the one which renders its processing dangerous for individuals’ privacy. An example illustrative of the privacy concerns linked to the processing of location data is the use of Mac addresses which can potentially result in the identification of an individual, especially in light of the significant
growth of the Internet of Things market, where Mac address can relate to a personal device such as a smartphone or a fitness tracker (Sumroy & Cousin, 2016). The last few years, there has been an explosion in the technology of precise geolocation tracking facilitating not only the collection of a larger amount of information about a greater number of individuals, but also the storage of the information for a longer period of time, its distribution to a broader group of people, and its processing for more purposes than in the past. The reasons behind such practices are primarily technological and economic. First, cheap GPS sensors embedded in small mobile devices, in combination with smartphone operating systems that disclose location information to application developers through an application programming interface (often location is made known without the consent of the user), result in mounting concerns regarding the potential privacy and security harms. Second, stronger economic incentives are provided as the wireless providers have commenced to monetise user location information (Ohm, 2015). This problem takes worrying dimensions when considering those having access to databases containing sensitive information, such as service providers, contractors, employees etc. What is more, the likelihood and the magnitude of a potential harm become even greater with the rise of the cloud services which provide access to a vast amount of information to the biggest online services whose data protection policies do not always contain the necessary safeguards to adequately protect personal data and whose systems are more susceptible to cyber attacks. Therefore, the case of precise geolocation data seems to meet the criteria for falling under the category of sensitive data given the severity of harm that is likely to be caused if placed in the wrong hands (Escudero, 2001). Even though the GDPR has taken a significant step to include location data within the definition of personal data (Article 4(1)), unlike the DPD which did not apply to this category of data, yet location data, and especially precise location data, is not treated as potentially (under certain circumstances) sensitive information under the EU law. At this point, it is worth mentioning the Spanish law implementing the DPD, which interestingly provides for the application of high-level security measures to traffic and location data processed by providers of public electronic communications networks or services (Article 81 (4)).

8.4.2.2. Remote biometric data

The spread of biometric data, such as fingerprints, facial recognition data, and iris scan, gives rise to two types of privacy harm. The first type of harm raises similar issues with those posed in the discussion of precise geolocation information as it refers to the ability of biometric techniques that work from a distance (e.g. facial recognition of images captured
through closed-circuit television) to record the precise location of individuals. The second type of harm materialises when biometric information is used to spoof identity (Ohm, 2015). In contrast to the past, when the idea of securing authentication to data or information by applying biometric techniques had not even been conceived biometric data such as fingerprints or face prints are widely used as more seamless and simpler means of access control. Given that biometric data is as sensitive as the information it protects, the more organisations embrace biometric access to protect valuable information, the more harm is caused by unauthorised access and, as a consequence, the more sensitive remote biometric data becomes. The processing of biometric data is explicitly protected by the GDPR as it falls under the term of ‘personal data’ but it is not included in those categories of data enjoying special treatment. It would be prudent for lawmakers to weigh not only current implementations of biometric data by system designers but also plans for future implementations in determining whether this category of data could potentially be treated as sensitive data taking into consideration the circumstances under which it is likely to be processed.

8.4.2.3. Metadata

For at least a decade, scholars have argued that the treatment of the metadata associated with communication technologies should not be differentiated from that of the content of communications on the grounds that metadata is simply ‘data about data’ and hence does not deserve full protection. As a matter of fact, not only can some sorts of metadata directly identify individuals but they can also reveal sensitive information about them. Although certain types of metadata solely contain the information necessary for the traffic flow (e.g. source and destination IP, source and destination port, protocol, sequence number), other types of metadata (e.g. email subject line, email address sender/receiver, domain name of a website) can potentially reveal more information about the individuals than the content of communications itself or help make inferences with respect to information that currently fall under the category of sensitive data under the GDPR.\(^\text{82}\) The demand for strengthening the legal framework surrounding the protection of metadata attracted more attention after

Snowden’s revelations which demonstrated the great amount of information included in metadata and how such information can be processed by government agencies for surveillance purposes. Considering the harm likely to be caused by the processing of certain categories of metadata, it appears that metadata also meets the threshold definition of sensitive data which places emphasis on the sufficiently high possibility of significant harm. The EU legislator seems to have recognised the crucial importance of metadata as evidenced by the reform process of the e-Privacy Directive. According to the proposal for a Privacy and Electronic Communications Regulation, electronic communications data “may also expose very sensitive and personal information, allowing precise conclusions to be drawn regarding the private lives of the persons, such as their social relationships, their habits and activities of everyday life, their interests, tastes etc.” (Recital 2).

8.4.2.4. Unstructured data

Today, large amounts of sensitive information end up in giant, unstructured pools of information maintained by tech industry giants. For example, Google stores each search query in what has been named “the database of intentions” (Battelle, 2006), Facebook maintains a sensitive database of past photos and status updates, while email providers store repositories of sensitive messages (Grimmelmann, 2009). The common features of the practices applied by online companies lie in the fact that the information is collected incidentally, not in a targeted manner, and that they are blended with less sensitive and non-sensitive information. In the recent past, database owners who possessed vast stores of sensitive information could render them relatively inaccessible in unstructured data. Limits in computation, storage and programming tools and techniques made it impossible or at least particularly difficult for anyone to manage to identify an individual in such databases since sensitive information could easily hide in the crowd (Ohm, 2009). However, the shift in technological possibility brought about by the recently developed and still emerging data analytics has enabled technologists to parse out sensitive information and find ways of imparting meaning and structure to unstructured data. Big data and the associated analytics tools, coupled with the emergence of cloud, mobile and social computing offer opportunities that enable greater understanding of complex infrastructures. For instance, it has been proved that Google can convert billions of individual searches in the form of unstructured data into meaningful data, which poses the question of whether search queries should be treated as unregulated unstructured data or fully recognised sensitive information (Ginsberg et al., 2009). Illustrative of this concern is the example of Google’s massive database of search
queries containing health information and yet the database itself is not considered to be sensitive health information. Current data protection laws tend to focus on the type of information deemed to be sensitive, not the structure of the database in which the data is found. As a matter of fact, unstructured data fall outside the scope of the GDPR which applies only to the processing of personal data that “form part of a filing system or are intended to form part of a filing system” (Article 2 (1)); as filing system is defined “any structured set of personal data which are accessible according to specific criteria, whether centralised, decentralised or dispersed on a functional or geographical basis” (Article 4 (6)). As stated by Solove (2008), it is imperative that the law recognises that the digitisation and searchability of records that previously existed only as paper copies, or else “the problem of obscurity” (Hartzog & Stutzman, 2013), can lead to new privacy harms. Although it would not be wise to create a law that treats all search queries or email messages as sensitive data, the law should be expanded to cover the cases, such as the abovementioned case of Google, where the surrounding context suggests that a company has both the tools and incentives to parse out the sensitive information hidden within larger pools of data, commingled with nonsensitive information. In such cases, not only should data such as search queries be treated as regulated unstructured data but also as fully realised sensitive information (e.g. when containing health information).
8.4.3. Examples of the interplay between the risk factors and the re-identification risk level

**Table 1:** Examples of processing activities involving low re-identification risk

<table>
<thead>
<tr>
<th>Risk Factors</th>
<th>Low Risk Level</th>
<th>Low Risk Level</th>
<th>Low Risk Level</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data Value</strong></td>
<td>Data with no economic value</td>
<td>Data with little economic value</td>
<td>Data containing financial records</td>
</tr>
<tr>
<td><strong>Data Sensitivity</strong></td>
<td>Data not pertaining to any of the categories of sensitive data</td>
<td>Location data or metadata</td>
<td>Data pertaining to any of the categories of sensitive data</td>
</tr>
<tr>
<td><strong>Data Volume</strong></td>
<td>Databases containing information about a large number of data subjects</td>
<td>Databases containing information about a small number of data subjects</td>
<td>Databases containing information about a small number of data subjects</td>
</tr>
<tr>
<td><strong>Data Use</strong></td>
<td>Data processed for routine administrative purposes</td>
<td>Data processed for navigation purposes</td>
<td>Data processed for non-commercial purposes</td>
</tr>
<tr>
<td><strong>Data Treatment Techniques</strong></td>
<td>Both direct and indirect identifiers have been eliminated or transformed</td>
<td>Both direct and indirect identifiers have been eliminated or transformed</td>
<td>Both direct and indirect identifiers have been eliminated or transformed</td>
</tr>
<tr>
<td><strong>Safeguards and Controls placed on data</strong></td>
<td>Access controls and legally binding contracts in place</td>
<td>Access controls and legally binding contracts in place</td>
<td>Data must not be used to make information available to third parties</td>
</tr>
<tr>
<td><strong>Data Sharing</strong></td>
<td>Data shared to the general public</td>
<td>Data shared among trusted parties</td>
<td>Data shared among internal recipients</td>
</tr>
</tbody>
</table>
**Table 2:** Examples of processing activities involving medium re-identification risk

<table>
<thead>
<tr>
<th>Risk Factors</th>
<th>Medium Risk Level</th>
<th>Medium Risk Level</th>
<th>Medium Risk Level</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Data Value</em></td>
<td>Data with no economic value</td>
<td>Data with little economic value</td>
<td>Data containing financial records</td>
</tr>
<tr>
<td><em>Data Sensitivity</em></td>
<td>Data relating to criminal offences</td>
<td>Data regarding an individual’s habits that may be indicative of any of the special categories of data.</td>
<td>Data pertaining to any of the categories of sensitive data</td>
</tr>
<tr>
<td><em>Data Volume</em></td>
<td>Databases containing information about a large number of data subjects</td>
<td>Databases containing information about a large number of data subjects</td>
<td>Databases containing information about a small number of data subjects</td>
</tr>
<tr>
<td><em>Data Use</em></td>
<td>Data processed for administration purposes</td>
<td>Data processed for commercial purposes</td>
<td>Data used for the provision of financial purposes or tax administration purposes</td>
</tr>
<tr>
<td><em>Data Treatment Techniques</em></td>
<td>Both direct and indirect identifiers have been partially masked</td>
<td>Both direct and indirect identifiers have been eliminated or transformed</td>
<td>Both direct and indirect identifiers have been partially masked</td>
</tr>
<tr>
<td><em>Safeguards and Controls placed on data</em></td>
<td>Access controls and policies on data processing in place</td>
<td>None or limited controls in place</td>
<td>None or limited controls in place</td>
</tr>
<tr>
<td><em>Data Sharing</em></td>
<td>Data shared to the general public</td>
<td>Data shared among trusted parties</td>
<td>Data shared among internal recipients</td>
</tr>
</tbody>
</table>
### Table 3: Examples of processing activities involving high re-identification risk

<table>
<thead>
<tr>
<th>Risk Factors</th>
<th>High Risk Level</th>
<th>High Risk Level</th>
<th>High Risk Level</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data Value</strong></td>
<td>Data with no economic value</td>
<td>Data with little economic value</td>
<td>Data containing financial records</td>
</tr>
<tr>
<td><strong>Data Sensitivity</strong></td>
<td>Data relating to criminal offences</td>
<td>Data regarding an individual’s habits that may be indicative of any of the special categories of data.</td>
<td>Data pertaining to any of the categories of sensitive data</td>
</tr>
<tr>
<td><strong>Data Volume</strong></td>
<td>Databases containing information about a large number of data subjects</td>
<td>Databases containing information about a great number of data subjects</td>
<td>Databases containing information about a large number of data subjects</td>
</tr>
<tr>
<td><strong>Data Use</strong></td>
<td>Data processed for administration purposes</td>
<td>Data used for automated profiling purposes</td>
<td></td>
</tr>
<tr>
<td><strong>Data Treatment Techniques</strong></td>
<td>Direct identifiers have been partially masked whereas indirect identifiers remain intact</td>
<td>Both direct and indirect identifiers remain intact</td>
<td>Both direct and indirect identifiers remain intact</td>
</tr>
<tr>
<td><strong>Safeguards and Controls placed on data</strong></td>
<td>Access controls and policies on data processing in place</td>
<td>None or limited controls in place</td>
<td>None or limited controls in place</td>
</tr>
<tr>
<td><strong>Data Sharing</strong></td>
<td>Data shared to the general public</td>
<td>Data shared among trusted parties</td>
<td>Data shared among internal parties</td>
</tr>
</tbody>
</table>
8.4.4. Security objectives

Explaining high level security objectives provides the necessary guidance as to the outcome to be achieved for data controllers and processors, which becomes even more clear and structured when security is divided in different domains, whereas by determining a minimum set of security measures that must be in place in each domain, a baseline is also provided. Given the diversity in each business model, on which each organisation’s security policy is based, the law should abstain from stipulating overly specific security requirements, which would fail to capture the particular features of each organisation involved. On the contrary, high level security objectives could be reasonably applied to a wide number of organisations. Such guiding principles represent a series of principles that all controllers and processors should be aspiring to reach as a minimum. In order to deal with the downside of laying down high level standards, which inevitably leaves a lot of significant technical details unaddressed, prescriptive guidance would be necessary to clarify the types of security measures that correspond to the risk level involved in every processing of personal data without, however, mandating specific technological designs. Below is presented a set of essential recommendations arranged in domains; per security objective, are listed security measures that could be implemented to achieve the objective described. Security measures are grouped in three levels of increasing sophistication.

1. Risk Management

Establishing and maintaining an appropriate governance and risk management framework requires performing risk assessments in order to identify and address the risks posed not only for the provider but also for the users who rely on the networks and communications services provided by the provider. Risk assessment allows an objective decision-making process as it offers a means of determining which assets are in scope and which security measures are appropriate for the risks presented. Data controllers shall perform risk assessments, specific for their particular setting, and regularly update the assessment to develop a cyber security policy tailored to the current risks and relevant threats.

2. Documented Security Policy

Establishing and maintaining an appropriate security policy requires that data controllers and, where applicable, data processors draft a document containing details relating to the scope of application of the document with specifications of the protected resources, the identity of the controller or the processor, the types of data collected, the estimated retention period of the
data, the intended usage of the data, the categories of recipients to whom the data will be
disclosed, the categories of data subjects, the categories of personal data, the applicable
regulations, codes and standards, the tasks and obligations of the personnel with access to
critical premises, the procedure of data breach notification, a security incident response plan,
the procedure for maintaining backup copies, a data recovery plan. The outcome of the risk
assessment as well as the technical and organisational measures considered to be appropriate
in terms of the risks identified shall also be included in the document, whose content shall be
adapted to the changes likely to affect the security of personal data. Documented security
policy allows to share a common view on how security should be managed and serves as a
reference point for the security aspects that need to be covered.

3. Human Resources Security
Data controllers and processors shall establish and maintain a structure of the security roles
and responsibilities of an organisation’s personnel and ensure that the personnel understand
the security policy that affects the performance of their functions as well as the disciplinary
process in case of violation of this policy caused by personnel. Data controllers and
processors must ensure that the personnel have sufficient security knowledge and are
provided with regular security training. Background checks on personnel are recommended if
required for their duties and responsibilities.

4. Security of Premises and Supplies
Data controllers and processors shall establish and maintain the physical and environmental
security of the systems and processes supporting the provision of electronic communications
networks and services. The security of supplies involves the security of electric power, fuel or
cooling. In order to effectively protect the premises housing personal data, controllers and
processors shall restrict the access of the staff members only to those resources required for
the performance of their tasks and implement mechanisms to detect and mitigate possible
intrusions to critical equipment. In case personal data is stored in portable devices or
processed outside the premises of the controller or processor, the controller’s or processor’s
prior authorisation shall be provided before any processing of the data.

5. Security of Servers and Applications
Data controllers and processors shall implement robust security measures in order to ensure
the security of servers, which constitute the most critical equipment housing large amounts of
personal data. It is essential that controllers and processors establish and maintain
mechanisms able to install operating systems critical updates without delay and guarantee the secure administration of databases. Therefore, it is recommended that controllers and processors refrain from operating servers that house databases used for other purposes, utilise personalised account identifiers to access databases, update applications when critical flaws have been identified and corrected, take precautions in the event of software installation or updates on operating systems to ensure business continuity and data availability, use vulnerability detection tools in case software is being executed in servers.

6. Security of Network and Information Systems
Data controllers and processors shall establish and maintain logical access controls to guarantee the security of their internal network and also set forth contractual requirements with third parties to ensure that dependencies on third parties do not negatively affect the security of networks and services. Data controllers and processors must be able to ensure that each user can only access the data she needs for performing her mission. To that effect, access controls mechanisms shall be put in place consisting of authentication mechanisms, which will provide a unique identifier to each user, and authorisation mechanisms, which will apply prior access controls to data for each category of users. When the authentication mechanisms are based on the existence of passwords, there shall be a procedure of disclosure, distribution and storage guaranteeing their confidentiality and integrity, and the frequency with which the passwords shall be changed, which under no circumstances must be less than yearly, shall be defined in the security document. As far as the integrity of network and information systems is concerned, there shall be deployed security mechanisms able to provide defence in depth by protecting from viruses, code injections and other malware that can alter the functionality of systems. Data controllers and processors shall make sure that software of network and information systems is not tampered with or altered, security critical data such as passwords and private keys are not disclosed or tampered with, and frequent controls shall be conducted to detect malware on internal network and information systems. Data controllers and processors must evaluate and review the effectiveness of access control policies and procedures as well as the effectiveness of the measures deployed to protect the integrity of network and information systems.

7. Security of Communications
Data controllers and processors shall establish and maintain security mechanisms able to guarantee the confidentiality, integrity and authenticity of communications. Security measures should be put in place to safeguard personal data stored in databases and,
especially, data transmitted over the Internet taking into account the significant risk of the
disclosure of such data. Such measures include, among others, the encryption and
pseudonymisation of personal data as well as the use of enhanced security protocols able to
ensure the authentication of servers. Data controllers and processors shall only collect the
data necessary with respect to the purposes for which they are processed (data minimisation
principle) and erase or destroy data no longer necessary, such as data stored in equipment to
be discarded. The systems housing personal data must include a mechanism for suppressing,
archiving or anonymising data when its retention period expires.

8. Business Continuity Management
Data controllers and processors shall establish and maintain contingency plans to ensure the
continuity of the networks and communications services as well as recovery mechanisms for
restoring network and communications services in the event of a physical or technical
incident. To that effect, protocols for making backup copies of personal data must be
established and copies should be tested on a regular basis. Procedures for the recovery of data
shall be established to guarantee at all times the reconstruction of data to the original state at
the moment the loss or destruction occurred. Data controllers and processors shall perform
the backup of software used for data processing in order to guarantee its continued existence.
Physical protection measures against natural disasters should also be considered.

9. Incident Management
Data controllers and processors shall establish and maintain mechanisms able to minimise the
impact of security incidents on users. To that effect, there shall be established response
procedures for timely detecting, assessing, managing and reporting incidents. Data controllers
and processors must be prepared to act promptly to restrict access, isolate impacted
information and systems, notify key partners and conduct rapid damage control. In order to
effectively address a security incident, it is necessary to establish a register for recording the
actions performed on the information processing systems, which shall be made available to
the supervisory authority on request. The record shall contain information relating to the type
of incident, the time of occurrence, or if appropriate, detection, the person making the
notification, the person to whom the incident was communicated, the estimated impact of the
incident, and the security measures applied to mitigate the impact. Data controllers and
processors must guarantee that records cannot be altered, and in any case save the
information contained in the records for a period of time that is not excessive.
10. Ongoing Monitoring
Data controllers and processors shall establish and maintain processes for regularly monitoring, testing and auditing network and information systems and facilities, and evaluating the effectiveness of security measures applied for ensuring the security of processing. To this end, controllers and processors must implement documented policies and procedures for monitoring including minimum monitoring and logging requirements, retention period, tools for monitoring systems and collecting logs, and the overall objectives of storing monitoring data and logs. More specifically, policies and procedures should be implemented to monitor compliance to standards and legal requirements, containing assets, processes and infrastructure to be audited, templates for audit reports, guidelines on the person in charge of carrying out the audit (internal or external) as well as the objectives of auditing. Policies and procedures for compliance and auditing should be reviewed and updated, taking into account changes and past incidents. As far as the assessment of technical and organisational measures is concerned, data controllers and processors can demonstrate evidence of compliance by adhering to approved certification mechanisms and data protection seals and marks or approved codes of conduct.
8.4.5. Examples of security measures per security objective

1. Risk Management (SO1)

<table>
<thead>
<tr>
<th>Security Level</th>
<th>Proposed Security Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Security Level</td>
<td>- Risk assessment shall cover all aspects (both technical and non-technical) of an organisation.</td>
</tr>
<tr>
<td></td>
<td>- Risk assessment shall follow any methodology that identifies assets, threats and counter-measures.</td>
</tr>
<tr>
<td></td>
<td>- Risk assessment shall be reviewed in the following cases: at least every three years; when any significant internal change occurs; at least in six months after any external change occurs.</td>
</tr>
<tr>
<td></td>
<td>- The threats and risk of each processing operation shall be studied and prioritised according to their gravity and probability of occurrence.</td>
</tr>
<tr>
<td>Medium Security Level</td>
<td>- Risk assessment shall cover all aspects (both technical and non-technical) of an organisation.</td>
</tr>
<tr>
<td></td>
<td>- Risk assessment shall follow the methodology recommended by the national supervisory body.</td>
</tr>
<tr>
<td></td>
<td>- Risk assessment shall be formally validated by Management.</td>
</tr>
<tr>
<td></td>
<td>- Risk assessment shall be reviewed in the following cases: at least once a year; before any significant internal change occurs; at least in four months after a significant external change occurs.</td>
</tr>
<tr>
<td></td>
<td>- Genuine methods for studying risks shall be used to enhance the exhaustiveness and depth of risk study.</td>
</tr>
<tr>
<td>High Security Level</td>
<td>- Risk assessment shall cover all aspects (both technical and non-technical) of an organisation.</td>
</tr>
<tr>
<td></td>
<td>- Risk assessment shall follow the methodology recommended by the national supervisory body.</td>
</tr>
<tr>
<td></td>
<td>- Risk assessment shall be formally validated by Management.</td>
</tr>
<tr>
<td></td>
<td>- Risk assessment shall be reviewed in the following cases: at least once a year; before any significant internal change occurs; at least in two months after a significant external change occurs.</td>
</tr>
<tr>
<td></td>
<td>- A security audit of the information systems shall be conducted.</td>
</tr>
</tbody>
</table>
2. Documented Security Policy (SO2)

<table>
<thead>
<tr>
<th>Security Level</th>
<th>Proposed Security Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Security Level</td>
<td>- Information relating to access privileges, authentication mechanisms, communication security and security incidents shall be documented and retained for two years.</td>
</tr>
<tr>
<td></td>
<td>- Each employee shall have access to written or electronic documentation for each operational procedure they have to perform as well as to the documented general policies.</td>
</tr>
<tr>
<td>Medium Security Level</td>
<td>- Each employee shall be personally notified of any change in the documentation.</td>
</tr>
<tr>
<td>High Security Level</td>
<td>- Documentation shall contain detailed information on relating to the data collected, the purposes of the processing activities, the types of data processed, the identity of the database manager, its data security officer and its holders (i.e. those who usually possess a copy of the database and are entitled to use it), as well as the processing activities carried out by other processors, the security risks involved and possible ways of mitigating them.</td>
</tr>
<tr>
<td></td>
<td>- Each employee shall be personally notified of any change in the documentation.</td>
</tr>
</tbody>
</table>

3. Human Resources (SO3)

<table>
<thead>
<tr>
<th>Security Level</th>
<th>Proposed Security Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Security Level</td>
<td>- Each employee shall follow a security awareness session every three years.</td>
</tr>
<tr>
<td></td>
<td>- The content of the security awareness actions, including information, training and awareness of disciplinary sanctions, shall be reviewed after every major change in the security policy and, in any case, at least every three years.</td>
</tr>
<tr>
<td></td>
<td>- Employees with access credentials shall be provided with training with respect to the security protocols and security requirements before being granted access privileges.</td>
</tr>
<tr>
<td>Medium Security Level</td>
<td>- Each employee shall follow a security awareness session every two years.</td>
</tr>
<tr>
<td></td>
<td>- The content of the security awareness actions, including information, training and awareness of disciplinary sanctions, shall be reviewed after every major change in the security policy and, in any case, at least every two years.</td>
</tr>
<tr>
<td>High Security Level</td>
<td>- Each employee shall follow a security awareness session every year.</td>
</tr>
</tbody>
</table>
|                         | - The content of the security awareness actions, including
4. Security of Premises and Supplies (SO4)

<table>
<thead>
<tr>
<th>Security Level</th>
<th>Proposed Security Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Security Level</td>
<td>• Access to the premises shall be based on a single-factor and a formal identification.</td>
</tr>
<tr>
<td>Medium Security Level</td>
<td>• Access to the premises shall be based on two-factor authentication.</td>
</tr>
<tr>
<td></td>
<td>• Highly critical components shall be accessed with dual control.</td>
</tr>
<tr>
<td></td>
<td>• Access to databases’ premises and equipment brought in or taken out of such premises shall be monitored.</td>
</tr>
<tr>
<td>High Security Level</td>
<td>• Premises where computers used for data treatment are located shall be subject to strict physical boundaries and control checks.</td>
</tr>
<tr>
<td></td>
<td>• Access to the premises shall be based on two-factor authentication.</td>
</tr>
<tr>
<td></td>
<td>• Highly critical components shall be accessed with dual control.</td>
</tr>
<tr>
<td></td>
<td>• Identification of the personnel accessing the premises shall be performed.</td>
</tr>
</tbody>
</table>

5. Security of Servers and Applications (SO5)

<table>
<thead>
<tr>
<th>Security Level</th>
<th>Proposed Security Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Security Level</td>
<td>• Security requirements shall be taken into account as soon as the application is being designed.</td>
</tr>
<tr>
<td></td>
<td>• Applications shall be updated when critical flaws have been identified and corrected.</td>
</tr>
<tr>
<td></td>
<td>• Servers housing databases used for other purposes shall not be used for the storage of personal data.</td>
</tr>
<tr>
<td>Medium Security Level</td>
<td>• Updated security protocols shall be used during data transmission to ensure servers authentication.</td>
</tr>
<tr>
<td></td>
<td>• The data processing development of applications shall be carried out in a data processing environment separate from that of production.</td>
</tr>
<tr>
<td></td>
<td>• Sensitive systems, i.e. systems processing personal data or data considered as business confidential, shall have a</td>
</tr>
</tbody>
</table>
dedicated (isolated) data processing environment.

High Security Level

- The number of applications requiring administrator level rights for their execution shall be limited.
- Vulnerability and attack detection tools shall be used when software is executed on servers.

---


<table>
<thead>
<tr>
<th>Security Level</th>
<th>Proposed Security Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Security Level</td>
<td>- Authentication shall be performed with software certificate or strong password otherwise.</td>
</tr>
<tr>
<td></td>
<td>- In case authentication mechanisms are based on passwords, stored passwords shall be encrypted and changed at least once a year.</td>
</tr>
<tr>
<td></td>
<td>- Information systems shall be subjected to penetration tests once in eighteen months in order to evaluate their robustness in the face of internal and external security risks.</td>
</tr>
<tr>
<td>Medium Security Level</td>
<td>- Authentication shall be performed with certificates stored within secured device (e.g. with a qualified certificate) or with software certificate otherwise.</td>
</tr>
<tr>
<td></td>
<td>- Automated mechanisms shall be established to monitor access to databases and logs shall be maintained for at least two years.</td>
</tr>
<tr>
<td></td>
<td>- Information systems shall be subjected to penetration tests once in twelve months in order to evaluate their robustness in the face of internal and external security risks.</td>
</tr>
<tr>
<td>High Security Level</td>
<td>- Authentication shall be performed with certificates stored within secured device (e.g. with a qualified certificate) each time it is possible, with software certificate or strong password otherwise.</td>
</tr>
<tr>
<td></td>
<td>- In case authentication mechanisms are based on passwords, stored passwords shall be encrypted and changed at least once a year.</td>
</tr>
<tr>
<td></td>
<td>- Data access control mechanisms shall be integral part of the data processing software development.</td>
</tr>
<tr>
<td></td>
<td>- Information systems shall be subjected to penetration tests once in six months in order to evaluate their robustness in the face of internal and external security risks.</td>
</tr>
<tr>
<td></td>
<td>- Networks shall be segmented into logical sub-networks according to the services deployed on them.</td>
</tr>
<tr>
<td></td>
<td>- Intrusion detection systems shall be installed to analyse real-time network traffic and detect suspicious activities.</td>
</tr>
</tbody>
</table>
7. Security of Communications (SO7)

<table>
<thead>
<tr>
<th>Security Level</th>
<th>Proposed Security Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Security Level</td>
<td>▪ All directly identifying information shall be (wholly or partially) masked or removed from the dataset.</td>
</tr>
</tbody>
</table>
| Medium Security Level| ▪ The distribution of files containing personal data or the transfer of personal data through public or wireless electronic communications network shall guarantee that data unintelligible either by encoding them or using any other mechanism for this purpose.  
                            ▪ Both directly and indirectly identifying information shall be removed from the dataset. |
| High Security Level  | ▪ Transmitted data shall be protected by means of cryptographic software programs that have been verified by third parties with proven experience.  
                            ▪ In case data transmission is carried out by sending a physical media, cryptographic mechanisms shall be applied to the data before it is stored on media.  
                            ▪ Updated security protocols guaranteeing data confidentiality shall be applied to file transfers.  
                            ▪ Transmission of the secret guaranteeing the confidentiality of the transfer (cryptographic key, password etc.) shall be carried out through a separate transmission, if possible using a different type of channel from the one used for the transmission of the data.  
                            ▪ Both directly and indirectly identifying information shall be eliminated or transformed. |

8. Business Continuity Management (SO8)

<table>
<thead>
<tr>
<th>Security Level</th>
<th>Proposed Security Measures</th>
</tr>
</thead>
</table>
| Low Security Level   | ▪ Business continuity and recovery plans shall be tested at least every three years.  
                            ▪ Integrity of backup shall be checked at least once every month. |
| Medium Security Level| ▪ Protocols for making backup copies and procedures for the recovery of data shall be established.  
                            ▪ The implementation of backup protocols and recovery procedures shall be monitored every six months.  
                            ▪ Business continuity and recovery plans shall be tested at least every two years.  
                            ▪ Integrity of backup shall be checked at least once every week. |
<table>
<thead>
<tr>
<th>Security Level</th>
<th>Proposed Security Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Security Level</td>
<td> Business continuity and recovery plans shall be tested at least every year.</td>
</tr>
<tr>
<td></td>
<td> Integrity of backup shall be checked after each backup.</td>
</tr>
</tbody>
</table>

### 9. Incident Management (SO9)

<table>
<thead>
<tr>
<th>Security Level</th>
<th>Proposed Security Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Security Level</td>
<td> Audit logs shall be monitored or reviewed at least once a month to identify evidence of malicious activity.</td>
</tr>
<tr>
<td></td>
<td> Security incidents shall be reviewed at least once every nine months to determine the need for updating security protocols.</td>
</tr>
<tr>
<td>Medium Security Level</td>
<td> Audit logs shall be monitored or reviewed at least once every week to identify evidence of malicious activity.</td>
</tr>
<tr>
<td></td>
<td> Security incidents shall be reviewed at least once every six months to determine the need for updating security protocols.</td>
</tr>
<tr>
<td>High Security Level</td>
<td> Audit logs shall be monitored or reviewed at least once every week to identify evidence of malicious activity.</td>
</tr>
<tr>
<td></td>
<td> Security incidents shall be reviewed at least once every three months to assess the need for updating security protocols.</td>
</tr>
</tbody>
</table>

### 10. Ongoing Monitoring (SO10)

<table>
<thead>
<tr>
<th>Security Level</th>
<th>Proposed Security Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Security Level</td>
<td> An audit (internal or external) shall be conducted at least every three years to determine the need for updating documentation of security policy and security protocols.</td>
</tr>
<tr>
<td>Medium Security Level</td>
<td> An audit (internal or external) shall be conducted at least every two years to determine the need for updating documentation of security policy and security protocols.</td>
</tr>
<tr>
<td></td>
<td> A data protection officer in charge of monitoring the implementation of security measures and analysing the audit reports shall be appointed.</td>
</tr>
<tr>
<td>High Security Level</td>
<td> An audit (internal or external) shall be conducted at least once a year to determine the need for updating documentation of security policy and security protocols.</td>
</tr>
<tr>
<td></td>
<td> A data security officer shall be appointed to be in charge of establishing data security protocols and preparing ongoing plans to review compliance.</td>
</tr>
</tbody>
</table>
8.5. Conclusion

As the above analysis has demonstrated, the failure of the anonymisation techniques to sufficiently safeguard individuals’ privacy signals the need for a new data protection paradigm which combines a risk-based approach to security obligations with different states of data on the identifiability spectrum. A regulatory model based on risks and outcomes enables organisations handling personal data to go beyond mere compliance with regulatory requirements and develop a better-structured approach to the processing of the data they collect, use and share. The risk of re-identification, coupled with the effects of data processing on the data subjects, can serve as points of reference for regulators to set a threshold, below which personal data should be considered as personal data under certain circumstances and hence treated accordingly. The state of data should be constantly reassessed given the fact that current technologies can easily convert data considered to be de-identified into identified data. In addition, the point at which this regulatory threshold is established needs to be based on the realistic scenario that a certain level of risk is acceptable, which, in turn, requires a common understanding of the notion of the re-identification risk between technologists and lawmakers who often support the ideal, albeit unrealistic, scenario of a zero-risk approach to data protection. Therefore, in cases where the risk is considerably reduced and is close to the de-identified threshold, the law should add some flexibility to the processing of data in order to incentivise companies in charge of data processing to implement the necessary security protections. To achieve an optimal balance between maintaining the utility of data and protecting individuals’ personal data, it is essential that the law recognises the existence of different degrees of data identifiability which pose threats of different significance, and tailor security obligations to the re-identification risk level involved in each processing operation. To this end, the regulatory model proposed can serve as an example of the way laws regulating the security obligations of data controllers should be drafted as it aspires to accomplish two goals – address the issues arising from the technology neutral approach to security obligations by providing clear guidance to data controllers in terms of the initial phase of the design of security measures, and abstain from imposing technology specific security requirements in order to grant flexibility to controllers to adapt their security mechanisms to their particular business model and the given data environment.
CHAPTER 9: Conclusion

In response to the rapidly changing landscape of emerging technologies that entail an increased level of re-identification risk, a shift in the data security regulation paradigm is required to overcome the shortcomings of conventional law-making and develop laws more easily adaptable to technological changes. This argument is summarised in the following words of the European Data Protection Supervisor (EDPS, 2015): “Judging by the longevity of Directive 95/46/EC, it is reasonable to expect a similar timeframe before the next major revision of data protection rules, perhaps not until the late 2030s. Long before this time, data-driven technologies can be expected to have converged with artificial intelligence, natural language processing and biometric systems, empowering applications with machine-learning ability for advanced intelligence”. The key challenge is not only to set out the key objectives of a regulation, which is undoubtedly an important part of the entire law-making process, but mainly to define and operate regulation able to realise the governmental goals set in the most effective and efficient way possible. In this regard, the existing regulatory approach to data security adopted by the EU legislator is falling short of achieving the goals initially defined as it fails to effectively address the problem of cyber insecurity. In order for regulation to innovate and transform in a manner akin to the way industry evolves, and be agile in terms of both the processes and means of achieving regulatory objectives, regulators can leverage decision-making industry practices. It should be recognised that the regulatory environment differs from that of a firm in many aspects and therefore it would be politically and socially unacceptable to experiment on a market-wide scale, where a mistake is magnified many times over. Yet, this does not mean that regulators should abstain from adopting new approaches to regulation but, instead, they should find a way of doing so that increases market confidence and the quality of intervention by adopting an incentive-based approach to compliance able to meet the needs of the current complex and fast-paced business environments. To this end, the inclusion of intervention agents and, especially, the collaboration of technical and policy experts from government, industry, academia, non-governmental and consumer groups in the early stages of the law-making process, and throughout the process, can ensure that regulators are not left behind from technical developments in industry since it helps them overcome the problems stemming from the lack of technical knowledge. In this context, the role of government must principally be that of a catalyst or a facilitator which enables a coordinated collaboration between surrogate regulators by filling any gaps that may exist and facilitating links between the different layers.
of the regulatory process by creating the necessary preconditions for stakeholders to assume a greater share of the regulatory burden.

The core of the protection-utility trade-off lies in finding ways to structure data so that meaningful information can be derived from it. In this respect, a regulatory framework needs to be built for balancing the potential benefits of data processing operations against the potential harms of particular practices. Such a framework may include a set of best practices for data controllers articulating in non-technical terms the guarantees provided by the various data protection mechanisms and determining the parameters to be considered in evaluating whether certain processing activities can provide sufficient privacy without considerably affecting the data structure. In the post-anonymisation era, the risk of re-identification can serve as a point of reference for regulators to set a threshold, below which personal data can be considered protected under given circumstances, and thus treated accordingly. Explicitly recognising that de-identification involves a broad spectrum of practices, each of which has different levels of strength, and identifying certain key points along that spectrum, which would establish a threshold, may have significant regulatory and policy implications as it enables the development of regulatory guidance that brings not only regulatory relief but also encourages the maximum use of de-identification compatible with the purposes of the data processing. Even though the revelation of the breach of purportedly anonymised datasets has resulted in both regulators and private actors reconsidering the effectiveness of the anonymisation technique, policy has not yet fully responded to the problem as the current EU approach still relies on the binary distinction between personal and anonymous data. The only way to reframe the debate over the feasibility of perfect anonymity and thus bridge the concerns of formalists and pragmatists lies in changing the focus of data protection law. In order to build a clear and workable legal framework, focus needs to be placed on the processes that decrease the likelihood of harm in the first place. Given that perfect data protection is not a realistic scenario, which means that there will always remain the risk of re-identification even in the cases when the risk is remote, efforts to prevent the harm have proved to be fruitless. It is high time data protection law changed its focus toward the process of risk management, that is, the procedures aiming to minimise the risk, which should be implemented ex ante. Approaches to data security that revolve around specific data subjects and the nature of information collected, used or disclosed, instead of taking into consideration datasets as a whole – the data environment - seem inadequate, at least by themselves, to respond to the failure of anonymisation. The same holds true with ex post, individualised
remedies based on the degree of harm caused; specific harms can be hard to articulate or even locate.

Based on the definition given by Bambauer (2012), according to which security comprises “the set of technological mechanisms (including, at times, physical ones) that mediates requests for access or control”, the role of data security regulation is to address the selection and implementation of those mechanisms by determining who is able to access, use and alter data. In this regard, data security regulation is conceived as a general process which encompasses the process of constantly identifying risk, the process of developing and implementing administrative, legal, technical and physical safeguards in order to protect against data breaches, as well as the process of developing a response plan in the event of a data breach. In other words, the main precondition for a company to be held liable should not be associated with the causation of harm but rather with the failure to take the necessary steps to sufficiently reduce the risk; that is why, a company should be held liable even in the absence of a data breach (Hartzog & Solove, 2015). The actual harm caused is a relevant factor only insofar as it helps identify the procedures that might not have been properly implemented. Data security policy should be based on the idea that parties having custodian-like responsibilities ought to take steps to protect those who have entrusted them with their data (Rubinstein & Hartzog, 2015). Consequently, process failures or infringement of reasonableness security standards should be treated as the reasons for holding companies liable irrespective of the action of others or the causation of harm. The fact that data security regulation should be “agnostic about ex post harm in favour of ex ante controls” implicitly indicates that a certain degree of harm is acceptable; the processes implemented can only guarantee an acceptable level of data protection and hence data security policy can only be conceived of as risk tolerant (Ohm, 2010; Yakowitz, 2011; Wu, 2013; Rubinstein & Hartzog, 2015). The locus of data security policy should be the process of mitigating risks, a process driven by policies balancing data protection with data utility. Neither policymakers nor technologists alone can guarantee the protection of personal data. Data security policy requires a careful equilibrium on multiple fonts: law and technology, privacy and utility, data treatment and controls. The advances in the field of technology which allow for new uses of data have the potential to bring a wide range of benefits, as already witnessed in the case of Big data, but at the same time new types of harm can be generated by the various means of processing the data. Recognising the need to strike an appropriate balance between new
opportunities and individual values means that the appropriate security measures must be placed on data depending on the potential benefits and the created risks.

The proposed regulatory model aims at providing a clear framework to data controllers with regard to the assets that should be protected and the level of security required covering all the aspects of the security of personal data processing. The model adopts a hybrid approach to the regulation of data controllers’ security obligations, which combines high-level security standards, or else the outcome to be achieved, with prescriptive guidance – examples of security measures that should be implemented in order to achieve the required outcome. By laying down high-level security objectives, which could reasonably be applied to a wide number of organisations handling personal data, and providing a baseline, that is, a minimum set of acceptable compliance strategies that must be in place, the regulatory model aspires to provide legal certainty without hampering innovation since no specific technological designs are mandated. The model establishes a layered approach, according to which data controllers should apply different levels of security – basic, medium, high - depending on certain risk factors. A layered approach to data security suggests that regulators establish a sufficiently comprehensive model appropriate for different contexts that would be regularly updated with the input of experts and stakeholders. The aim of the model is its components to specify a set of contexts in which certain security requirements would apply and case-by-case review would be avoided in the initial phase of the design of security measures. In addition, the regulatory model proposed introduces a dynamic approach to the required security level, which is contingent upon the data environment of each processing activity in the sense that there is no fixed level of the re-identification risk involved in each processing but the risk is rather defined by the interplay between the risk factors. The objective of the proposed model is to serve as a step forward to bridging the gap between the divergences in legal and technical perspectives as it requires lawmakers to be equipped with technical knowledge. In addition, the model can serve as an example of the way laws regulating the security obligations of data controllers should be drafted as it aspires to accomplish two goals – address the issues arising from the technology neutral approach to security obligations by providing clear guidance to data controllers in terms of the initial phase of the design of security measures, and abstain from imposing technology specific security requirements in order to grant flexibility to controllers to adapt their security mechanisms to their particular business model and the given data environment. Two things should be borne in mind with respect to this model. First, this model solely serves as an example of how data security
regulation should be formed. Second, it is essential that the model is regularly adapted to the technological changes not only in terms of the security objectives suggested but also with regard to the categories of data that should require special treatment. The same applies to the level of security required since what is currently considered to be a medium-level security measure might be a basic security measure in ten years’ time.

The contribution the work presented in this thesis has made to the body of knowledge lies in the fact that it suggests a new approach to the data security regulation, which not only places the focal point to the ex-ante mitigation of the re-identification risk, as opposed to the current approach that imposes ex-post sanctions, but also introduces the industry’s practices in the law-making process. In contrast to the previous work in this field, which either addresses a few of the aspects of the problem (e.g. only legal or technical) or makes recommendations that take into consideration only some of the factors affecting the re-identification risk level, this thesis provides a systematic assessment of the steps that should be taken by the private sector to determine the security level required for each data processing operation. In particular, the proposed model aims at providing clear guidance to both organisations and regulators as to the types of security measures that should be considered appropriate in each case by tailoring the security obligations of data controllers to the level of re-identification risk for different states of data, based on the interplay between the risk factors, and suggesting security measures proportionate to the re-identification risk level. In this respect, the contribution of this work also lies in bridging the gap between lawmakers, organisations and technologists as it not only examines the matter at stake from all three perspectives but it also takes a step further by integrating these perspectives and producing an innovative regulatory model. However, the scope of this thesis is limited to setting a theoretical ground as there is no empirical content included. Hence, the possible future directions of research coming out of this work would involve identifying the weaknesses of this model and filling the gaps by validating its viability on practical grounds. In particular, qualitative and quantitative methods can be used to estimate whether the private sector would find useful the guidance provided in determining the security measures that would best suit each processing activity. In addition, in order for this model to work in practice, research is required to explore the means of applying this theoretical framework to the law-making process and, more specifically, the changes that need to be made in the current legal construction to be able to embrace the innovative recommendations made in this thesis.
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