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The ocean is an enormous and variable sink of carbon dioxide gas (CO$_2$) for the atmosphere, and a detailed knowledge of the drivers of uptake variability is needed to predict future climate change. Here, a leading-edge ocean computer model is used to attribute 21st Century ocean carbon cycle variability to underlying causal physical, chemical, and biological mechanisms.

First, North Atlantic carbon flux variability across a range of timescales is attributed to each component of the flux equation: the air-sea concentration gradient (the difference of partial pressures, $\Delta p$CO$_2$), the gas transfer velocity (which quantifies how environmental factors e.g. wind enhance gas exchange, $k$), and the solubility coefficient (which quantifies how temperature and salinity affect gas dissolution, $\alpha$). Both $\Delta p$CO$_2$ and $k$ are strong controls on interannual flux variability, but the longer decadal and multidecadal changes are dominated by just $\Delta p$CO$_2$.

Next, the drivers of North Atlantic Dissolved Inorganic Carbon (DIC) inventory changes are identified. Interannual variations in temperature and preformed alkalinity cause almost all the basin’s year-to-year DIC fluctuations. Decadal variability is attributed to saturation and anthropogenic carbon forcing. Multidecadal cycles and the trend up to the year 2100 are dominated by anthropogenic carbon uptake.

Finally, the global DIC inventory variance is quantified, highlighting Pacific upwelling of remineralised carbon as the main driver of interannual variability. Anthropogenic carbon is the largest single contributor to variability on longer timescales up to 2100, with other processes playing secondary or negligible roles.
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Chapter 1

The Carbon Cycle and the Ocean

1.1 Carbon and Earth’s Climate

The carbon cycle is the name given to the dynamic system of exchanges of carbon through four planetary reservoirs; the atmosphere, ocean, terrestrial biosphere and lithosphere. The distribution of carbon between these four reservoirs forms a critical control on Earth’s climate, chiefly because the amount of carbon in the atmosphere is a major factor determining the planetary radiative balance via the ‘greenhouse effect’. Broadly, the sun radiates energy at short wavelengths (visible and near-visible) onto the Earth, one third of which is reflected off the atmosphere while most of the remainder is absorbed by the planet’s surface; the atmosphere does not absorb much energy at these short wavelengths. The land and oceans re-emit most of the absorbed energy at longer wavelengths (infrared); some of which goes out into space and some is absorbed by the atmosphere. The amount of this outgoing energy that is absorbed by the atmosphere is therefore a crucial component of the climate system that sets the planet’s surface temperature. The concentration of ‘greenhouse gases’ in the atmosphere (namely carbon dioxide, CO$_2$, methane, CH$_4$, nitrous oxide, N$_2$O, and water vapour) is thought to govern how much of the outgoing longwave radiation is absorbed by the planet (Solomon et al., 2007; Elminan et al., 2016). Over the past half century of climate science, carbon dioxide has been given vastly more scientific attention than the other greenhouse gases, but readers are reminded of the growing understanding of the crucial importance that non-CO$_2$ greenhouse gases have for Earth climate (Ciais et al., 2013). However, the focus of this thesis is entirely on the role of carbon in the climate
system, and so other the other greenhouse gases and their relevant biogeochemical cycles will not be discussed further here.

Atmosphere

Gaseous carbon: 589

Ocean

Marine Life: 3
Dissolved Organic: 700
Surface Inorganic: 900
Deep Inorganic: 37,000

Terrestrial Biosphere

Vegetation: 450-650
Soils: 1,500-2,400

Lithosphere

Seabed surface sediment: 1,750
Permafrost: 1,700
Fossil Fuels: 1,002-1,940

Figure 1.1: Sizes of the major preindustrial reservoirs carbon in PgC relevant to the carbon cycle on annual to multicennial timescales (1 PgC = 10^{15} gC), redrawn from (Ciais et al., 2013)

In the natural climate system (i.e. before the industrial revolution in the 17th Century CE), the concentration of CO_2 in the atmosphere varies through geological time because fluxes exist between the other carbon reservoirs that operate on all timescales (from instantaneous to multi-millenial). Before these fluxes can be discussed, it is first helpful to briefly explore the nature of these four reservoirs in the context of the most recent interglacial period, Figure 1.1. 11,700 years ago, when the last glacial period came to an end (Rasmussen et al., 2006), the Earth’s climate through the ensuing Holocene epoch is estimated to have been relatively stable in comparison with glacial-interglacial variations (Jouzel et al., 2007). Over the same period, palaeoclimate records indicate that the mole fraction of atmospheric carbon also showed relative stability, varying between 260-285 parts per million in moles; µmol mol^{-1} (ppm) (Lüthi et al., 2008). While not known, a reasonable hypothesis is that the partitioning of carbon between the atmosphere and the other three reservoirs was approximately stable through this same period (i.e. that the carbon fluxes between them approximately balance).
The preindustrial interglacial atmosphere holds the least carbon of the four, bearing about 589 PgC as gaseous carbon dioxide. This inventory of CO$_2$ equates to a concentration of approximately 278 ppm, assuming 2.12 PgC ppm$^{-1}$ (Prather et al., 2012). Modern satellite-based observations of atmospheric column inventories of carbon across the entire globe show that concentrations are spatially similar to a few ppm (Eldering et al., 2017). Atmospheric CO$_2$ concentrations are therefore relatively quickly homogenised by meteorological processes on timescales of about year, in stark contrast to the other three reservoirs. The terrestrial biosphere describes the carbon held by land vegetation (450-650 PgC) and soils (1500-2400 PgC). Note that the spread of estimates of carbon held in soils is larger than the entire atmospheric carbon store, and reflects crucial gaps in our understanding of the global carbon cycle. The world’s freshwaters are included in the ‘terrestrial biosphere’, but comprise a very small portion of this budget. Relevant to climate science over past 200 or so years, the preindustrial lithosphere is thought to have held approximately 4,700 PgC with roughly equal portions frozen in permafrost, held in fossil fuel reserves (as coal, gas and oil), and seabed surface sediments. These oceanic surface sediments consist mostly of the pool of 1600 PgC of calcium carbonate (CaCO$_3$) that is able to chemically communicate with overlying water (Archer et al., 1998) as well as a smaller pool of 150 PgC of organic carbon (Emerson and Hedges, 1988). The final, largest reservoir of carbon relevant to century-scale carbon cycling is the global ocean, holding about 38,000 PgC.

The vast majority of oceanic carbon exists as Dissolved Inorganic Carbon (DIC) and is stored in the deep ocean. Therefore, the length of time for which most of the ocean’s carbon may remain sequestered in this reservoir is on the same order as the ventilation timescale of the global ocean; about 5000 years (England, 1995). The upper ocean, which communicates with the atmosphere on instantaneous to multiannual timescales, holds about 900 PgC of dissolved inorganic carbon. There is also a pool of 700 PgC of organic carbon dissolved in the global ocean that is cycled on approximately 1,000 year timescales (Hansell et al., 2009). Note that living carbon in the ocean is two orders of magnitude smaller than on land.

It is thought that the partitioning of carbon between these reservoirs is dynamically linked to Earth’s climate through a combination of causality and feedbacks.
Clearly, these carbon reservoirs are connected by biogeochemical processes that flux matter between them, and throughout Earth’s history the balance (and imbalance) of those fluxes is closely linked to stability and changes in climate.

Figure 1.2: Sizes of the major fluxes of carbon between reservoirs in PgC yr\(^{-1}\) in yellow boxes, with black text showing preindustrial values and bracketed green text showing the size and sign of the anthropogenic perturbation to those fluxes. Total reservoir sizes are shown in bold numbers in PgC in black text for the preindustrial era, with the estimated anthropogenic perturbations and their signs shown in bracketed green text. The land and ocean net fluxes have been broken down into their two major opposing constituent fluxes. Redrawn from (Ciais et al., 2013)

Estimates of the fluxes of carbon between reservoirs in the preindustrial era are briefly explored here (Figure 1.2) but are examined in more detail by Ciais et al. (2013). The chemical weathering of silicate minerals (CaSiO\(_3\)) draws CO\(_2\) from the atmosphere into rocks (i.e the lithosphere) at about 0.3 PgC yr\(^{-1}\) (Archer and Brovkin, 2008). Volcanic activity acts in the opposite direction, fluxing 0.1 PgC yr\(^{-1}\) into the atmosphere from the lithosphere (Archer and Brovkin, 2008). The preindustrial ocean is thought to have been a source of CO\(_2\) for the atmosphere, emitting about 0.7 PgC yr\(^{-1}\) (Sabine et al., 2004). In addition, the global oceans sequester 0.2 PgC yr\(^{-1}\) into the lithosphere through the sinking and subsequent burial of particulate matter (Denman et al., 2007). The preindustrial terrestrial biosphere is estimated to have been a large sink for atmospheric CO\(_2\), drawing in 1.7 PgC yr\(^{-1}\). The land sink exists because photosynthetic terrestrial vegetation draws
carbon into living organic matter, but is incompletely offset by respiration and fires. Furthermore, the world’s freshwaters are estimated to outgas an additional 1.0 PgC yr\(^{-1}\). The burial of sediment in aquatic environments fluxes 0.2 PgC yr\(^{-1}\) into the lithosphere, comparable to the global ocean except over a small fraction of the surface area. The action of mineral weathering by freshwaters adds 0.1 PgC yr\(^{-1}\) to the terrestrial biosphere from the lithosphere. Since river waters laden with carbon drain into the global ocean, there is a riverine flux of 0.9 PgC yr\(^{-1}\) from land into the marine environment. These ‘natural’ carbon fluxes between reservoirs represent an estimate of the ‘background state’ of the global carbon cycle over the last 11,700 years of the Holocene era that humans have perturbed over the most recent two and a half centuries. Note that although these fluxes originate from various sources, they are presented here as in (Ciais et al., 2013), and are adjusted within their respective uncertainties to form a consistent budget. Even so, the fluxes presented in Figure 1.2 do not close with respect to the lithosphere, possibly representing omissions with regard to fluxes that operate over much longer timescales (centuries to millenia). A more detailed treatment of the lithospheric fluxes is not attempted here.

This section has set out a description of the preindustrial carbon cycle at the planetary scale. The next section presents the changes to the carbon cycle that human activities have imparted over the past two centuries.

1.2 Anthropogenic Carbon Cycle Changes

In the mid-1700s CE, the Industrial Era is considered to have begun and human activities began to have an unprecedented effect on the global carbon cycle (Ciais et al., 2013). More than 120 years ago, Arrhenius (1896) famously identified the role of CO\(_2\) in the greenhouse effect, and through correspondence with Arvid Högbom, pointed out that the burning of mined coal could add amounts of carbon to the atmosphere large enough to be considerable in global carbon cycle budgets. Since then, more than a century of Earth science has yielded a detailed understanding of the global carbon cycle and how human activities alter it. Humans remove carbon from the lithosphere via two main processes: 1) the extraction and subsequent
combustion of hydrocarbon fuels (coal, oil and gas) for energy generation and 2) the production of cement for construction. Furthermore, humans’ changing use of land (mainly converting forest into cropland and grazing pasture) reduces land carbon storage, representing a flux into the atmosphere. Since the dawn of the industrial era to the year 2011, the Intergovernmental Panel on Climate Change (IPCC) estimated in their 2013 Assessment Report that these three anthropogenic factors have removed $365 \pm 30 \text{ Pg C}$ from the lithosphere and $30 \pm 45 \text{ PgC}$ from the terrestrial biosphere. Without human intervention, this so-called ‘anthropogenic carbon’ would likely have remained sequestered in the respective reservoirs for timescales on the order of millenia, and no known non-human process is capable of causing such rapid fluxes of carbon into or out of the lithosphere on an equivalent timescale (Ciais et al., 2013).

For the most part, these processes have fluxed carbon into the atmosphere, causing the reservoir to accumulate $240 \pm 10 \text{ PgC}$, mostly as CO$_2$ gas. This has increased the atmospheric $p\text{CO}_2$ from 278 ppm to 391 ppm between from 1750 to 2011 (Ciais et al., 2013), and the 2016 annual mean was $402.8 \pm 0.1 \text{ ppm}$ (Dlugokencky and Tans, 2017). However, the existence of the biogeochemical fluxes described earlier mean that this carbon does not remain in the atmosphere. The response of the terrestrial biosphere has been challenging to constrain: the land flux is thought to have strengthened by $2.6 \pm 1.2 \text{ PgC yr}^{-1}$, owing to an increase in photosynthesis unmatched by increases in respiration and fire emissions. However, human activities in the Industrial Era have also created a flux into the atmosphere resulting from net land use change on the order of $1.1 \pm 0.8 \text{ PgC yr}^{-1}$ (Houghton et al., 2012). This flux arises through the clearance of forested land for agriculture and other uses (deforestation), and is partially offset by the intentional or unintentional growth or regrowth of vegetation on abandoned lands. Uncertainties associated with the preindustrial and modern terrestrial biospheric fluxes, and the magnitude of the reservoir’s anthropogenic change are critically large, and therefore represent a facet of the global carbon cycle requiring much better constraint (Ciais et al., 2013; Regnier et al., 2013; Le Quéré et al., 2016).

The ocean has responded to the atmospheric CO$_2$ increase by switching from being a net source for the atmosphere to being a net sink of about $1.6 \text{ PgC yr}^{-1}$ (Takahashi
et al., 2009; Ciais et al., 2013). The ocean carbon reservoir has therefore increased by approximately 155 ± 30 PgC (Khatiwala et al., 2009; Ciais et al., 2013).

If some portion of the total anthropogenic carbon enters the global ocean then it is not able to directly contribute to the greenhouse effect, and therefore understanding the ocean flux is critical to our understanding of human-induced climate change. How much warming due to anthropogenic climate change humans can expect to encounter is therefore partly a function of emissions, but also very much dependant on the behaviour of the each of the carbon reservoirs. To determine expected warming levels over the coming decades, scientists have posed several key questions: how much carbon do the oceans absorb each year? How much does the ocean carbon flux vary from year to year? Will this flux keep pace with rising atmospheric CO$_2$ concentrations? For how long will oceanic anthropogenic carbon remain sequestered in the oceans? The pursuit of these types of questions has highlighted the need for a detailed understanding of the mechanisms by which the oceans store and exchange carbon: the ocean carbon cycle and the underlying carbonate chemistry.

With a description of the anthropogenic perturbation to the Earth system and the global cycle established, the following section examines the fundamental chemistry of the ocean inorganic carbon sink.

### 1.3 Ocean Carbonate Chemistry

One of the main pathways by which CO$_2$ enters or leaves the oceans is through its surface in contact with the atmosphere. As with any tracer at a fluid interface, CO$_2$ constantly exchanges between the atmosphere and ocean surface by diffusion. If a CO$_2$ concentration gradient is present across the air-sea boundary then a net flux across that boundary arises until an equilibrium is reached. The exchange of gas across a gas-liquid interface is not instantaneous, and depends on the rate at which diffusion may occur and the solubility of the gas in the liquid phase. All these quantities are related through the flux equation (1.1), where $F$ (mol m$^{-2}$ d$^{-1}$) is the net flux, $pCO_2^{air}$ (µatm) and $pCO_2^{ocean}$ (µatm) are the concentrations of CO$_2$ (as partial pressures) in the air and seawater respectively, $k$ (m d$^{-1}$) is the
gas transfer velocity and $\alpha$ (mol m$^{-3}$ µatm$^{-1}$) is the solubility coefficient:

$$F = (p_{\text{CO}_2}^{\text{air}} - p_{\text{CO}_2}^{\text{ocean}}) \times k \times \alpha \quad (1.1)$$

The flux equation (1.1) is explored in more detail in Section 2.1, but it is briefly introduced here as it relates to the wider context of ocean carbon cycling. The difference between the CO$_2$ partial pressure in the air ($p_{\text{CO}_2}^{\text{air}}$) and seawater ($p_{\text{CO}_2}^{\text{ocean}}$) determines the direction of the gas flux. Under this sign convention, air-ocean difference of partial pressures of CO$_2$ ($\Delta p_{\text{CO}_2}$) is defined with positive values corresponding to flux into the ocean and negative values out of the ocean. The gas transfer velocity ($k$) is a parameter that accounts for the variable rate at which CO$_2$ diffuses through a ‘thin’ surface layer of the liquid into the more homogenous sublayer below (Liss and Slater, 1974). The gas transfer velocity is highly sensitive to both the thickness and dynamics of this ‘surface film’ (Wanninkhof et al., 2009). Exchanges of momentum between the air and water rework the surface film and affect $k$. In the context of the oceans, the action of winds blowing over the water surface is the main process that perturbs the surface film and is therefore a key control on $k$. Air-sea buoyancy fluxes (McGillis et al., 2004) and the presence of surfactants that modify the surface tension of seawater (Sabbaghzadeh et al., 2017) are also critical environmental variables controlling $k$. The effect of CO$_2$ solubility in modifying the flux is quantified through $\alpha$. The variable solubility effect arises due to the considerably non-ideal behaviour of CO$_2$ gas, and is a function of temperature and salinity (Weiss, 1974).

$$\text{CO}_2 + \text{H}_2\text{O} \rightleftharpoons \text{HCO}_3^- + \text{H}^+ \quad (1.2)$$

$$\text{HCO}_3^- + \text{H}^+ \rightleftharpoons \text{CO}_3^{2-} + 2\text{H}^+ \quad (1.3)$$

In the atmosphere, under common temperature and pressure conditions, CO$_2$ does not show a tendency to change its form; it is at thermodynamic equilibrium. When CO$_2$ dissolves into seawater, it ceases to be at thermodynamic equilibrium, and reacts with seawater (H$_2$O) to form different carbon species. Some of the dis-
solved CO$_2$ will remain as aqueous CO$_2$ (CO$_2$(aq)). Another portion of dissolved CO$_2$ reacts with seawater to form bicarbonate (HCO$_3^-$) and a proton or hydrogen ion (H$^+$), equation (1.2). Bicarbonate in seawater will react with free protons (H$^+$) to form carbonate (CO$_3^{2-}$) and two additional protons, equation (1.3). Dissolved CO$_2$ in seawater exists as these three main species: aqueous CO$_2$, bicarbonate and carbonate (although a very minor fraction exists as carbonic acid, H$_2$CO$_3$). The exact partitioning that carbon takes in a given sample of seawater (i.e. what proportion exists as each of the three species) depends on the concentration (or more precisely, the activity) of protons in solution. In seawater carbonate chemistry, the role of active protons is commonly expressed as the potential of hydrogen, pH, which is quantified as the negative of the decimal (or base 10) logarithm of hydrogen ion activity. If one were to acidify a seawater sample to a pH below approximately 6 (higher H$^+$ concentrations), most of the total CO$_2$ would exist as CO$_2$(aq), while at pH greater than about 9 (lower H$^+$ concentrations), thermodynamic equilibrium favours the formation of CO$_3^{2-}$. At weakly alkaline pH levels that are typical of seawater (pH $\approx$ 8.2) most carbon exists as HCO$_3^-$. The total amount of these three dissolved carbonate species, or Dissolved Inorganic Carbon (DIC) (or simply C) is expressed as the sum of all three concentrations, equation (1.4).

$$\text{DIC} = C = \sum \text{CO}_2 = [\text{CO}_2] + [\text{HCO}_3^-] + [\text{CO}_3^{2-}] \quad (1.4)$$

The dissolution of carbon dioxide clearly has implications for the acidity of seawater, since the reaction releases hydrogen ions. The anthropogenic release of large amounts of CO$_2$ into the atmosphere therefore raises concerns about widespread changes in ocean pH, which could have profound effects on marine ecosystems. The ocean acidification aspect of climate science and the carbon cycle (and its downstream consequences on biology) is an important frontier of modern science that is not addressed in this thesis. The scope of this work is on the underlying drivers behind the ocean response to rising atmospheric CO$_2$ levels, rather than a comprehensive assessment of its consequences.

Now that the basics of ocean carbonate chemistry have been established, the next section will explain the large-scale physical, chemical and biological processes.
that exchange carbon in the global ocean.

### 1.4 The Ocean Carbon Cycle

While the view of the ocean as a singular, large reservoir of carbon is useful to understand global biogeochemical cycles, the oceans are of course highly nuanced and variable on a broad spectrum of spatial and temporal scales. The marine environment is a dynamic fluid medium in which a diverse range of physical, chemical, biological, and geological processes interact to modify carbon concentrations locally and, hence, globally. Before examining the much more complicated ocean carbon cycle in the real world, it is helpful to create a schematic view of a simplified ocean to introduce key biogeochemical concepts.

![Figure 1.3: Schematic view of the ocean carbon cycle. Orange arrows indicate processes which add DIC to seawater and grey arrows show processes that remove it. Blue chevrons indicate the movement of DIC around the oceans by physical redistribution. Green shapes indicate the connection between the marine biosphere and the carbon cycle.](image)

Near the equator, oceanic surface heating increases local seawater buoyancy
while at high latitudes the oceans lose heat (and buoyancy) to the overlying atmosphere (yellow arrows in Figure 1.3). This differential buoyancy flux results in surface poleward currents, equatorial upwelling, high latitude deepwater formation, and a deep interior equatorward flow (blue chevrons in Figure 1.3). This meridional overturning circulation sets up a large scale pathway by which carbon can be advected around the oceans. In equatorial regions of strong solar heating, warming of ocean surface waters reduces the solubility of CO$_2$ in seawater and so drives net annual low latitude outgassing (Takahashi et al., 2009). By contrast, while the oceans lose heat to the atmosphere along the poleward paths of western boundary currents, CO$_2$ becomes more soluble and CO$_2$ influx results (Follows et al., 1996). Changes in CO$_2$ solubility between high and low latitudes and the resultant downwelling of cold waters drives the ‘solubility pump’ of carbon (Volk and Hoffert, 1985).

Biological processes play a critical role in the ocean carbon cycle. In the sunlit photic zone of the surface ocean, photosynthetic organisms fix DIC from seawater into their bodies, driving down local DIC concentrations. Heterotrophic (and autotrophic) organisms consume organic matter and add CO$_2$ to seawater through respiration. The balance of the opposing actions of photosynthesis and respiration determines whether biological activity either enriches or depletes local seawater DIC. In highly productive regions such as the surface subpolar North Atlantic during springtime, biological CO$_2$ fixation stimulates ocean CO$_2$ uptake by decreasing $p$CO$_2$ in the mixed layer (Takahashi et al., 2009; Sanders et al., 2014). The time mean effects of high annual biological productivity in addition to the solubility pump effect along the northward-flowing North Atlantic Current make the North Atlantic basin a particularly strong annual mean sink of CO$_2$. Note that elsewhere in the ocean, for example in the equatorial Pacific, the solubility and biological pumps can act in opposition to one another (e.g. Turk et al., 2001). Away from the ocean surface, sunlight strongly limits photosynthesis, but heterotrophs may still consume organic matter and drive CO$_2$ into solution by respiration. Organic matter rains downward from the surface ocean as particles of detritus. Heterotrophs consume some portion of this sinking organic material, causing a balance of net respiration below the photic zone that enriches deep seawater with DIC. The
fixation of inorganic carbon by photosynthesisers in the surface ocean followed by its subsequent remineralisation at depth is called the ‘biological’ or ‘soft tissue’ pump (Volk and Hoffert, 1985).

Sinking organic matter has an additional affect on interior carbon concentrations via the carbonate pump. Calcifying organisms in the upper ocean such as coccolithophores draw DIC into their bodies to form CaCO₃ shells. In the deep ocean, the pH may be lower than in the open surface ocean where CaCO₃ is insoluble (Takahashi et al., 2014). This vertical pH contrast means that sinking CaCO₃ particles may pass a depth horizon, the Carbonate Compensation Depth (CCD), beyond which CaCO₃ begins to dissolve. When CaCO₃ particles dissolve, they add carbonate back into solution and increase local DIC (Volk and Hoffert, 1985).

The raining down of organic matter from the photic zone of the ocean therefore enriches deep waters in DIC via the soft tissue and carbonate pumps. Since there are no large scale processes which remove DIC from the ocean interior, waters accumulate carbon with age since ventilation. However, not all sinking particles remineralise in the water column, and some portion reach the seabed. Surface seabed sediments and the benthic communities within them may interact with overlying seawater with important effects on global biogeochemical cycles (Kriest and Oschlies, 2013; Yool et al., 2017). This can mean that surface sediments may remineralise back into or seawater, or they may be buried for millenia (Archer et al., 1998; Ridgwell and Zeebe, 2005). Burial of sinking marine particulate matter (Keil, 2017) and of terrestrial organic matter (Berner, 2003) is a critical process in global carbon cycling over geological timescales, and may be the long term sink to match volcanic and geological sources of carbon.

Note that this schematic does not describe the role of Dissolved Organic Carbon (DOC). A broad range of compounds make up DOC, with a variable degree of availability as energy sources for marine microorganisms (Repeta, 2015). Compounds like sugars and amino acids are produced and consumed on timescales of days, and support a vast pool of heterotrophic microorganisms (Hansell, 2013). These short-lived compounds amount to around 0.2 PgC globally and are less important for global biogeochemical cycles than the 660 PgC of DOC that are either
too recalcitrant (Hansell and Carlson, 2015) or too dilute (Arrieta et al., 2015) to be readily bioavailable, and remain stored in the ocean for decades to millenia. The extent to which the global DOC pool has changed through geological time (and therefore modulates climate) is poorly understood and represents an important scientific frontier relevant to multicentennial and longer climate cycles (Ridgwell and Arndt, 2015).

With a summary of the main biogeochemical background of the ocean carbon cycle established, the aims and scope of this thesis can next be addressed.

1.5 Thesis Structure and Scope

The global ocean represents an important part of the climate system as a sink of carbon for the atmosphere. A wide range of processes is known to be important in controlling the strength of the oceanic carbon sink, yet there is an incomplete knowledge of how these processes will change under anthropogenically driven climate change. Presently, there is a clear understanding that the global ocean is a sink for atmospheric carbon (Ciais et al., 2013), and that the air-sea carbon flux shows substantial variations with time (Landschützer et al., 2016). However, the combination of large uncertainties and year-to-year variability of the net ocean carbon flux, make the detection of trends challenging (Wanninkhof et al., 2013; McKinley et al., 2016). This means that the future of the ocean carbon sink is critically uncertain for the purposes of the prediction of future climate change (McKinley et al., 2017). This thesis explores the causes of carbon flux variability and carbon inventory variability over different timescales to pinpoint which processes appear to be important. A broad range of processes affects the variance in the ocean carbon sink (for example, as in Figure 1.3), and important efforts are being made to measure all of them with ever-reducing uncertainty. This thesis takes a different approach, and instead asks whether all processes are important for all timescales of variability. If some processes are minor or negligible contributors to variability, then the uncertainties associated with predicting those processes become unimportant. Specifically, this thesis investigates which components of gas exchange and the ocean carbon cycle set variability at the North Atlantic and
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global scale.

This first chapter to this point has provided a brief introduction to the role of carbon in climate, the global carbon cycle and finally the role of the ocean within that cycle. The next sections provides a brief description of ocean modelling in general, the considerations behind the selection of an ocean model, and a description of the model chosen. This introductory chapter is followed by three research chapters, each of which addresses related but distinct scientific questions. Therefore, each research chapter is motivated by different scientific literature, makes use of its own set of methods and produced separate results. As a consequence, the three research chapters are written as three distinct scientific reports, each inspired by the previous.

The second chapter investigates air-sea CO$_2$ gas transfer in the North Atlantic, identifying the relative importance of the interfacial concentration gradient and the gas transfer velocity in governing interannual gas flux variability. The work presented in the second chapter was published as a peer-reviewed manuscript (Couldrey et al., 2016), and is reproduced here with exactly that content (although there are a handful minor changes to wording and corrections of typographical errors). The third chapter follows from the finding of the second that variability in oceanic carbon concentrations (rather than gas transfer velocities) strongly control multiannual carbon flux variability. Chapter three explores the roles of solubility, the soft tissue pump, the carbonate pump, carbon disequilibria and anthropogenic carbon in controlling North Atlantic carbon concentrations. With a detailed analysis of the North Atlantic carbon inventory variability established, the fourth chapter proceeds to identify which processes control inorganic carbon variability in the global ocean as a whole. The final chapter ties together the three research chapters together and highlights the scientific questions that have remained or emerged.

1.6 Choice of Modelling Approach

The global ocean carbon cycle is challenging to study, requiring observations of its physical, chemical and biological states on a wide range of time and spatial scales. Carbon observations are the most numerous at the sea surface, and data
compilations such as Surface Ocean CO$_2$ Atlas (SOCAT) (Bakker et al., 2016) and the LDEO surface carbon database (Takahashi et al., 2014) aim to compile the ever expanding collection of measurements of surface $p$CO$_2$ in a common, quality-controlled format. These data collation projects add enormous value to already extant data, and make it possible to study the ocean carbon cycle on a much larger scale than ever before. Direct oceanic $p$CO$_2$ measurement is presently not feasible on platforms with global coverage such as Argo floats or satellites, and consequently data are patchy. As a result, these sparse observations are typically interpolated and extrapolated by mapping them onto better-sampled variables before they can be used for large scale analysis of changes in the ocean carbon sink (Rödenbeck et al., 2014; Landschützer et al., 2016).

Ocean carbon observation coverage in the subsurface is more limited than at the surface. Similar to the SOCAT dataset, the Global Ocean Data Analysis Project (GLODAP) is a 3D (longitude, latitude and depth) compilation of biogeochemical and physical parameters (Key et al., 2015; Olsen et al., 2016). While highly accurate and precise surface $p$CO$_2$ measurements can be made autonomously on underway commercial ships, the types of data curated in GLODAP are more labour-intensive to produce, and so are only collected during infrequent, targeted scientific research expeditions. Our understanding of changes in ocean carbon content at scales larger than fixed point observatories is therefore limited to a handful of locations where repeated occupations of hydrographic sections have been undertaken (e.g. Humphreys et al., 2016). As with SOCAT, GLODAP greatly facilitates the use of biogeochemical observations at space and time scales never before possible. However, basin-wide quantification of year-on-year biogeochemical changes is presently beyond the scope of datasets like GLODAP alone.

The global ocean carbon reservoir is spatially and temporally undersampled for the purposes of understanding interannual to multidecadal variability, and so different approaches must be used to study beyond the coverage of the data. Numerical models can provide unique insight into an incompletely observed system by drawing upon a theoretical understanding of that system’s functioning. Models necessarily are simplified representations of reality. When building or using models, researchers must consider carefully the level of simplification appropriate for
the questions being pursued. Fundamental design choices tend to give rise to loose
classes of models, and it is useful to appraise oneself of these when deciding exactly
which example to use. A few examples of the major types of models encountered
in the context of ocean carbon cycling are discussed.

1. Box Models. A computationally lightweight and highly conceptual class of
model, that typically considers the Earth system component of interest in
terms of small numbers of homogenous reservoirs (boxes) with simple ex-
changes between them. These are useful to study the Earth at a very broad
scale or with reduced dimensionality, allowing for fluxes between reservoirs
or bulk inventories within reservoirs to be calculated. A classic example of
such a model is that of Oeschger et al. (1975), which consists of four boxes
representing the atmosphere, terrestrial biosphere, the upper ocean and deep
ocean. Although it is now possible to solve much more computationally
complex models, the box model is still a relevant and useful tool; Halloran
et al. (2015) recently used box modelling to help distil the output of a large
ensemble of coupled climate simulations into a more digestible, mechanistic
understanding of the system’s functioning.

2. Idealised Models. Two or three dimensional models that conceptually rep-
resent the real world, but strip away much of the system’s complexity. This
allows for the selected dynamics of interest to be modelled in a great de-
gree of detail (for example at high resolution) and in a degree of isolation
from confounding dynamics, without attempting to completely describe the
entire system. For example, Munday et al. (2014) describe a model that
considers the global ocean as a longitudinally narrow sector, with a simple
biogeochemical model and with a wind-driven southern overturning, to de-
scribe how Southern Ocean ventilation impacts global storage of carbon in
the ocean and atmosphere. The simplicity of the domain and biogeochem-
istry allows relatively high spatial resolution, such that the role of mesoscale
eddies can be studied. In addition, idealised models can be useful to generate
ensembles of simulations, or to model very long time periods.

3. Three-Dimensional Global Ocean Models. These endeavour to represent a
wide range of processes in a moderate level of complexity. Ocean biogeo-
chemical models (which themselves range in complexity) may be coupled to
3D ocean models, adding computational expense. Such models can be forced
with observation-based products and used to probe recent ocean change. In
addition, ocean-only models can be forced with output from atmospheric
models, allowing for simulation of the future (Yool et al., 2013b). Ocean-only
models are easy for users to run, and computationally less expensive than
coupled ocean-atmosphere models.

4. Regional Models. These models seek to represent smaller geographical areas
in a high level of detail or at reduced computational expense. They are
useful in applications where local geographical details are important, such
as coastal wave and tide modelling. Regional models must be forced with
boundary conditions at the edges of their domains (e.g. Arruda et al., 2015),
or they may be nested into global simulations that use lower resolutions
(e.g. Böning et al., 2016). Regional models become particularly useful when
the theoretical challenges of assigning boundary conditions are outweighed
by the benefits of higher resolution or increased complexity, for example in
operational forecasting where computational cost is critical.

5. Earth System Models. This class of model couples together physical models of
the atmosphere, ocean, terrestrial biosphere, cryosphere, as well as chemical
models of the atmosphere and oceans, and is used to study the interaction
between these systems. They are the main tool for climate projection be-
cause the feedbacks between system components are critical. They are very
computationally expensive, and therefore each component will typically be
represented at coarse resolution and with heavily simplified dynamics in com-
parison with what is possible with each individual model, yet they provide
more holistic insight into the Earth system. Earth System Models are most
useful in the study of feedbacks between systems like the ocean, atmosphere
and terrestrial biosphere (Collins et al., 2011; Taylor et al., 2012).

Each of these approaches provides a different perspective on the ocean carbon
cycle, and so careful consideration must be taken to choose the correct tool for
a given research question. This thesis primarily investigates global ocean carbon cycle variability on interannual to multidecadal timescales, with a focus on the role of the North Atlantic ocean. Of particular interest is the response of the global ocean to climate change driven by anthropogenic emissions of greenhouse gases. Therefore, a model must be chosen that is capable of simulating the global ocean as a whole, over a centennial timescale covering the industrial era to the year 2100CE (a commonly used terminal date in climate forecasting e.g. by the IPCC).

Three dimensional ocean models do not necessarily include more detailed dynamics than many Earth System Models, and instead benefit from higher resolution than would be possible for the same computational expense. Deconvolving the drivers of change in complex, coupled systems is challenging, but a standalone ocean model allows for more direct diagnosis of those drivers. An ocean model forced only with observation-derived products results in more a realistic physical ocean state, making analysis more directly applicable to the real world, but reveals little about potential future changes. An ocean model forced with atmospheric output from a different atmosphere-ocean simulation has the benefit of vastly reduced computation versus a fully coupled simulation, but lacks the ability to study atmosphere-ocean feedbacks. Furthermore, uncoupled ocean models cannot be spun up with a fully consistent atmosphere.

The main advantages of an uncoupled ocean simulation lie in its practicality, and so this setup allows for more rapid investigation of the drivers of ocean carbon cycle changes. Findings derived using this setup are therefore unlikely to be holistic or complete. However, this type of setup will be of the greatest value when used to guide the interpretation of much more complicated simulations such as Earth System Models, or more ‘standard’ ocean simulations forced by observation-derived products.

1.7 An Overview of NEMO-MEDUSA

The General Circulation Model (GCM) chosen is version 3.2 of the Nucleus for European Modelling of the Ocean (NEMO) (Madec, 2008). The name NEMO describes a framework of interconnected sub-models that together represent the
ocean. The ocean dynamics and thermodynamics are managed by software called OPA (Océan PAralléléisé) (Madec et al., 1998). The sea ice submodel is version 2 of the Louvain-la-Nueve Ice Model, LIM2 (Timmermann et al., 2005), although other submodels may be used. TOP (Tracer in the Ocean Paradigm) is the system that manages the handling of tracers, particularly for biogeochemical submodels. These components alone may be used to study physical research questions, or they may be coupled to a biogeochemical model such as Model of Ecosystem Dynamics, Utilisation, Sequestration and Acidification (MEDUSA) (Yool et al., 2011, 2013a).

NEMO is a highly versatile model, readily deployable to a range of applications in various configurations. NEMO is very widely used in the global scientific community, with a large community of registered users contributing to more than 180 projects and about 300 publications worldwide (NEMO, 2017). An exhaustive description of NEMO configurations is not attempted here as it would be enormous, with new developments continually expanding such a list. The standard global domain ORCA-family of grids encompasses horizontal resolutions from 4° to 1/4° grid cell sizes, with various vertical grids (Madec, 2008). Higher resolutions and alternative (e.g. regional and idealised) domains also exist, but are not discussed here. These very high resolution simulations are typically only feasible when run without computationally expensive biogeochemical models.

The configurations described in this thesis were run using a horizontal resolution of 1°, using the ORCA1 grid based on the grid described by Madec and Imbard (1996). This grid is not sufficient to resolve the mesoscale, and employs the common Gent and McWilliams (1990) eddy parameterisation scheme. Horizontal resolution is finer at low latitudes; about 1/3° of latitude at the equator to better represent equatorial upwelling. The grid has 292 × 362 horizontal points. The choice of resolution is a tradeoff between computer run time and grid cell size. In some respects, higher resolution produces more realistic fields (Yool et al., 2015), but at much higher computational expense. The 1° resolution (rather than the 1/4°) offers, for the purposes of this study, a suitable compromise between practicality and model performance.

NEMO users may also choose from a range of vertical resolutions. The model
may be run using z-level (depth) bathymetry whose slopes resemble the steps of staircases or s-level (terrain-following) density coordinates of variable vertical thickness. In addition, the ocean surface may be represented as a ‘fixed lid’ surface, or a nonlinear free surface that can change in volume. In this study, the 64 z-level configuration with a fixed lid was used, which has thinner layers at the surface (the thinnest being ∼6m) that increase with depth (to ∼500m thickness). The choice of vertical coordinate affects the representation of features such as downslope cascades of dense waters and vertical mixing.

Figure 1.4: Schematic view of the major variables and their exchanges in MEDUSA-2, reproduced from (Yool et al., 2013a). Boxes with solid lines show explicitly modelled state variables, while dashed borders show implicitly modelled properties. Overlapping boxes indicate components comprised of multiple currencies (which may be explicitly or implicitly modelled). Smaller boxes at the bottom show 2D (lacking depth) benthic reservoirs of chemicals. This diagram does not show the model treatment of oxygen for visual clarity. Diagonal arrows on the bottom left and right corners indicate that the dissolution of benthic CaCO$_3$ releases both DIC and alkalinity.

The biogeochemical module used in this study is MEDUSA-2, the second version of an intermediate complexity representation of ocean biology and nutrient chemical cycling (Yool et al., 2013a). MEDUSA-2 was designed for the study of the effects
of anthropogenic climate change on ocean biology and associated biogeochemistry. It includes three-dimensional state variables (solid line boxes in Figure 1.4) for phytoplankton and zooplankton, sinking detritus, and chemical tracers: nutrients, oxygen (not shown in schematic), and carbon. MEDUSA-2 considers two functional types of primary producers: diatom and non-diatom phytoplankton. The oceanic nutrients for these primary producers are modelled as 3D tracers of generic dissolved inorganic nitrogen (DIN, an aggregation of all nitrogenous species like nitrate, ammonia, etc.), silicic acid, and iron (second from bottom row, Figure 1.4). Heterotrophic zooplankton feed on these phytoplankton are represented according to two size categories, micro- and mesozooplankton. MEDUSA-2 can be viewed as a conjunction of two linked but size-distinct Nutrient-Phytoplankton-Zooplankton-Detritus (NPZD) models. Both phytoplankton and zooplankton produce explicitly modelled slow-sinking detritus, or non-living particulate organic matter (top left, Figure 1.4). There are tracers for slow-sinking detrital carbon and nitrogen to account for the roles of slowly sinking organic matter in cycling these chemicals. The model also implicitly includes fast sinking detritus (top right, Figure 1.4), whose remineralisation is parameterised exponentially as a function of depth using a Martin et al. (1987)-type curve. The final 3D tracers included are DIC, oxygen and alkalinity. These state variables allow for details about the carbon cycle such as pH, air-sea CO$_2$ flux and carbon content to be modelled. There are also two dimensional fields of organic nitrogen and carbon, inorganic silicon and inorganic calcium carbonate to represent pools of biogenic material in the seafloor (bottom boxes, Figure 1.4).

The carbon cycle in NEMO-MEDUSA can be described as a system of carbon exchanges between biotic and abiotic reservoirs in response to physical, chemical, and biological processes. The previous paragraph describes how MEDUSA-2’s ecosystem structure allows for carbon (and other chemical tracers) to be exchanged between seawater (as DIC), phytoplankton, zooplankton, and sinking detrital matter. Seawater DIC varies in response to air-sea gas exchange according to the flux equation, (1.1). The wind speeds at 10m above sea level from the atmospheric forcing set at every time step are used to calculate fields of gas transfer velocities using the Nightingale et al. (2000) gas transfer velocity and the Schmidt number.
of Wanninkhof (1992). Fields of DIC and alkalinity are used to calculate oceanic $pCO_2$ for the flux equation, since those two components of the carbonate system are modelled directly. The model does not use fugacity for gas exchange calculations, and instead uses partial pressure for simplicity. The only biogeochemical processes that vary alkalinity in MEDUSA-2 are calcium carbonate production, dissolution and benthic calcium carbonate dissolution, (Yool et al., 2013a), their equation 14. A complete representation of the alkalinity cycle (e.g. Wolf-Gladrow et al., 2007) would introduce substantial computational cost, for example requiring explicit modelling of calcifying classes of organisms, separate tracers of nitrogenous species (rather than a bulk DIN pool) etc. MEDUSA-2 does not include representations of dissolved organic species. The implementation of carbon system equations in MEDUSA-2 follows the standard Ocean Carbon Cycle Model Intercomparison Project (OCMIP, http://ocmip5.ipsl.jussieu.fr/OCMIP/) procedure, and is very similar to existing software implementations (Lewis et al., 1998). The constants used are summarised in Table 1.1.

In addition to explicitly modelled aspects of the carbon cycle, there are implicitly modelled tracers and processes. For example, a generic iron nutrient in seawater is included as a 3D tracer in the model (but there is no detailed treatment of iron speciation). However, iron in detritral organic matter (either fast or slow sinking) becomes rigidly coupled to nitrogen by assuming it exists at a fixed stoichiometric ratio to nitrogen. Abiotic calcium carbonate (CaCO$_3$) is not modelled directly, because to do so would require a more detailed plankton ecosystem, and because of uncertainties in ecological cycling; see Section 2.3.9 in (Yool et al., 2013a). Calcium carbonate formation is parameterised as a function of the production of sinking material, and proceeds only if the saturation state of calcite favours calcification. If the saturation state at a particular location favours dissolution, then dissolution occurs. MEDUSA-2 uses carbonate ion concentration (calculated from DIC) and calcium concentration (parameterised as a global mean seawater value scaled by salinity) to calculate the calcite saturation state. The model assumes all CaCO$_3$ is the more stable calcite polymorph, and has no treatment of aragonite for simplicity. This sinking CaCO$_3$ is the input to the explicitly modelled 2D field of benthic CaCO$_3$. 
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Table 1.1: CO₂ Equilibrium Coefficients in MEDUSA-2

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Reaction</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_0$</td>
<td>$[\text{CO}_2^+/p\text{CO}_2]$</td>
<td>(Weiss, 1974)</td>
</tr>
<tr>
<td>$K_1$</td>
<td>$[\text{H}] [\text{HCO}_3^-]/[\text{H}_2\text{CO}_3]$</td>
<td>(Millero, 1995) after (Mehrbach et al., 1973)</td>
</tr>
<tr>
<td>$K_2$</td>
<td>$[\text{H}] [\text{CO}_3^-]/[\text{HCO}_3^-]$</td>
<td>(Millero, 1995) after (Mehrbach et al., 1973)</td>
</tr>
<tr>
<td>$K_B$</td>
<td>$[\text{H}] [\text{BO}_2^-]/[\text{HBO}_2]$</td>
<td>(Millero, 1995) after (Dickson, 1990)</td>
</tr>
</tbody>
</table>

To study changes to the ocean carbon sink under climate change, a model must be able to simulate changes to the ‘carbon pumps’ described in Section 1.4. The solubility pump depends on the physico-chemical state of the oceans; how its temperature, salinity and alkalinity will affect the tendency for CO₂ to dissolve into seawater. To understand how future CO₂ solubility varies and evolves, biogeochemical models therefore need reasonably detailed representations of carbonate chemistry and alkalinity cycles. Furthermore, the two biological pumps (the soft tissue and carbonate pumps) depend on processes such as the supply of carbon and nutrients by ocean circulation, ecosystem structure, variable stoichiometry of sinking detritus, mixed layer physics and many others. Therefore, a biogeochemical model that is able to explicitly model plankton communities, nutrient cycles, carbon and alkalinity cycles, and sinking detrital matter is needed. MEDUSA-2, therefore, is a tool well suited to the study of the ocean carbon cycle in a changing climate.

1.8 Simulation Initialisation and Drifts

This section describes details about the running of the simulations that are not directly pertinent to the main results of the thesis, but give a more complete account of what was done. All of the initialisation methods described in this section (unless otherwise specified) were devised and performed by Andrew Yool, and so do not constitute the work performed by the student in pursuit of the doctoral thesis. This thesis focuses on two different sets of simulations; the experiments described in Chapter 2 comprise one set, distinct from the experiments reported in Chapters 3 and 4. The simulations described in Chapter 2 were performed entirely by Andrew Yool, and those described in Chapters 3 and 4 were carried out by the student with guidance from Andrew Yool and Kevin Oliver. The majority of the
initialisation and forcing of simulations is common to all simulations.

All fields of DIN, silicic acid and oxygen were initialised using January values from the World Ocean Atlas (Garcia et al., 2010a,b). The iron nutrient field was initialised using a field from a long duration simulation of a different model (Parekh et al., 2005; Dutkiewicz et al., 2005). DIC and alkalinity were initialised using a modified form of the GLODAPv1 climatology (Key et al., 2004). Large regions that have no data in GLODAPv1 (the Arctic, the Caribbean Sea, the Mediterranean Sea) were filled using multiple linear regression (MLR) of unknown properties (DIC, alkalinity) on better known fields of temperature (Locarnini et al., 2010), salinity (Antonov et al., 2010), DIN, phosphate, silicic acid (Garcia et al., 2010b) and oxygen (Garcia et al., 2010a) in immediately neighbouring regions. Further details of the MLR method are included in (Yool et al., 2013a). Other 3D model tracers for which no suitable global datasets exist (plankton and detritus) were initialised to very small values. The 2D benthic reservoirs of biogeochemicals were initially set to zero. Additional tracers for preformed alkalinity and DIN were used in Chapters 3 and 4. The initialisation procedures for these nutrients is described in the respective chapters, and comprise a significant part of the original research undertaken in pursuit of this doctoral thesis.

The choice of initialisation procedure will always affect the numerical outcome of ocean circulation simulations when the spin up duration is short relative to the overturning timescale. When there is a mismatch between the initial condition of a simulation and the equilibrium state that the model would adopt due to its own internal processes, the model state will ‘drift’ from the former to the latter. Time series of global mean DIC in a 240 year unperturbed control simulation illustrate this phenomenon clearly, but many other properties could also be used to the same end, Figure 1.5a. Ideally, several overturning cycles (tens of thousands of years) are necessary to eliminate the modelled ocean’s ‘memory’ of its initial conditions, but such durations are not always practical. In general, however, shallow water properties quickly evolve according to the model’s own behaviour (rather than maintain a mismatched initial state) because surface ocean processes operate on much shorter (up to instantaneous) timescales than the deep. In the case of surface DIC, there are larger drifts in the initial decades, then a much more gradual longer term trend
that diminishes over time, Figure 1.5b. Researchers can use this tendency to their advantage by choosing research questions carefully. For example, since most of the carbon cycle variability relevant to this thesis occurs in the upper hundreds of metres of the ocean, thousands of years of spin up are not necessary to eliminate most of the drift introduced by initial fields, Figure 1.5c. Furthermore, the use of control simulations allows for model drifts to be quantified and accounted in variability analyses. The process of subtracting model drifts from control simulations means that existence of drifts does not erroneously influence the interpretation of model results.

Different elements of the model system are forced (i.e. the model is run and calculations are performed) at different intervals to optimise computation time. The model in all experiments described in this thesis is forced mainly with output from
an Earth system model, HadGEM2-ES. The model is run using hourly timesteps for both dynamics and tracers. NEMO is forced at monthly intervals for precipitation, daily for radiation (shortwave and longwave) and six-hourly for turbulent variables (air temperature, humidity and wind velocity). In the surface gridcells, the biogeochemical model calculates gas fluxes contemporaneously with the turbulent variables, at six-hourly timesteps. Away from the sea surface, carbonate chemistry calculations are only performed monthly to improve model performance. The aeolian dust deposition of iron forcing set *(Mahowald et al., 2005)* has an annual cycle but does not vary from year to year.

1.9 Physical Model Performance

Figure 1.6: Comparison of climatological mean sea surface temperature, left, and salinity, right, from the World Ocean Atlas (WOA13, top) *(Locarnini et al., 2013; Zweng et al., 2013)* and the 1980-2015 average from NEMO simulations used in Chapter 2 (middle). The bottom row shows the model field minus the observations (Δ), where positive values indicate high model bias.

This section contains a brief discussion of the physical model performance. The aim here is to highlight general systematic performance issues common to NEMO when forced in ocean-only mode that are not specific to particular experiments. More detail about the simulations (validation, setup and forcing) are included in
their respective chapters. The model’s Sea Surface Temperature (SST) and Sea Surface Salinity (SSS) fields are compared against the World Ocean Atlas (WOA13v2) climatological fields of temperature (Locarnini et al., 2013) and salinity (Zweng et al., 2013), Figure 1.6a, b. The model output was regridded from its nonlinear tripolar grid (Madec and Imbard, 1996) to the linear one-by-one degree grid of the observations for the calculation of the difference (∆) between the two. To first order, the model’s large scale SST patterns resemble the observations’, showing strong low to high latitude contrast, as well as westward-positive temperature gradients at low and mid latitudes, Figure 1.6a,c. The difference between modelled and observed SST, Figure 1.6e, reveals high biases in the Southern Ocean, Arctic Ocean and the upwelling regions off the eastern South American and African continents. These features may be associated with the inability of the model grid to capture subgrid-scale features (such as mesoscale eddies) that are likely to be important here. Prominent low biases are found in the northern subpolar gyres, and are likely due to model’s failure to represent fine scale features such as boundary currents and realistic dense water formation pathways. In the North Atlantic, these low bias regions correspond to the main source regions of the model’s North Atlantic Deep Water. Shallow coastal waters show strong biases of both signs, reflecting the configuration’s lack of optimisation for smaller scale seas away from the open ocean.

The model’s SSS fields show first order agreement with the observations, including low latitude maxima in the subtropical gyres and poleward-negative salinity gradients, Figure 1.6b,d. The effect of the mislocated North Atlantic Current results in the low bias off eastern Canada, Figure 1.6f. The same problems in upwelling regions are evident as high biases in salinity, especially off the west coast of Africa. The Arctic shows high salinity biases along its coastal margins. In general, many of the most poorly represented regions in terms of SSS correspond to known problem areas for one degree simulations: western boundary currents, upwelling regions and active eddy fields.

The model’s Atlantic Meridional Overturning Circulation (AMOC) is too weak, varying between 6 and 12 Sv (1 Sv = 1 × 10⁶ m³s⁻¹) at 26°N in the configurations used in this thesis. The real world AMOC strength is estimated to be 17.5 Sv.
at 26°N, varying between 12.9 and 20.1 Sv between 2004 and 2011 (Smeed et al., 2014). The maximum overturning depth at 26°N in the model is slightly too shallow, typically occurring around 750m (Figure 1.7) rather than the 1000m depth indicated by observations (Smeed et al., 2014).

The sea ice module, LIM2 produces Northern hemisphere sea ice that agrees well with observations (Gloersen, 2006), Figure 1.8a,b. The prominent features of strongest coverage toward the Canadian archipelago and Greenland with more marginal cover around coastlines at lower latitudes are generally captured well. The seasonal ice zone generally corresponds to regions with incomplete coverage in the annual mean. Key differences are that ice cover is generally erroneously strong in the Northern hemisphere, resulting in slightly more expansive sea ice, especially off eastern Greenland and towards the Eurasian coast. Southern hemisphere sea ice coverage is biased low in the model, featuring an ice edge that is generally too close to the Antarctic coastline, Figure 1.8c,d.

In general, the regions showing the strongest temporal variability in sea ice cover correspond to locations where mean sea ice cover is partial. This manifests as variability in the extent of the ice edge, as well as the fraction of coverage poleward of the ice edge. These features are generally well captured in the northern hemisphere the model, with key sites of variability around Svalbard, and the ice edges, Figure 1.9a,b. The erroneously high sea ice coverage poleward of the Bering Strait and toward the Eurasian side of the Arctic mean that sea ice cover is relatively stable and therefore much less variable in the model than the real world. The magnitude of coverage variability in the Southern ocean is approximately correct, in spite of
Many of the main features identified here are common to global simulations with relatively coarse grid sizes. Although the ocean-only setup used here is quite different from the coupled Earth System Models used in the Fifth Coupled Model Intercomparison Project (CMIP5), it is interesting to note there are many shared weaknesses. These common issues likely stem from the fact that the atmospheric model used to force NEMO is HadGEM2-ES, one of the CMIP5 models. In particular, cold biases in the subpolar North Atlantic and warm biases in the Southern Ocean are linked to weaker Atlantic overturning (Wang *et al.*, 2014). Reduced pro-
Figure 1.9: Sea ice cover variability calculated as the standard deviation of annual mean cover over 1979-2016 from Nimbus-7 satellite data (Gloersen, 2006), left, and the NEMO-MEDUSA Anthropogenic simulation described in Chapter 2, right, for the Northern (a and b respectively) and southern (c and d respectively) hemispheres.

Production of dense North Atlantic Deep Water in models is associated with stronger production of Antarctic Bottom Water, allowing southern-sourced waters to penetrate more deeply into the global ocean. The enhanced convective mixing in the Southern Ocean (which results from coarse horizontal grids) results in surface warming because subsurface Southern Ocean waters are warmer than the surface. This is likely to be a key driver of the diminished southern sea ice in the model. Furthermore, the warm and cold biases in the tropical oceans are linked to problems in the representation of the monsoon (Wang et al., 2014). The main biases reported here are therefore common to these types of climate simulations, and do not arise as a result of any particular peculiarity of the setup. As a consequence, these
biases cannot be readily avoided by making simple changes to the configuration or using a different model.

Other work (Collins et al., 2011; Martin et al., 2011) has performed much more thorough and broad-reaching evaluations of the atmospheric forcing set than could be performed within this thesis, and these are summarised here. Note, however, that firsthand validation of the wind fields as they relate specifically to CO\textsubscript{2} flux variability is included in Section 2.3. Multianurnal mean fields of key tropospheric variables including geopotential height, zonal winds and temperature show good agreement with observations and reanalysis products, with reasonable performance in pressure at mean sea level and meridional winds (Martin et al., 2011). The main problem troposphere variables are total cloud amount, humidity and precipitation, especially in the tropics, which are difficult to resolve without more robust in situ observations (Martin et al., 2010). The Northern Hemisphere winter storm track activity shows that atmospheric variability in the subpolar North Atlantic is captured well by HadGEM2, Figure 4 in (Martin et al., 2011). The North Pacific storm track is reasonably well modelled in terms of strength and spatial pattern, although it extends too far east, Figure 4 in (Martin et al., 2011). Large scale climatic modes of variability such as El Niño-Southern Oscillation (ENSO) are notoriously difficult to model and remain a high priority of model development (Martin et al., 2011). HadGEM2 features a high bias in westerly wind stress in the western tropical Pacific (Martin et al., 2011). The frequency of large El Niño events, and the magnitude of variability is underestimated, which may stem from an unidentified problem in the process of ENSO phase change (Collins et al., 2008, 2011). Furthermore, ocean-atmosphere feedbacks will not be represented robustly in the ocean-only model used in this thesis, and so conclusions relating to the tropical Pacific must be drawn with appropriate care.
Chapter 2

On which timescales do gas
transfer velocities control North
Atlantic CO$_2$ flux variability?

2.1 Introduction

The work described in this chapter is available as a published manuscript in Global
Biogeochemical Cycles, see Couldrey et al. (2016). All of the technical and ana-
lytical elements of the work presented in this chapter are that of the author of
this thesis, except the model simulations which were performed by Andrew Yool.
All sections of text were written by the author of this thesis, with coauthors of
(Couldrey et al., 2016) providing guidance on the interpretation of results, and
comments on the text. The content of this chapter hereafter is almost entirely the
same as what is presented in (Couldrey et al., 2016), with some minor changes (cor-
rections of typographical errors and small changes of wording to add clarification).
Because the chapter is derived from a publication, there are minor differences in
language between this chapter and the rest of the thesis (such as a shift in the use
of pronouns and American-English spelling conventions).

Since the onset of the industrial era in the middle of the 18th Century, human
activities have altered oceanic and atmospheric chemistry, affecting the climate
system. Fossil fuel consumption, changes in land use and cement production rap-
idly release carbon as carbon dioxide (CO$_2$) gas from geological reservoirs into the
atmosphere, oceans and terrestrial biosphere. This adds large amounts of ‘anthro-
pogenic carbon’ to the biogeochemically and/or radiatively active ‘natural carbon’ pool. The effects of CO$_2$ on the Earth system are numerous and complex, but as a ‘greenhouse gas’ it is a prominent control on climate (Myhre et al., 2013). Of the 555 ± 85 petagrams of carbon emitted to the atmosphere between 1750 and 2011 by human activities, about half has remained in the atmosphere while 28% ± 5% has been taken up by the oceans, with the remainder taken up by the terrestrial biosphere (Ciais et al., 2013).

The flux equation, (2.1), describes the net exchange of CO$_2$ between the air and the ocean ($F$). Here, $\Delta p_{CO_2}$ is the disequilibrium between the partial pressures of CO$_2$ in the air and ocean ($p_{CO_2}^{air}$ - $p_{CO_2}^{ocean}$). Under this sign convention, an excess of CO$_2$ in the air gives positive $\Delta p_{CO_2}$ and $F$, driving exchange into seawater. If $p_{CO_2}^{ocean}$ is greater, outgassing occurs. $p_{CO_2}$ in seawater is primarily a function of temperature ($T$), and dissolved inorganic carbon (DIC), but salinity ($S$) and alkalinity also affect this. The gas transfer velocity, $k$, is a parameterization of how several aspects the physical environment enable CO$_2$ flux. Wind velocity is the main variable affecting $k$ (increasing winds increases $k$), but ice, surfactants, bubbles and other factors also play important roles (Wanninkhof et al., 2009). The Schmidt number (the ratio between kinematic viscosity and molecular diffusion) also affects $k$, varying with water temperature. $\alpha$ is Henry’s constant of CO$_2$ solubility in seawater (Weiss, 1974), quantifying how temperature, salinity and pressure affect solubility.

$$F = \Delta p_{CO_2} \times k \times \alpha$$ (2.1)

CO$_2$ flux is difficult to measure directly due to the need for high temporal resolution measurements of $p_{CO_2}$ and small scale turbulence (McGillis et al., 2001), and so a more common approach is to measure or estimate each quantity on the right hand side (RHS) of equation (2.1). $\alpha$ is the most straightforward to determine, varying primarily with temperature, but also with salinity. $\alpha$’s contribution to flux variability is generally well-constrained, and found to be minor on interannual timescales (e.g. Doney et al., 2009). $\Delta p_{CO_2}$ and $k$, however, present distinct challenges for ocean carbon research. The primary challenge with studying global
\[ \Delta p_{\text{CO}_2} \] variability is to place as many measurement systems in as many locations as possible, and to maintain those observations through time. The Surface Ocean CO\textsubscript{2} Atlas (SOCAT) is an example of a global effort to compile measurements of ocean surface CO\textsubscript{2} gathered by autonomous underway systems on commercial vessels and research cruises (Bakker et al., 2014).

The main difficulties in quantifying gas transfer velocity stem from its dependence on several elements of the physico-chemical environment. The main variable used to derive a gas transfer velocity is wind speed, but \( k \) is also dependent on the smoothness of the sea surface (i.e. the presence of breaking and non-breaking waves (Frew et al., 2007)), bubble entrainment, rain, buoyancy generated turbulence, surfactants and other factors (Wanninkhof et al., 2009). Given the large range of variables, and poor constraints of their effects on \( k \), field measurement of gas transfer velocity is difficult. In attempts to refine these uncertainties, several parameterizations have been proposed, derived using a number of techniques, but there is no consensus which is the most accurate (Bender et al., 2011). Instead, authors tend to attempt to quantify \( k \) uncertainty in two ways: the uncertainty inherent to a particular parameterization (resulting from the spread of datapoints about the polynomial fitted) and the variation in derived \( k \) from the use of different parameterizations. Published uncertainties relating to \( k \) are often not statistically sound, and represent ad-hoc best estimates of error (Wanninkhof, 2014). The result is that considerable CO\textsubscript{2} flux uncertainty originates from uncertainties in the gas transfer velocity.

While the whole global ocean represents a large net sink of CO\textsubscript{2} for the atmosphere, its uptake is not uniform spatially or temporally. The tropical oceans are net CO\textsubscript{2} outgassing regions, whereas at higher latitudes there is net uptake by seawater (Takahashi et al., 2009; Landschützer et al., 2014). The major upwelling regions are outgassing zones, and the strongest sites of ocean CO\textsubscript{2} uptake are areas of deep water formation. In the North Atlantic, the combination of deep water formation and high biological carbon fixation create ideal physical and biogeochemical conditions for strong ocean CO\textsubscript{2} uptake, distinguishing it from other basins (Sabine et al., 2004; Khatiwala et al., 2009). It is therefore an important focus region in the ocean carbon cycle.
The evolution of the North Atlantic carbon sink on decadal and longer timescales is unclear, yet its quantification is necessary for future climate change prediction (Halloran et al., 2015). Bates (2007) and Takahashi et al. (2009) call attention to this gap in knowledge, highlighting that a major limitation to our ability to understand this variability stems from limited spatiotemporal coverage of CO₂ observations. Although datasets with large spatial coverage exist (e.g. SOCAT (Bakker et al., 2014)), they lack the temporal duration required to study long timescales (Halloran et al., 2015). Equally, the long timeseries sites with sufficient data to quantify multiannual variability, such as the Bermuda Atlantic Time Series (BATS) and others reviewed recently by Bates et al. (2014) may not necessarily represent the systems at the basin scale (McKinley et al., 2004). Given these temporal and spatial data gaps, numerical modelling studies provide unique insight into an incompletely observed system.

It is necessary to understand where observational uncertainties limit our ability to confidently predict future climate change. Previous work investigating global ocean carbon flux interannual variability has found both $\Delta p_{CO₂}$ and $k$ to be important drivers (Doney et al., 2009; Long et al., 2013). Other work has found that North Atlantic multidecadal CO₂ flux variability is controlled chiefly by the contribution from $\Delta p_{CO₂}$ (McKinley et al., 2011). Therefore, on these multidecadal timescales, uncertainty in gas transfer velocity variability does not considerably limit estimates of flux variability, because the contribution from $k$ is minor. On some intermediate critical timescale between interannual and multidecadal, flux variability transitions from a regime that is $k$- and $\Delta p_{CO₂}$-controlled to purely $\Delta p_{CO₂}$-controlled. Presently, neither the magnitude of this critical timescale nor its spatial structure are known, yet both are needed to understand where uncertainties in $\Delta p_{CO₂}$ and $k$ add uncertainty in derived fluxes.

Here, we attribute CO₂ flux variability to contributions from all flux equation components on a range of timescales, to identify the timescales where $k$ becomes unimportant. We hypothesise that on interannual and shorter timescales, both $k$ and $\Delta p_{CO₂}$ will both be important in controlling flux variability, but that for longer term variability, $\Delta p_{CO₂}$ will be the dominant contributor. We examine 150 years of ocean biogeochemical model output, forced with two scenarios: 1)
sharply rising, following historical measurements and Representative Concentration Pathway 8.5 (RCP8.5) (Riahi et al., 2011) and 2) fixed preindustrial atmospheric CO$_2$ concentrations. First, we determine that our setup is appropriate to test our hypothesis, comparing observed and modelled variability. Next, we compare our model’s representation of interannual flux variability with those of previous studies, before expanding our methodology to examine more specific timescales of variability. We then identify which long timescales of flux variability, if any, are driven entirely by the $\Delta p$CO$_2$ contribution, with negligible influence from $k$. Finally, we examine how successfully one can estimate flux variability with only a very limited knowledge of the contribution of $k$.

2.2 Methods

2.2.1 Model Setup

We investigate the controls of ocean carbon flux variability on different time scales using a numerical ocean general circulation model (GCM); version 3.2 of the Nucleus for European Modelling of the Ocean (NEMO) physical ocean model (Madec, 2008). This model includes sea-ice; version 2 of the Louvain-la-Nueve Ice Model (LIM2, (Timmermann et al., 2005)). NEMO was run with a 1° horizontal resolution using the ORCA-1 grid (Madec and Imbard, 1996). This grid is not sufficient to resolve the mesoscale, but has a finer scale of about 1/3° of latitude at the equator to better represent equatorial upwelling. The grid has 292 $\times$ 362 horizontal points and 64 vertical levels (with smaller spacing at the surface, increasing with depth).

NEMO is coupled with an intermediate-complexity ecosystem model, Model of Ecosystem Dynamics, Utilisation, Sequestration and Acidification (MEDUSA) 2.0 (Yool et al., 2013a). MEDUSA 2.0 separately simulates “large” organisms (mesozooplankton and microphytoplankton like diatoms) and “small” ecosystem members (to represent the microbial loop). MEDUSA 2.0 resolves nitrogen, silicon, iron, carbon, alkalinity and oxygen cycles. The model includes representations of sinking of detrital matter and benthic interactions. The Nightingale et al. (2000) gas transfer velocity parameterization is used, with the Schmidt number of Wannink-
hoof (1992). This parameterization is commonly used as it is considered to be one of the more robust; the function shows a high proportion (82%) of the variance of dual-tracer release data explained by wind speed (Ho et al., 2011).

Output from the HadGEM2-ES Earth system model is used as the atmospheric forcing set (Yool et al., 2013b). HadGEM2-ES includes physical models of the ocean and atmosphere, the terrestrial and ocean carbon cycles, tropospheric chemistry and aerosols (Collins et al., 2011). The surface fluxes of heat, momentum and freshwater, and atmospheric chemistry from HadGEM2-ES were used to force NEMO at 6-hourly intervals. The atmospheric forcing set for the ‘anthropogenic’ run prescribes concentrations of atmospheric CO₂ (and other greenhouse gases: methane, nitrous oxide and halocarbons) following RCP8.5 (Jones et al., 2011). Since this model setup lacks a component to simulate changing greenhouse gas emissions, the system is instead forced with greenhouse gas concentrations from a commonly used projection characterized by large population growth and minimal reductions of emissions. RCP8.5 is a high greenhouse gas concentration scenario, with atmospheric pCO₂ exceeding 900ppm by the year 2100 (Riahi et al., 2011) (Figure 2.1a, green curve). This prescribed anthropogenic source of greenhouse gases into the atmosphere increases planetary radiative forcing by 8.5 Wm² by the year 2100 and causes a net rise in global temperatures, including SST (Figure 2.1b). The integration was run for 240 years.

![Figure 2.1](image-url)  
Figure 2.1: Annual mean atmospheric pCO₂ (a) and Sea Surface Temperature (SST, b) for the anthropogenic (green) and control (red) runs, for 1950-2099 (model year 1 is 1860)

A control run was also generated using a very similar setup to the experimental run, except with a different atmospheric pCO₂ scenario. In this run, atmospheric
$p$CO$_2$ is held at a preindustrial value of 286 ppmv (Figure 2.1a, red curve). Only 30 years of this forcing set (i.e. output from HadGEM2-ES run with fixed preindustrial atmospheric CO$_2$) were available to force NEMO-MEDUSA. Therefore, to obtain a comparable 240 year control run, NEMO-MEDUSA was forced with eight repetitions of the forcing set. The control provides insight into the system’s internal variability, without forced changes in the radiation budget (observable in global mean SST: Figure 2.1, right panel) and global biogeochemistry. Internal variability in the control run on timescales longer than 30 years is evident as small drifts (e.g. in SST as subtle deviations from the repeating 30 year cycles, Figure 2.1, red curve), but given the forcing setup of this run, it is not included in our analysis.

### 2.2.2 Decomposition of CO$_2$ Flux Variability

To explore the drivers behind CO$_2$ flux variability, we use a Reynolds decomposition to separate the time-varying ($y'$) and time-mean ($\bar{y}$) components of monthly averaged model output, as in equation (2.2). The time-varying component is therefore the monthly anomaly from a time mean, representing non-seasonal variability.

$$ y = y' + \bar{y} \quad (2.2) $$

The flux of CO$_2$ is the product of three variables, equation (2.1). Therefore, a Reynolds decomposition for three forcing components is needed. The generalised decomposition for three components and its expansion is shown in equations (2.3-2.5), where $a$, $b$ and $c$ are the forcing components, corresponding to the three RHS variables in equation (2.1).

$$ y = abc \quad (2.3) $$

$$ y' + \bar{y} = (a' + \bar{a})(b' + \bar{b})(c' + \bar{c}) \quad (2.4) $$

$$ = \bar{a}bc + a'b\bar{c} + \bar{a}b'\bar{c} + \bar{a}b'c + a'b\bar{c} + a'b'\bar{c} + a'b'c + a'b'c' \quad (2.5) $$
The time-mean component, \( \bar{y} \), is time mean of each of the RHS terms in equation (2.5), as in equation (2.6). Terms in equation (2.6) containing the time means of two forcing components (\( a'b'c \), \( \bar{ab}\bar{c} \) and \( \bar{a}bc' \)) always have values of zero, giving equation (2.7).

\[
\bar{y} = \bar{abc} + a'b'c + \bar{ab}c' + \bar{ab}c' + a'b'c + a'b'c + a'b'c + a'b'c
\]

(2.6)

\[
\bar{y} = abc + ab'c + a'bc + a'bc + a'bc + a'bc + a'bc + a'bc
\]

(2.7)

We subtract \( \bar{y} \) from both sides of equation (2.5) to solve for the time-varying component of \( y \), equations (2.8-2.9). This gives an expression for \( y' \) in terms of the contributions from separate components, equation (2.10). Note that \( \bar{abc} = \bar{abc} \), so the difference between the two terms cancels to zero in equation (2.10).

\[
y' = y - \bar{y}
\]

(2.8)

\[
= (\bar{abc} + a'b'c + \bar{ab}c' + a'bc' + a'bc' + a'bc' + a'bc' + a'bc')
\]

\[
- (\bar{abc} + ab'c' + a'bc' + a'bc' + a'bc' + a'bc' + a'bc' + a'bc')
\]

(2.9)

\[
= a'b'c + \bar{ab}c' + a'bc' + (a'b'c' - a'b'c') + (a'b'c' - a'b'c')
\]

\[
+ (a'bc' - a'bc') + (a'bc' - a'bc')
\]

(2.10)

We arrive at an equation for flux anomalies by expressing anomalies in the flux equation (2.1) using the expansion in equation (2.10):

\[
F' = \Delta pCO_2 k\alpha + \Delta pCO_2 k'\alpha + \Delta pCO_2 k'\alpha + (\Delta pCO_2 k'\alpha - \Delta pCO_2 k'\alpha)
\]

+ (\( \Delta pCO_2 k'\alpha \)) + (\( \Delta pCO_2 k'\alpha \)) + (\( \Delta pCO_2 k'\alpha \))

(2.11)

The physical interpretation of these terms is the anomaly in CO\(_2\) flux from a long term monthly mean produced by variability in \( \Delta pCO_2 \) (term 1), in \( k \) (term 2)
and in α (term 3) and through non-linear interactions between components (terms 4 to 7). Rather than consider each of the cross terms (terms 4 to 7) in equation (2.11) separately, we consider their sum as one term. This is because the role of the cross terms (even when added together) in controlling $F'$ is minor, demonstrated in section 2.4.1. When summed, the decomposed contributions reliably reconstruct monthly mean fluxes, suggesting that the decomposition is not compromised by covariances between components of the flux equation and synoptic scale variability.

To investigate how much each term in equation (2.11) contributes to variability in $F'$, we regress the values of terms 1, 2 and 3 at each gridpoint for each month against the monthly flux anomaly at that gridpoint. This method is detailed further by Doney et al. (2007) and Doney et al. (2009). For example, to solve for the change in $y'$ due to the first forcing component $a'b'c'$, we regress the former against the latter:

$$\frac{\partial y'}{\partial a'b'c'} = \beta_a$$

(2.12)

This yields a slope, $\beta$, which quantifies how strongly a given RHS term in equation (2.11) contributes to anomalies in the CO$_2$ flux. In equation (2.12), the subscripted $a$ denotes that in this example, $\beta_a$ signifies the change in $y'$ with respect to variability in the forcing component, $a$. $\beta$ close to one indicates that a term contributes strongly to the value of $F'$, whereas a slope of 0 shows that $F'$ is insensitive to that term. Values of $\beta$ may be less than 0 if a term is anticorrelated with $F'$. In such cases, one or more terms will have slopes greater than 1 to compensate for a different $\beta$ being smaller than 0. In general, $\Sigma \beta = 1$ (i.e. the linearity assumption of the regression) does not hold due to cross-correlations, but we find that the sum of all slopes is predominantly in the range $0.8 < \Sigma \beta < 1$. This suggests that the assumption of linearity in the response of $y'$ to its predictors is effectively met.

2.3 Validation

Previous work has compared output from MEDUSA 2.0 to biogeochemical observations on global and regional scales in more detail (Yool et al., 2013a), which we briefly summarise before elaborating our own validation. In general, the model
captures much of the spatial and seasonal patterns of primary productivity, but shows a low bias in the subtropics, a high bias in high nutrient/low chlorophyll regions and underestimates the strength of the North Atlantic spring bloom. MEDUSA 2.0 tends to show ‘higher highs’ of surface DIC than the GLODAP (Key et al., 2004) fields (Yool et al., 2013a), their Figure 16), but the broader spatial patterns are well reproduced. Similarly, air-sea $\Delta p CO_2$ seasonal highs and lows are somewhat exaggerated, particularly the North Atlantic winter (Yool et al., 2013a), their Figures 21 and 22). While these findings are useful to bear in mind, our study focuses on carbon flux variability on interannual and longer timescales that has not been thoroughly validated.

Figure 2.2: a) LDEO climatological flux of CO$_2$ into the ocean for the reference year 2000, positive values indicating ocean uptake of gas, (Takahashi et al., 2009), b) Modelled mean CO$_2$ flux over 1995-2005 for the anthropogenic run, c) LDEO versus modelled North Atlantic climatological CO$_2$ flux (mol C m$^{-2}$ yr$^{-1}$)

We first assess the ability of our setup to reproduce the major spatial features of the climatological CO$_2$ flux by comparing observational time-mean fluxes (the Lamont-Doherty Earth Observatory, or LDEO flux climatology (Takahashi et al., 2009)) with model output (Figure 2.2). The most prominent large-scale features
are well represented in our model: low latitude efflux and high latitude influx. Some of the largest discrepancies between the model and observations occur in the South Pacific, where measurements are sparse. For the purposes of our study, these differences are unimportant, since we focus on the North Atlantic. After interpolating the model North Atlantic CO$_2$ flux climatology onto the coarser grid of the Takahashi observational climatology, the two can be compared quantitatively. The North Atlantic climatological CO$_2$ flux is one of the best represented basins in our setup; here, the model somewhat underestimates high values of flux, but otherwise the two are well correlated (with a correlation coefficient r value of 0.80, $p < 0.01$) (Figure 2.2c).

Next, we attempt to validate the model’s temporal variability. Direct CO$_2$ flux observations representing large spatial and temporal scales do not exist, so instead we validate our model’s $f$CO$_2$ fields (CO$_2$ fugacity is almost equivalent to $p$CO$_2$, but is scaled for the non-ideal nature of real world gases). The model uses only $p$CO$_2$ in its calculations for simplicity, but for this comparison only fields of model $f$CO$_2$ are calculated from $p$CO$_2$ using standard tools (van Heuven et al., 2011a). We compare our model output against 1) the SOCAT database of surface $f$CO$_2$ observations (which maximises spatial coverage at the expense of temporal length) (Bakker et al., 2014) and 2) data collected at the BATS site (to compare variability on the longest timescale possible, although only for a limited area). We compare fields of $f$CO$_2$ rather than $\Delta p$CO$_2$ because in our setup, the atmospheric $p$CO$_2$ only varies with the increase prescribed under RCP8.5, and so all of the modelled $\Delta p$CO$_2$ variability arises from the oceanic side. Spatial and temporal (other than the trend) variability in atmospheric $p$CO$_2$ are omitted in our setup, but are small (order 1-10 ppm) in comparison to the oceanic $p$CO$_2$ variability of interest (order 10-100 ppm) (Wanninkhof et al., 2013).

We compare our model output with 1×1° monthly mean gridded $f$CO$_2$ fields from the SOCAT database (version 2) (Bakker et al., 2014). For this comparison, we first regrid our model output onto the SOCAT grid. Although the dataset includes values from the 1970s, the most consistent temporal coverage in the North Atlantic is between 2002 and 2011. We choose three locations in zonally distinct regions on the basis that they had the most complete set of observations for this
Figure 2.3: Comparison of data from the SOCAT database and output from the anthropogenic run. 
a) Coverage of SOCAT monthly mean $f_{\text{CO}_2}$ values 2002-2011, orange squares: locations of comparison regions, orange cross: location of BATS site. 
b), d) and f), Monthly mean $f_{\text{CO}_2}$ climatologies for the three comparison regions (high-latitude, mid-latitude and subtropical, respectively) for 2002-2011: for SOCAT (blue) and NEMO-MEDUSA (orange). c), e) and g), frequency spectra of monthly $f_{\text{CO}_2}$ anomalies, smoothed with a 5 point running mean period. We select data from $5\times5^\circ$ degree areas across the North Atlantic (subtropical: northeast of the Caribbean, mid-latitude: west of the Bay of Biscay, and high-latitude: south of Greenland/Iceland) to compare against our model output (Figure 2.3a, orange boxes). The comparison is insensitive to the exact location of the boxes (shifting their positions by a few degrees gives similar results), and the time period of model output used. It was not possible to apply this comparison to the equatorial Atlantic, as there were insufficient monthly mean $f_{\text{CO}_2}$ values (Figure 2.3a). We calculate a monthly climatology of time mean $f_{\text{CO}_2}$ fields (Figure 2.3b, d and f), and monthly anomalies from this climatology for the 2002-2011 period. We then calculate frequency spectra of the $f_{\text{CO}_2}$ anomalies for each box (Figure 2.3c, e and g). Data gaps were filled with that month’s mean value, plus the contribution of the linear trend. Where gaps existed in the SOCAT data, the model output was accordingly subsampled and the resulting gaps were filled in the
same way as for the observations.

Clear differences exist between the modelled and observed seasonal cycles of $f\text{CO}_2$ (Figure 2.3b, d and f). These differences are unimportant for our study, which does not focus on seasonal variability. The comparison between the frequency spectra of the model output and the observations is similar across all boxes: high frequency (short timescale) variability is similar or slightly higher in observations, and low frequencies (long timescales) show slightly more energy in the model. The discrepancies at high frequencies are unsurprising, as the observations will reflect features that are unresolved by the model, such as mesoscale eddies. Although the $f\text{CO}_2$ variability at low frequencies is larger in the model, the agreement with observations is within a factor of 2.

Figure 2.4: Comparison of (from top to bottom) Temperature, Salinity, Alkalinity and $f\text{CO}_2$ from BATS, Bermuda (blue) with corresponding NEMO-MEDUSA anthropogenic run output (orange). a), c), e) and g), Climatological monthly means for 1991-2011. b), d), f) and h), 5 point smoothed frequency spectra of monthly anomalies for 1991-2011.

The carbon system data collected at BATS, Bermuda ($64^\circ$ W, $31.5^\circ$ N), are among the longest and most consistent, covering the years 1991 to 2011. The seasonal cycle amplitudes of all four parameters are well resolved in the model,
with systematic offsets in salinity and alkalinity (Figure 2.4c, e). Non-seasonal variability is well represented (Figure 2.4b, d, f and h). As with the SOCAT-NEMO comparison, there is substantial high frequency variability in the observations not present in the model output, since the former represents snapshots of real world features, while the latter represents monthly-mean output from a $1\times1^\circ$ model grid cell. Overall, the model tends to underestimate sub-annual variability, but captures the amplitudes on longer timescales that are relevant for this study.

Figure 2.5: Comparison of wind variability from the CCMP wind product (Atlas et al., 2011) and the anthropogenic run. a) Division of zones. b), d), f) and h), Monthly mean wind speed climatologies for the four zonal areas (Polar, Subpolar, Subtropical and Equatorial, respectively) for 1988-2011: for CCMP (blue) and NEMO-MEDUSA (orange). c), e), g) and i), frequency spectra of monthly wind speed anomalies, smoothed with a 5 point running mean.

The gas transfer velocity is primarily a function of wind speed, so it is important that our setup reproduces realistic wind fields and variability. Other work has explored the performance of the HadGEM2 models more generally (Martin et al., 2011; Collins et al., 2011). We compare the wind fields used to force NEMO-MEDUSA with monthly mean Cross-Calibrated Multiplatform (CCMP) sea surface (10m) winds (Atlas et al., 2011), which cover the period 1988-2011. CCMP zonal wind speed variability is similar to other products’ (Wanninkhof et al., 2013), and so our comparison would likely produce similar results if other wind datasets were chosen. We regrid the data from its $0.25\times0.25^\circ$ grid onto a $1\times1^\circ$ grid for comparison with our model output. We construct a monthly climatology and fields
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of anomalies of wind speeds. Similarly to the other aspects of the validation, we construct frequency spectra of the model and observation anomaly fields (Figure 2.5). In general, agreement between the model and observations is good for variability with frequencies higher than 0.25 year⁻¹, and somewhat poorer for lower frequencies (longer timescales). In the subpolar and polar North Atlantic, the model underestimates low frequency wind variability.

2.4 Results

2.4.1 The roles of flux components in interannual variability

In this section, we investigate the drivers behind interannual CO₂ flux variability, quantifying the contributions of its components, ΔpCO₂, k and α. This approach builds on the methodology of Doney et al. (2009), attributing interannual flux variability to each component. First, we establish that our model setup is able to represent CO₂ flux variability comparable to previous estimates using the portion of the simulation which overlaps the observational record.

Table 2.1: Comparison of global interannual variability (RMS or Standard Deviation of monthly CO₂ flux anomalies) from various studies

<table>
<thead>
<tr>
<th>Variability (Pg C yr⁻¹)</th>
<th>Approach</th>
<th>Time Period</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>Model</td>
<td>1979-1997</td>
<td>(Le Quéré et al., 2000)</td>
</tr>
<tr>
<td>0.23</td>
<td>Model</td>
<td>1961-1998</td>
<td>(Obata and Kitamura, 2003)</td>
</tr>
<tr>
<td>0.28</td>
<td>Model</td>
<td>1980-1998</td>
<td>(McKinley et al., 2004)</td>
</tr>
<tr>
<td>0.34</td>
<td>Model</td>
<td>1979-2004</td>
<td>(Doney et al., 2009)</td>
</tr>
<tr>
<td>0.20</td>
<td>Obs and Model</td>
<td>1990-2009</td>
<td>(Wanninkhof et al., 2013)</td>
</tr>
<tr>
<td>0.31</td>
<td>Observations</td>
<td>1993-2008</td>
<td>(Rödenbeck et al., 2014)</td>
</tr>
<tr>
<td>0.12</td>
<td>Observations</td>
<td>1998-2011</td>
<td>(Landschützer et al., 2014)</td>
</tr>
<tr>
<td>0.29</td>
<td>Model</td>
<td>1980-2009</td>
<td>This Study</td>
</tr>
</tbody>
</table>

To assess global CO₂ flux interannual variability, we calculate the root mean square (RMS) or standard deviation of globally integrated monthly flux anomalies. From monthly averaged CO₂ flux fields at each gridpoint, we subtract a long-term mean flux (spanning 1980-2009) for each month to generate anomaly fields. For this time period, variability is insensitive to the choice of RCP because the scenarios
have not yet substantially diverged (Myhre et al., 2013). We globally integrate those flux anomalies, and calculate the square root of the mean squared anomaly, yielding the RMS. The metric is quite sensitive to the duration over which it is calculated. We calculate the RMS over a similar time period to other studies (1980 to 2009), finding a value of 0.29 Pg C yr\(^{-1}\), comparable previous estimates (Table 2.1). Two recent observational estimates of interannual flux variability differ by a factor of two ((Rödenbeck et al., 2014) and (Landschützer et al., 2014)), which the authors attribute to differing time periods of study. Landschützer et al. (2014) comment that their data do not cover the strong 1997/1998 El Niño period, which made the Rödenbeck et al. (2014) estimate much larger.

Figure 2.6: Model interannual CO\(_2\) flux variability as the RMS of deseasonalised monthly anomalies (a) and contributions of \(\Delta p\)CO\(_2\), \(k\), \(\alpha\) and cross terms (b to e) to interannual variability in the CO\(_2\) flux for the period 1980-2009 of the anthropogenic run, as in equation (2.12)

Qualitatively, our setup captures many of the key regional hotspots of interannual variability between 1980-2009 (Figure 2.6a): the equatorial Pacific, the subpolar and subtropical oceans, and the south Southern Ocean (e.g. Doney et al., 2009; Rödenbeck et al., 2014). The North Atlantic is a notable region for its large interannual CO\(_2\) flux variability. The areas with the strongest variability (>1.0 mol m\(^{-2}\) yr\(^{-1}\)) are in the subpolar gyre, along the sea ice edge of the Labrador Sea, along the Greenland coast and along the path of the North Atlantic Current (NAC). The subtropical gyre shows a relatively moderate level of variability (up to 1 mol m\(^{-2}\) yr\(^{-1}\)) which decays with distance from the NAC. The equatorial Atlantic
shows the lowest overall CO₂ flux variability.

To investigate the causes of the interannual variability illustrated in Figure 2.6a, we estimate the contribution of each component of the flux equation (2.1) using the linear expansion of \( F' \) (equation (2.11)). At each grid point for all months, we calculate the contribution of each term in equation (2.11). Taking each of these contributions, we regress them against the gridpoint’s monthly CO₂ flux anomalies \( F' \) to quantify the influence of that particular term on \( F' \), as in equation (2.12). This allows us to compare the contributions of \( \Delta p \text{CO}_2 \), \( k \), \( \alpha \) and the cross terms (Figure 2.6b-e, respectively) to variability in \( F' \).

Over much the global ocean, \( \Delta p \text{CO}_2 \) is the most important contributor to interannual CO₂ flux variability (Figure 2.6b), in agreement with the findings of Doney et al. (2009). The global area-weighted mean \( \Delta p \text{CO}_2 \) contribution is 0.20 mol m\(^{-2}\) yr\(^{-1}\); about 60% of the global interannual CO₂ flux variability. The role of \( k \) is also important in almost all regions, contributing about 35% of global interannual flux variability, but is the most significant where the role of \( \Delta p \text{CO}_2 \) is smaller (2.6c). Indeed, Figure 2.6b and c mirror each other, since nearly all interannual variability in the CO₂ flux comes from variability in either \( \Delta p \text{CO}_2 \) or \( k \). This is because the contributions from \( \alpha \) and the cross terms are minor (Figure 2.6d and e). Furthermore, most of the variability observed when considering \( k \) and \( \alpha \) together as one component comes from \( k \), as was assumed by Doney et al. (2009).

Many of the locations where \( k \) is an important driver behind interannual CO₂ flux variability coincide with the edges of the seasonally ice-covered oceans. This is because \( k \) is scaled by the proportion of each ocean grid cell area that is ice-free. Away from ice edges, \( k \) is an important control on \( F' \) in such locations as the tropical Pacific and the storm track of the North Atlantic (and to a lesser extent the Pacific). Here, interannual variability in winds is considerable, probably associated with low-frequency modes of climate variability such as the ENSO and the NAO, respectively.

Overall, this analysis yields findings that agree with many of those of Doney et al. (2009) insofar as that interannual variability in the global oceanic flux of CO₂ is controlled primarily by \( \Delta p \text{CO}_2 \), but that \( k \) contributes about 40% of this. In the
following section, we build upon these findings, exploring the longer multiannual to multidecadal timescales of variability, with an emphasis on the North Atlantic.

2.4.2 Critical timescale of $\Delta p$CO$_2$ dominance of CO$_2$ flux variability

In this section we identify at what time scale, if any, does variability in $F$ become dominated by variability in $\Delta p$CO$_2$. To explore which parameters dominate flux variability over specific timescales, we average each component’s contributions (i.e. $\Delta pCO'_2k\alpha$ for the contribution of $\Delta p$CO$_2$, etc.) over various zonal areas to obtain mean contributions on the sub-basin scale. We define zones as polar (Baffin Bay and the Greenland-Iceland-Norwegian (GIN) Sea), subpolar (60° N-35° N), subtropical (35° N-10° N) and equatorial (10° N-10° S) (Figure 2.7a). We construct frequency spectra of these zonal mean contributions to quantify the energy of each contribution at specific timescales. Since the contributions from each component are in units of CO$_2$ flux (mmol m$^{-2}$ d$^{-1}$), one can compare their magnitudes directly. We also employ Welch’s method of segmenting signals to better constrain estimates of the spectra (Welch, 1967). Briefly, this involves segmenting a signal into shorter segments of equal length, calculating the spectra of each segment and then averaging over all segments’ spectra to obtain one more robust estimate of the spectrum. In our case, we segment the 150 year series of zonally averaged CO$_2$ flux anomalies and the contribution from $k$ into 5 non-overlapping segments of 30 year length. This method improves the confidence intervals of the spectrum calculated at the cost of being unable to solve for variability on timescales longer than the segment length. This is because the timescales of interest correspond to the lowest frequencies of variability, and so we plot the spectra in period space to highlight this end of the domain.

Across the North Atlantic, most of the variability in CO$_2$ flux is attributable to the contribution from either $\Delta p$CO$_2$ or $k$; the roles of $\alpha$ and the cross terms are minor (not shown). Therefore, almost all of the spectral energy in CO$_2$ flux anomalies (Figure 2.7b-e, blue lines) that does not correspond with the spectrum of $k$ (red) is attributable to the contribution from $\Delta p$CO$_2$. In other words, where the energy in CO$_2$ flux anomalies is high, but the energy of $k$’s contribution is
lower, most of the discrepancy comes from the contribution of $\Delta p_{\text{CO}_2}$. In general, the long period CO$_2$ flux variability comes from the variability of $\Delta p_{\text{CO}_2}$, rather than $k$. We quantify the CO$_2$ flux variability that is dominated by the contribution from $\Delta p_{\text{CO}_2}$ as being the shortest period of variability where the amplitude of $F'$ variability is at least twice as large as the contribution from $k$ for all longer periods. A factor of two was chosen as it identifies the point at which a clear majority (at least half) of flux variability is attributable to the $\Delta p_{\text{CO}_2}$ contribution. To do this, we search along the spectrum from long to short periods for the first period where the spectrum of $F'$ is equal to or less than double the energy of the contribution from $k$. The vertical dashed lines in Figure 2.7b-e show the value of this critical timescale for each zonal band. If this number is small, then it means a wider band of long period CO$_2$ flux variability is controlled entirely by $\Delta p_{\text{CO}_2}$.

Figure 2.7: Model North Atlantic zones (a) and their period spectra of zonally averaged CO$_2$ flux (blue), and the contribution to flux variability from $k$ (red) for in the anthropogenic run, 1950-2099 (b-e). The dark coloured lines denote best estimates of spectra, lighter shaded regions show the spectra within 95% confidence. Vertical dashed lines indicate the critical timescale: the shortest timescale that for all longer timescales, the best estimate of CO$_2$ flux variability is at least twice as large as that of $k$. 
In the equatorial and subtropical latitudes, a very wide band of long-period variability in CO$_2$ flux is controlled by $\Delta p$CO$_2$ (all timescales to the right of the vertical dashed lines in Figure 2.7c-e). That is to say that the roles of $k$ and $\alpha$ are negligible for these long periods. The same is also true at subpolar latitudes, but the band of timescales is narrower: approximately decadal and longer-term variability in CO$_2$ flux is almost entirely controlled by $\Delta p$CO$_2$. The separation of the (95% confidence) error envelopes around the best estimates of the subpolar, subtropical and equatorial spectra (darker blue and pink lines) indicate that the differences between the spectra at the large-period end are significant. For the polar zone, both $\Delta p$CO$_2$ and $k$ have an important role in driving flux variability for all timescales longer than interannual (even without curtailing the series length by segmentation), and so there is no long period dominated by $\Delta p$CO$_2$. In addition to the strong influence of $\Delta p$CO$_2$, there is also long period variability in $k$. As $k$ is scaled by sea-ice cover, a negative trend in ice area (in response to a warming climate) will therefore force $F'$ in the long term at high latitudes. Such a decline has been documented in this model setup (Yool et al., 2013b). Taken over the whole North Atlantic, we find that flux variability on pentadal and longer timescales is greatly dominated by the influence of $\Delta p$CO$_2$, and $k$ contributes to less than quarter of long period flux variability.

To more fully interpret the spectra of zonally averaged contributions, it is helpful to examine the critical timescale of $\Delta p$CO$_2$ dominance at each grid point for the anthropogenic run (Figure 2.8a). At the grid-point scale, one can infer which physical phenomena give rise to the spectra in Figure 2.7. The polar zone in both runs is dominated by points with no long timescale of $\Delta p$CO$_2$ dominance: much of Baffin Bay and the western GIN Sea. These regions are strongly influenced by sea ice, but in the eastern ice-free GIN Sea long-period variability is dominated by $\Delta p$CO$_2$.

The subpolar zone features a southwest-to-northeast band of gridpoints whose flux variability is only dominated by $\Delta p$CO$_2$ on multidecadal timescales (higher than elsewhere in the basin). This location coincides with the southern boundary of the NAC. Here, there is long period variability in wind speeds in the model, which drives the critical timescale of $\Delta p$CO$_2$ dominance in the subpolar zone ($\sim$10
Figure 2.8: Largest timescale of CO\textsubscript{2} flux variability for which the contribution of $k$ is non-negligible, beyond which variability is dominated by $\Delta p$CO\textsubscript{2} for the anthropogenic (a) and control (b) runs. Shades of purple indicate this timescale, orange areas show where $\Delta p$CO\textsubscript{2} never dominates on the longest timescales and white non-Atlantic areas are out of bounds. Colors inside the three black squares in a) show the timescale derived using observations in the same locations as Figure 2.3 (CCMP winds (Atlas et al., 2011), SOCAT oceanic $p$CO\textsubscript{2} (Bakker et al., 2014), MLO atmospheric $p$CO\textsubscript{2} (Thoning et al., 2014), and EN4 SST (Good et al., 2013)) years) to be longer than the subtropical or equatorial zones (∼3 and ∼1 years respectively).

We also estimate the critical timescale using observations in the three locations described in section 2.3. In the three 5-by-5 degree areas with the largest number of SOCAT monthly mean $f$CO\textsubscript{2} values, we construct and decompose CO\textsubscript{2} fluxes using these $f$CO\textsubscript{2} data (as in Figure 2.3), monthly mean CCMP winds, SST values from the EN4 gridded dataset (Good et al., 2013), and atmospheric $p$CO\textsubscript{2} from Mauna Loa, Hawai’i (Thoning et al., 2014). In these locations, there is a sufficient history of ocean $f$CO\textsubscript{2} data to determine the critical timescale: 2 years in the subtropical box, 0.5 years in the mid-latitude box and 4 years in the high latitude box (values shown as color within black squares in Figure 2.8a). These values are comparable to those determined using model output in the same locations; 4.6, 3.7 and 4.6 years, respectively.

By examining the same metric for the control run, we can learn the extent to which $\Delta p$CO\textsubscript{2} controls natural variability in the global ocean, without the influence of anthropogenic CO\textsubscript{2} input. For much of the North Atlantic, $\Delta p$CO\textsubscript{2} variability controls most of the CO\textsubscript{2} flux variability in the control run (Figure 2.8b). Due to
the construction of the control run, it is not possible to comment on variability on timescales longer than 30 years, yet this period is sufficiently longer than the \( \Delta p_{CO_2} \) critical timescale for most of the ice-free North Atlantic. This means that natural, internal ocean multiannual \( CO_2 \) flux variability is quite insensitive to the contribution from \( k \), and therefore that much of the control exerted by the \( \Delta p_{CO_2} \) is not purely the product of anthropogenic emissions. In other words, the strong influence of the \( \Delta p_{CO_2} \) in many parts of the North Atlantic is naturally occurring, and not purely due to rising atmospheric carbon concentrations. Such variability in \( \Delta p_{CO_2} \) may arise without a rise in atmospheric \( p_{CO_2} \) due to ocean circulation (particularly horizontal and vertical advection). Advection acts to reorganise the surface inventories of heat, DIC and alkalinity, thereby modulating ocean \( p_{CO_2} \) (Doney et al., 2009; Halloran et al., 2015).

### 2.4.3 \( CO_2 \) flux estimation with simplified \( k \)

Here, we explore the extent to which flux variability can be reliably estimated in circumstances where we have a minimal knowledge of the variability in gas transfer velocity. In section 2.1, some of the uncertainties associated with \( k \) were outlined. A key question is understanding the extent to which those uncertainties limit our ability to estimate oceanic \( CO_2 \) flux variability. We can approximate equation (2.11) by assuming that variations in the gas transfer velocity (\( k' \)) and the role of the cross terms (terms 4 to 7) are small (demonstrated in section 2.4.2). Under these assumptions, terms 2, 4, 5, 6, and 7 vanish, yielding equation (2.13).

\[
F' \approx \Delta p_{CO_2}'k\bar{\alpha} + \Delta p_{CO_2}'k\alpha'
\] (2.13)

If these assumptions are valid and equation (2.13) is a reasonable approximation, the uncertainties associated with \( k \) would also become irrelevant in the determination of flux variability. This estimation would be useful in estimating multidecadal flux variability using limited observations, or simple box models. The ‘true’ simulated \( CO_2 \) flux is known in the model, and we are therefore able to determine the error due to the approximation in equation (2.13). By omitting some contributions, the estimated flux will necessarily have less variability than the actual
flux. We therefore assess our estimation by quantifying at each grid point 1) the correlation coefficient (r values) between estimated and model actual fluxes that are significant beyond a level of 95% confidence and 2) the proportion of the flux variability that is captured by the estimation relative to the model’s actual flux variability. The error in observational reconstructions of CO$_2$ flux is likely to differ due to the parameterization of gas transfer in the model, but the model validation (section 2.3) indicates that the statistical properties of the error should be similar on interannual to decadal timescales.

Figure 2.9: Evaluation of flux estimation applied to the anthropogenic (a-c) and control (d-f) runs, 1950-2099. a) and d), correlation between modelled and estimated fluxes (all values are >95% significance). b) and e), RMS of modelled CO$_2$ flux anomalies (a measure of variability). c) and f), ratio between estimated and modelled CO$_2$ flux RMS (the proportion of variability captured by the estimation).

The longest-term variability in the North Atlantic CO$_2$ flux is primarily controlled by the positive trend in atmospheric $p$CO$_2$. Correspondingly, the estimated CO$_2$ flux correlates very closely with the model’s actual series (Figure 2.9a). However, even without this trend (as in the control run), the actual and estimated fluxes correlate well (Figure 2.9d). In general, the correlations are weaker in the control than in the anthropogenic run, and several local minima are apparent; these also correspond to regions where variability is generally small (Figure 2.9b and f). The good correlation between estimated and actual fluxes in both the anthropogenic and control runs suggest that the estimation captures the key patterns of flux variability; both anthropogenically and internally driven.
In addition to reproducing patterns of flux variability, it is also necessary for the estimation to correctly predict magnitudes. Since the estimation omits some contributions, it will naturally show either equal or lower variability than the actual flux. To quantify this, we show the ratio between the estimated and actual modelled CO$_2$ flux variability (as the RMS of monthly anomalies) (Figure 2.9c,f). Where the value is 1, the estimation reproduces all the modelled variability; values between 0 and 1 indicate the proportion of variability retained by the estimation. This metric indicates that the estimation is robust at reproducing most of the modelled variability across the Atlantic, in both the anthropogenic and control runs.

The main area where the flux estimation fares poorly is in the ice-covered North Atlantic. Here, non-seasonal sea ice variability is an important control on fluxes. Our estimation implicitly excludes interannual variability in the ice edge and the multidecadal decline of ice extent, so the fluxes in the region are not well represented. To the south of the NAC there are local minima in correlations and the RMS retained, which are more pronounced in the control run than the anthropogenic. Although these areas are less well estimated than elsewhere in the Atlantic, the variability in these regions is small, and so flux variability on the basin and sub-basin scale will still be well captured.

2.5 Discussion

Presently, large uncertainties are introduced into calculated CO$_2$ fluxes via the gas transfer velocity. The choice of wind speed parameterization can vary $k$ by approximately 50% at global mean wind speeds ($\sim 7$ m/s) and by 100% at speeds higher than 15 m/s (e.g. Woolf, 2005). The choice of wind product can affect $k$ by 10-40% (Wanninkhof et al., 2002), and variability differs between products (Wanninkhof et al., 2013; Wanninkhof, 2014; Kent et al., 2013). The roles of breaking waves and bubbles are not taken into account when using a purely wind speed-based parameterization of $k$, so these phenomena introduce poorly constrained uncertainty (Prytherch et al., 2010). Certainly, these factors all limit our ability to accurately estimate CO$_2$ flux variability on interannual and shorter timescales, and ongoing work is needed in these areas.
In the high-latitude North Atlantic, the gas transfer velocity controls CO$_2$ flux variability on longer timescales than elsewhere in the basin. In the regions of the Labrador Sea, Baffin Bay, Denmark Strait and Fram Strait, sea ice cover is an important mediator of gas exchange. Here, long period variability in sea ice cover controls CO$_2$ flux variability via the gas transfer velocity, since $k$ is scaled by the fraction of area that is ice-free. As a result, there is no long period of variability over which $\Delta p$CO$_2$ predominantly controls the carbon flux. Therefore, to accurately quantify estimates of the high-latitude North Atlantic carbon flux, a detailed knowledge of sea ice dynamics is necessary.

Over the whole North Atlantic, pentadal and longer-term CO$_2$ flux variability is dominated by the influence of $\Delta p$CO$_2$. These longer timescales contrast the shorter, where the role of $k$ is crucial. This suggests that a detailed knowledge of the pentadal to multidecadal control of $k$ on $F$ may not be necessary to quantify the longer term variability of the North Atlantic carbon sink. This finding therefore lends support to the approaches of studies such as that of McKinley et al. (2011), which attempt to make judgements about multidecadal variability of the North Atlantic CO$_2$ sink based purely on $p$CO$_2$ observations. In their study, it was found that the oceanic trend in $p$CO$_2$ converges to that of the atmosphere when examined over the full 29 year period between 1981 and 2009, but when only decadal timescales are considered the two trends differ. Therefore, if on these same multidecadal timescales, the present day air-sea $p$CO$_2$ difference is maintained as McKinley et al. (2011) suggest, then the North Atlantic CO$_2$ sink is approximately stable; neither a decline nor an enhancement of the flux is apparent. Our work would support this approach, since we find the roles of $k$ and $\alpha$ in governing flux variability over this timescale to be minor.

There is a broad increase in the critical timescale with latitude in the North Atlantic, which is explainable in terms of wind speed variability. At the low latitudes, wind speed variability is lower, increasing toward the poles (Figure 2.5). In addition, mean wind speeds are higher at the poles than the equator, so a given magnitude of wind speed variability at subpolar latitudes will produce greater variability in $k$ than at the equator. This is because $k$ scales with the square of the wind speed in our setup (Nightingale et al., 2000). This zonal increase in $k$ variability, in
addition to the presence of sea ice at the highest latitudes, is what causes the comparable zonal increase of the critical timescale (Figures 2.7 and 2.8). Furthermore, wind speed (and hence $k$) variability is a stronger control on carbon fluxes in the control simulation than the anthropogenic run. This is because the control’s fixed atmospheric CO$_2$ concentration mean there is much less variability in $\Delta p$CO$_2$ (and therefore also in the CO$_2$ flux) than in the anthropogenic run. As a result, wind speed variability patterns become relatively more important in setting the critical timescale for the control run than the anthropogenic (Figure 2.8). This means that $k$ is a more important controller of variability of preindustrial carbon fluxes, although not more important than $\Delta p$CO$_2$ on pentadal and longer timescales.

Through the comparison of modelled ocean $f$CO$_2$ fields against observations from SOCAT and Bermuda, it was shown that our setup underestimates variability on timescales shorter than 1 year. This result is to be expected, since GCMs of this scale will tend not to represent high frequency and small spatial-scale variability well (e.g. Taylor et al., 2012). This could indicate that the $\Delta p$CO$_2$ contribution may be a stronger control on fluxes on shorter timescales than our study suggests. Our forcing set underestimates multianual wind speed variability at high latitudes, which may be associated with an inability to appropriately represent the NAO (an issue common to many GCMs (Lee and Black, 2013)). This could cause the real world critical timescale to be longer than what the model suggests. In the polar zone, the low bias does not affect the critical timescale, since $k$ variability on all timescales is non-negligible. In the subpolar zone, the critical timescale may be underestimated, due to the low bias, yet the observation-derived critical timescales are comparable to the model prediction (∼1-5 years for all three locations, using both model output and observations, Figure 2.8a).

Current ocean models (including NEMO-MEDUSA) do not derive $k$ from the full range of kinetic factors that control it, and instead parameterize it purely from wind speed. It is likely then, that $k$ variability on interannual and shorter timescales will be underestimated too; since real-world, shorter timescale variability in processes such as wave breaking and bubble dynamics etc. is not represented in GCMs. Until a more thorough understanding of the mechanisms underlying $k$ is developed, we will not know exactly how important it is in governing short times-
cale flux variability. While the unmodeled factors are very likely strong controls on $k$ on short timescales, it is not clear if their variability on longer timescales (decadal and longer) is large, relative to the effect of wind speed. If on these long timescales $k$ variability is dominated by the contribution from wind speed, then wind speed parameterizations of $k$ should be sufficient to estimate decadal gas transfer variability.

It is worth exploring the caveat that we have derived our findings from GCM output. One could expect that other models and configurations would yield slightly different timescales for the emergence of $\Delta p_{CO_2}$ dominance of flux variability. Yet our choice of model and setup appears reliable for the purposes of our study. This experiment has been shown to produce interannual flux variability comparable to other models as well as observational estimates (Table 2.1). In addition, it captures real world multiannual $fCO_2$ variance (Figures 2.3 and 2.4) and a reasonable degree of wind speed variability (Figure 2.5 and (Lee and Black, 2013)). Therefore, other models similarly capable of representing multiannual flux, $fCO_2$ and wind variability would likely give results consistent with those presented here, even if the mechanisms underlying that variability differ. Finally, the choice of gas transfer velocity parameterization can have some effect on the critical timescale derived. Functions (e.g. McGillis et al., 2001) that produce a wider range of $k$ values over the most commonly occurring wind speed range (3 to 15 m/s (Wanninkhof, 2014)) impart greater variability into the CO$_2$ flux, and so would increase the critical timescale. Many of the most commonly used parameterizations, however, show the greatest concordance of derived $k$ values over the range of commonly occurring wind speeds, and so the critical timescale is generally insensitive to the choice of function (see Supporting Information).

While we have clearly identified the roles of each of the components of the flux equation in governing $F$ variability, our methodology only hints at which underlying processes are important. To derive a more complete and mechanistic understanding of the controls on carbon flux variability, further work is necessary. A very broad range of physical, chemical and biological processes cause ocean $pCO_2$ variability, and so future work should seek to quantify the relative importance of these drivers, while attributing them to specific timescales of variability.
2.6 Conclusions

We have examined the relative importance of the three components of the air-sea CO$_2$ flux equation ($k$, $\Delta p$CO$_2$ and $\alpha$) in controlling flux variability on a range of timescales. In the North Atlantic, as for much of the global ocean, we find that sub-annual to interannual variability in $\Delta p$CO$_2$ and $k$ both have important roles in controlling the air-sea carbon flux, in agreement with previous work (e.g. (Doney et al., 2009)). On these timescales, it is critical to obtain estimates of $\Delta p$CO$_2$ and $k$ for accurate flux variability to be derived. On pentadal and longer timescales, variability in $k$ is not important, and can be ignored when estimating flux variability. The critical timescale increases from interannual at low latitudes to decadal at high latitudes.
Chapter 3

Controls on the Variability of DIC in the North Atlantic

3.1 Introduction

The carbon cycle is the system of exchanges of carbon within and between atmospheric, oceanic, terrestrial biospheric and lithospheric reservoirs. The distribution of the planet’s carbon between these reservoirs and the processes occurring within them affects (and is affected by) the Earth’s climate, forming a complex network of exchanges and feedbacks. Human activities over the latest three centuries have perturbed this system by rapidly releasing carbon from the lithosphere into the other three reservoirs, namely through the processes of fossil fuel combustion, cement production and land use change (Ciais et al., 2013). Understanding the implications of the anthropogenic perturbation of the carbon cycle for Earth’s climate is therefore a critical focus of current research. One of the main effects of humans’ addition of carbon to the atmosphere from the lithosphere is to alter the radiative balance of the planet, which then has a range of interconnected knock-on effects on Earth’s climate and carbon cycle. However, less than half of the anthropogenic carbon emitted to the atmosphere remains there; about a quarter of these emissions is absorbed by the oceans and 30% by the terrestrial biosphere (Ciais et al., 2013; Le Quéré et al., 2016). The importance of the oceans for the carbon cycle and the climate is well known, yet the details of its role are still to be understood. In particular, the variability of the size of the ocean carbon reservoir over interannual to multidecadal timescales is not well understood. This variability in oceanic
carbon concentrations is a leading-order control on the amount of CO₂ that the oceans absorb (Doney et al., 2009; McKinley et al., 2011; Couldrey et al., 2016).

In the atmosphere, the main form of gaseous carbon is carbon dioxide (CO₂), whose proportion in air is often expressed as a partial pressure of the total gas mixture, $p_{CO_2}$. A sample of seawater in contact with the atmosphere will, given time, reach an equilibrium or saturation concentration of Dissolved Inorganic Carbon (DIC) with respect to the atmospheric carbon concentration. The magnitude of this seawater saturation concentration is set by the temperature, salinity and alkalinity of seawater (and other dissolved species also play minor roles). The vast majority of DIC present in the global ocean results from the partial or complete equilibration of seawater with the carbon dioxide present in the preindustrial atmosphere. This means that to first order, a water parcel’s DIC concentration is primarily set while it is in contact with the atmosphere in the mixed layer, based on atmospheric $p_{CO_2}$, seawater temperature, salinity and alkalinity.

The timescale required for the mixed layer to equilibrate with atmospheric CO₂ levels is on the order of 0.5-1.5 years (Broecker and Peng, 1974; Jones et al., 2014). This timescale is often longer than the flushing time of the mixed layer, and so water may leave the mixed layer before it has entirely equilibrated with atmospheric CO₂ concentrations. Furthermore, air-sea CO₂ disequilibria are also generated by physical, chemical and biological processes acting on faster timescales than the equilibration timescale of CO₂. Photosynthetic fixation of CO₂, respiration of organic matter, and mixed layer depth physical variability may all act to modify local DIC concentrations away from atmospheric equilibria, while the buffering effect of seawater carbonate chemistry slows equilibration relative to nonreactive gases (Jones et al., 2014). Seawater DIC concentrations are further modified away from saturation concentrations once it departs the mixed layer into the ocean interior by two main processes: the soft-tissue pump and the carbonate (or hard-tissue) pump.

The soft tissue pump is a keystone biogeochemical process by which organic matter is moved from the upper ocean to the interior. In the top, sunlit hundred or so metres of ocean, phytoplanktonic primary producers draw inorganic carbon and nutrients that are dissolved in seawater into their bodies. When these organ-
isms die, some portion of their constituent organic matter on the order of 10-35% \cite{Buesseler:2009, Cavan:2017} sinks into the deep ocean as particulates. Here, heterotrophs consume this sinking organic matter, and release CO$_2$ and nitrogenous waste back into solution. This whole process ‘pumps’ approximately 11 Pg C yr$^{-1}$ out of the photic surface zone \cite{Sanders:2014} and causes an enrichment of DIC at a depths greater than 300 m \cite{Gruber:2002}. Water that has been recently ventilated (such as North Atlantic Deep Water in the Atlantic) tends to show lower concentrations of DIC than older waters (such as those in the deep Pacific) because in the latter, the soft tissue pump has caused carbon to accumulate with water mass age \cite{Williams:2011}.

In addition to the soft tissue pump, sinking particles can also enrich deep waters with carbon through the carbonate (or hard tissue) pump. In the photic surface ocean, calcifying plankton such as coccolithophorids produce calcium carbonate (CaCO$_3$) shells. When these shells sink into the deep ocean, they dissolve back into solution, adding carbon to the DIC pool. Much like with the soft tissue pump, the carbonate pump adds carbon to water masses over time, causing DIC enrichment in older waters. However, the carbonate pump tends to increase ocean DIC at greater depth than the soft tissue pump because the depths at which seawater is sufficiently corrosive to CaCO$_3$ are deeper than soft tissue remineralisation depths \cite{Williams:2011}.

Recent decades of ocean carbon cycle research have yielded a useful understanding of the currently observed, large scale, time-mean ocean carbon reservoir, while highlighting important areas still in need of development \cite{Takahashi:2014, Key:2015, Bakker:2016, Olsen:2016}. The total oceanic inorganic carbon inventory is on the order of 38,000 Pg C \cite{Key:2004, Key:2015, Olsen:2016}. On the order of 90% of this inventory is accountable in terms of saturation with the preindustrial atmosphere \cite{Williams:2011}. The DIC added to seawater at depth by the soft tissue pump contributes approximately 7% of the total budget \cite{Volk:1985}. A few percent of the total DIC budget derives from the carbonate pump \cite{Williams:2011}. The total amount of DIC that exists due to subduction of water masses with considerable disequilibrium carbon is not well defined. The final, anthropogenic component of ocean DIC
of 155±30 Pg C (Ciais et al., 2013) represents approximately half a percent of the total. The current, instantaneous or mean state of the ocean carbon reservoir is therefore relatively better quantified (although still crucially incomplete) than its variability in time.

### 3.2 Methods

To explain variability of the ocean carbon sink through an era of large anthropogenic CO$_2$ emissions, a method of attributing DIC variability to underlying mechanisms is needed. To do so, the concepts of ocean carbon pumps (Brewer, 1978; Ito and Follows, 2005; Williams and Follows, 2011) are applied in a computer simulation of the ocean and carbon cycle. A numerical model is a useful tool to disentangle the complex interplay between biogeochemical processes and physical processes that control the ocean carbon sink. In a numerical model, it is possible to directly diagnose the roles of some of these processes, while the action of other mechanisms must be derived from model output. This section presents first a description of models used, then details of the configuration of simulations and finally the theoretical framework used to partition the ocean carbon sink in terms of contributions from biogeochemical processes.

### 3.2.1 Model and Simulations

The ocean physical model used is the Nucleus for European Modelling of the Ocean (NEMO v3.2) (Madec, 2008), coupled with Model of Ecosystem Dynamics, Utilisation, Sequestration and Acidification (MEDUSA)-2 biogeochemistry (Yool et al., 2013a) and version 2 of the Louvain-la-Nueve Ice Model (LIM2, (Timmermann et al., 2005)) sea ice model. Simulations were configured with the ORCA1 grid, featuring a nominal horizontal resolution of 1-by-1 degree of latitude (about 110 by 110 km) with 64 depth levels (Madec and Imbard, 1996). The horizontal grid scale is finer near the equator (reaching 1/3$^{rd}$) to better represent equatorial processes such as upwelling. MEDUSA-2 is an intermediate complexity biogeochemical model that resolves nitrogen, silicon, iron, carbon, alkalinity and oxygen cycles. Further details about the models can be found in (Couldrey et al., 2016) and the models’
respective publications.

The ocean model was forced with output from a simulation using the HadGEM2-ES model (Collins et al., 2011). The HadGEM2-ES simulation models the time period 1860-2099 using prescribed greenhouse gas concentrations according to the IPCC’s (Intergovernmental Panel on Climate Change) RCP8.5 forecast (Jones et al., 2011). HadGEM2-ES features physical models of the ocean and atmosphere, the terrestrial and ocean carbon cycles, tropospheric chemistry and aerosols. The surface fluxes of heat, momentum and freshwater, and atmospheric chemistry from the HadGEM2-ES simulation were used to force NEMO at 6-hourly intervals. A ‘control’ forcing set was created by taking the first 30 years of this simulation (before changes in greenhouse gas concentrations impart significant climate change) and fixing greenhouse gas concentrations at a single preindustrial value. The ocean model was then forced with repeats of the forcing set such that the model could be spun up for a much greater length of time than the HadGEM2-ES output would otherwise permit.

The first phase of model spin-up entailed forcing the model with 20 repeated cycles of the 30 year forcing set, totalling 600 years. During this time, most of the drifts in the upper 1000m are eliminated, Figure 3.1a,b,c and Figure 3.2a,b,c. For some properties like oxygen, 600 years of spin-up is sufficient to clear most of the drifts even in the deep ocean, Figure 3.1d. For most tracers, however, drifts are still present in the deep ocean, and would require many more centuries (or millenia) to equilibrate, Figure 3.2d. Crucially, the drifts that remain after several hundred of years are relatively stable long term trends rather than unpredictable shocks, like those that occur within the first timesteps to 100 years of any simulation. Any remaining drifts can be easily accounted for in perturbed experiments by continuing the spin-up procedure as a control simulation, and then subtracting out the long term trend in the control from the perturbed experiment (see Section 4.4.5). Most importantly for this study, most surface fields show little to no drifts after 600 years of spin-up.

\[
\frac{dT_{\text{pre}}}{dt} = \frac{T_{\text{pre}} - T}{\tau}
\] (3.1)
Further to the configuration of NEMO-MEDUSA-2 described earlier and elsewhere (Yool et al., 2013a,b; Couldrey et al., 2016), two preformed tracers were added; preformed alkalinity (A\textsuperscript{pre}) and preformed dissolved inorganic nitrogen (DIN\textsuperscript{pre}). An ideal preformed tracer’s concentration (Tr\textsuperscript{pre}) in the mixed layer is equal to the concentration of the ‘real’ counterpart (Tr). The amount of any tracer regenerated (i.e. added to solution) at depth is therefore the difference between the total and preformed tracer concentrations. Away from the mixed layer, the pre-
formed tracers are not subjected to any biogeochemical processes, and instead are only varied through physical redistribution. For the purposes of this work, these passive tracers are needed to understand the biogeochemical processes that happen deeper than the layer of primary productivity. Therefore, the surface ocean (where the preformed tracers' concentrations are set) is defined as the depth above which 95% of the global mean primary productivity occurs. At the end of 600 years of spin-up using 20 repeated cycles of the control forcing set, this depth is calculated as 62m. Above this depth, the preformed tracer concentration, $\text{Tr}^{\text{pre}}$, is relaxed.
toward the total tracer concentration, $T_r$, using equation (3.1). The relaxation timescale, $\tau$, is set to 1 day, to quickly adjust the $T_{r,\text{pre}}$ towards $T_r$.

$$A_{T,\text{surf}} \approx S_{\text{surf}} \cdot m + c \quad (3.2)$$
$$A_{T,\text{pre}} = S \cdot m + c \quad (3.3)$$

To initialise $A_{T,\text{pre}}$ and $\text{DIN}_{\text{pre}}$ in the model, fields of both tracers were estimated empirically using the model state at the end of 600 years of spin-up. If salinity is assumed to be conserved in the ocean interior, it is possible to estimate $A_{T,\text{pre}}$ in the deep ocean by linearly regressing surface alkalinity against salinity to find the coefficients $m$ and $c$, equation (3.2). This generates a single regression that is applicable globally, since the entire global fields of surface salinity and alkalinity are used. The relationship found has an $R^2$ of 0.78 (a correlation r value of 0.8836), and a root-mean-square error (RMSE) of 28.419 µmol m$^{-3}$. Interior $A_{T,\text{pre}}$ is found by multiplying interior salinity ($S$) by $m$ and then adding $c$, equation (3.3). The $A_{T,\text{pre}}$ field was generated using equation (3.3) on the model state after 600 years. The $\text{DIN}_{\text{pre}}$ initial field was generated by multiplying the model AOU field at the end of the 600 years by a Redfield ratio of nitrogen to oxygen ($R_{NO} = -16/151$, (Yool et al., 2013a)). The model was then run for a further 300 years (10 forcing cycles) with the preformed tracers included. It was not practical to run the model for the 1000s of years needed to reach physical or biogeochemical equilibria. However, drifts in the upper 2000m (where this study’s variability of interest occurs) were judged to be sufficiently small after these 900 years of spin-up. After the spin-up period, three simulations were spawned, each 240 years long, spanning 1860-2099 (inclusive).

Table 3.1: Description of simulations’ forcing

<table>
<thead>
<tr>
<th>Experiment Name</th>
<th>Radiative Forcing</th>
<th>Biogeochemical Forcing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anthropogenic (AN)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Warming Only (WO)</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Control (CN)</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

The Anthropogenic run (AN) features prescribed rising concentrations of atmospheric CO$_2$ (and other greenhouse gases: methane, nitrous oxide and halocar-
bons) following RCP 8.5 (Jones et al., 2011), which exceed 900 ppmv by the end of year 2099 (Riahi et al., 2011). The Control (CN) simulation has its atmospheric CO$_2$ concentrations held fixed at a preindustrial level of 286 ppmv. The Control simulation was used to determine model drifts through the experiments. Another simulation was generated to distinguish the physical from the biogeochemical ocean carbon cycle response to rising atmospheric CO$_2$. This is achieved by decoupling the response of the biogeochemical model to changing atmospheric CO$_2$ levels, while still allowing greenhouse gases to perturb the physical model’s radiation balance. In the Warming Only run, the model is subjected to the same radiative forcing of the Anthropogenic run, but atmospheric CO$_2$ is held constant at 286 ppmv. This allows for the ocean to physically adjust to anthropogenic climate change, without accumulating anthropogenic carbon. An estimate of the excess oceanic DIC due to anthropogenic carbon additions ($C^{anth}$) is found by subtracting the DIC field of the Anthropogenic run at a given time, $t$, ($C_{AN}^t$) from that of Warming Only run ($C_{WO}^t$), equation (3.4).

$$C_{anth}^t = C_{AN}^t - C_{WO}^t$$  \hspace{1cm} (3.4)

### 3.2.2 Partitioning Reservoirs of DIC

One may express the DIC concentration of a water parcel, $C$, as the sum of preformed ($C^{pre}$) and regenerated ($C^{reg}$) carbon, equation (3.5). ‘Preformed’ carbon describes the dissolved inorganic carbon concentration that seawater had when it was last ventilated at the surface, and ‘regenerated’ carbon refers to the DIC that has been subsequently added into solution. If a water mass is in contact with the atmosphere (i.e. it is in the surface mixed layer) then its preformed and total tracer concentrations are the same, and the regenerated component is zero.

$$C = C^{pre} + C^{reg}$$  \hspace{1cm} (3.5)

Preformed carbon can be partitioned into saturation ($C^{sat}$), disequilibrium ($C^{dis}$) and anthropogenic ($C^{anth}$) components, equation (3.6). $C^{sat}$ is calculated with
standard carbonate system equations (van Heuven et al., 2011a) (see also Chapter 1.7) and is a function of a water parcel’s temperature, salinity, the mixing ratio of CO$_2$ in the preindustrial atmosphere ($X_{CO_2}^{pre} = 286$ ppmv), and the alkalinity it had when last in contact with the surface (its preformed alkalinity, $A_T^{pre}$), equation (3.7). Note that the sea level pressure used to convert $X_{CO_2}^{pre}$ to $pCO_2$ is a uniform 100,000 Pa, since the ocean model does not respond to atmospheric pressure variability at sea level. $C^{dis}$ refers to the excess or deficit of carbon that a water parcel may have if it is subducted away from the mixed layer without being saturated relative to the preindustrial atmosphere. The $C^{dis}$ reservoir is distinct from the excess carbon content of seawater due to anthropogenic activities, $C^{anth}$. The calculation of $C^{dis}$ is described at the end of this section and the derivation of $C^{anth}$ is discussed earlier in Section 3.2.1.

\[ C^{pre} = C^{sat} + C^{dis} + C^{anth} \]  
(3.6)

\[ C^{sat} = f(T, S, A_T^{pre}, X_{CO_2}^{pre}) \]  
(3.7)

\[ A_T = A_T^{pre} + A_T^{reg} \]  
(3.8)

As with carbon, alkalinity ($A_T$) can also be expressed in terms of preformed ($A_T^{pre}$) and regenerated ($A_T^{reg}$) components, equation (3.8). Preformed alkalinity is set up as a passive tracer in the model, as described earlier in section 3.2.1. This passive tracer is required in ocean simulations experiencing transient climate change, since empirical approaches to estimating $A_T^{pre}$ break down if the climate is not at steady state (Williams and Follows, 2011; Bernardello et al., 2014).

\[ C^{reg} = C^{soft} + C^{carb} \]  
(3.9)

\[ DIN^{reg} = DIN - DIN^{pre} \]  
(3.10)

\[ C^{soft} = -R_{CN}DIN^{reg} \]  
(3.11)
$C^{reg}$ in equation (3.5) represents the contribution of the soft tissue pump ($C^{soft}$) and the carbonate pump ($C^{carb}$) to DIC, equation (3.9). Soft tissue carbon ($C^{soft}$) therefore describes the DIC that is added to seawater by organic matter respiration at depth. To diagnose $C^{soft}$ a second preformed tracer is used: preformed Dissolved Inorganic Nitrogen (DIN) (DIN$^{pre}$). The biogeochemical model, MEDUSA-2, considers DIN as an aggregation of all inorganic nitrogen species, and does not separately represent nitrate, ammonium, nitrite etc. (Yool et al., 2013a). This simplification means that biogeochemical calculations are performed using a bulk DIN pool, rather than accounting for differing behaviour of nitrogen species. If one assumes that carbon is regenerated at depth according to a fixed stoichiometry with the nitrogen regenerated at depth (DIN$^{reg}$), then preformed DIN may be used to estimate $C^{soft}$ using equations (3.10) and (3.11). $R_{CN}$ is the Redfield ratio of carbon to DIN, 106:16 in the model (Yool et al., 2013a), after (Anderson, 1995), and DIN and DIN$^{pre}$ are total and preformed DIN concentrations respectively. Since DIN$^{pre}$ is relaxed toward 0 in the surface 62 m (see Section 3.2.1), $C^{soft}$ is therefore also be relaxed toward 0 in the same domain.

The carbonate pump contribution ($C^{carb}$) is defined here as the DIC that has been added to seawater at depth as a result of the dissolution of CaCO$_3$. As with $C^{soft}$, the concentration of $C^{carb}$ in the surface ocean (i.e. above 62 m) is by definition zero. For every mole of CaCO$_3$ dissolved, one mole of carbon is regenerated (added to the DIC pool as $C^{carb}$) alongside one mole of calcium ions, [Ca$^{2+}$], equation (3.12). The addition of DIC to seawater in this way can be quantified from changes in seawater alkalinity away from preformed values. Since calcium ions are one of the components of alkalinity and are doubly charged, for each mole of calcium ions dissolved, there is a change in $A_T$ ($\Delta A_T^{CaCO_3}$) relative to its preformed concentration by two moles, equation (3.13).

$$C^{carb} = \delta[Ca^{2+}]$$  \hspace{1cm} (3.12)

$$\delta A_T^{CaCO_3} = 2\delta[Ca^{2+}] = 2C^{carb}$$  \hspace{1cm} (3.13)

Organic matter respiration also regenerates alkalinity at depth through the re-
lease of nitrate ions, $[\text{NO}_3^-]$, into seawater and must be accounted for, equation (3.14). The effect of the production of nitrate ions by respiration on alkalinity ($\delta A_T^{\text{NO}_3}$) can be calculated by multiplying a fixed Redfield ratio of nitrate released to oxygen consumed ($R_{\text{NO}} = -16/151$) by the Apparent Oxygen Utilisation (AOU), equation (3.15).

$$\delta A_T^{\text{NO}_3} = -\delta [\text{NO}_3^-] \quad (3.14)$$

$$\delta A_T^{\text{NO}_3} = R_{\text{NO}} AOU \quad (3.15)$$

The total change of $A_T$ from its preformed concentration is therefore the regenerated alkalinity and is the sum of the effects of both $\text{CaCO}_3$ dissolution and organic matter respiration, equation (3.16). By substituting equations (3.13) and (3.15) into equation (3.16), one arrives at an equation for $A_T^{\text{reg}}$ in terms of $C^{\text{carb}}$ and AOU. According to the decomposition of alkalinity in equation (3.8), $A_T^{\text{reg}}$ is the difference between seawater $A_T$ and $A_T^{\text{pre}}$, equation (3.18). By substituting (3.18) into (3.17) and rearranging, an equation for $C^{\text{carb}}$ in terms of regenerated alkalinity and nitrogen is yielded, equation (3.19). However, in MEDUSA’s simplified representation of alkalinity cycling, nitrate remineralisation does not affect $A_T$ (the computational cost of this effect was considered to outweigh the gain in accuracy) and so this term does not feature in the final equation for $C^{\text{carb}}$, equation (3.20). Note that as with $C^{\text{soft}}$, the concentration of $C^{\text{carb}}$ above 62 m is near zero because preformed alkalinity is relaxed toward the total alkalinity in the surface (see Section 3.2.1).

$$A_T^{\text{reg}} = \delta A_T^{\text{CaCO}_3} - \delta A_T^{\text{NO}_3} \quad (3.16)$$

$$A_T^{\text{reg}} = 2C^{\text{carb}} + R_{\text{NO}} AOU \quad (3.17)$$

$$A_T^{\text{reg}} = A_T - A_T^{\text{pre}} \quad (3.18)$$

$$C^{\text{carb}} = \frac{1}{2}(A_T - A_T^{\text{pre}} - R_{\text{NO}} AOU) \quad (3.19)$$

$$C^{\text{carb}} = \frac{1}{2}(A_T - A_T^{\text{pre}}) \quad (3.20)$$
By substituting equations (3.6) and (3.9) into equation (3.5), a complete decomposition of DIC can be written, equation (3.21). By subtracting the derived fields of \( C^{\text{sat}} \), \( C^{\text{soft}} \), \( C^{\text{carb}} \) and \( C^{\text{anth}} \) from modelled fields of \( C \), an equation for disequilibrium carbon emerges, equation (3.22). In similar decompositions of DIC (Williams and Follows, 2011), preformed alkalinity must be estimated empirically, AOU is used to estimate some of the components, and \( C^{\text{anth}} \) cannot be easily quantified. The result is that when using an observation-based empirical DIC decomposition, it is not possible to distinguish \( C^{\text{anth}} \) and \( C^{\text{dis}} \), nor the errors that accumulate using such approaches. By using explicitly simulated preformed tracers in numerical ocean models, it is possible to determine all the right hand side terms of equation (3.22) and solve for \( C^{\text{dis}} \), and the major errors that arise from assumptions about empirical relationships are avoided.

\[
C = C^{\text{sat}} + C^{\text{soft}} + C^{\text{carb}} + C^{\text{dis}} + C^{\text{anth}} \quad (3.21)
\]

\[
C^{\text{dis}} = C - (C^{\text{sat}} + C^{\text{soft}} + C^{\text{carb}} + C^{\text{anth}}) \quad (3.22)
\]

### 3.3 Model Validation

In this section, modelled DIC and alkalinity fields are compared against observations in the GLODAP version 2 database (Key et al., 2015; Olsen et al., 2016). GLODAPv2 contains three dimensional ungridded values of biogeochemical parameters including DIC and alkalinity, as well accompanying physical water properties dating between 1972 and 2013. Since the ocean-only model is forced with output from an atmospheric model rather than observations, variability in the model will not be correlated with real world variability. In other words, at any grid cell for a single point in time, the modelled and observed monthly mean DIC, alkalinity etc. will differ, because the model experiences environmental variability that is not correlated with real world variability at that time. As such, it is more meaningful to compare the statistical properties of modelled variability, than to carry out a one-to-one comparison with observations. By extension, specific real world events such as the 1997-1998 El Niño or the phase of the North Atlantic
Oscillation will not match the model since such events are generated by internal variability rather than external forcing. However, the statistics about phenomena like ENSO are reasonably well captured in the model, although there are low biases in ENSO frequency and magnitude (see the end of section 1.9 for further details).

Figure 3.3: Frequency distributions of North Atlantic DIC (a) and alkalinity (d) in the GLODAPv2 database from all depths (green) with their corresponding values from colocated monthly mean model grid cells from the NEMO-MEDUSA Anthropogenic simulation (orange), where horizontal axes limits reflect the ranges of values. Time and space means of all DIC (b) and alkalinity (e) values. Standard deviations of all DIC (c) and alkalinity (f) values. Light blue area on inset map in (a) indicates this study’s North Atlantic domain.

To create a collection of model output comparable to the observations in GLODAPv2, the model grid cell values of DIC and alkalinity nearest to every GLODAP data point across all depths were identified. These two collections of modelled and observed DIC and alkalinity are then compared for their spatial and temporal variability by comparing the aggregated frequency distributions of all values of DIC and alkalinity in 10 \( \mu \text{mol kg}^{-1} \) bins (Figure 3.3a and d). This demonstrates the extent to which the modelled fields of DIC and alkalinity show realistic spatial and temporal variance, in spite of the paucity of observations and differing histor-
ies of variability. By comparing model grid cells with unmapped observations, a more
direct validation of the carbonate system is made than if an interpolated or mapped
observation set were used. Since this work focuses on the North Atlantic, only datapoints
from this basin are compared to model output; this domain is shown in the inset map of
Figure 3.3a).

The modelled fields of DIC and alkalinity show broad agreement but with clear
statistical differences from their data-based counterparts (Figure 3.3). Modelled DIC
shows a low mean bias of 2101 µmol kg\(^{-1}\) versus the 2146 µmol kg\(^{-1}\) observed
and, spatiotemporal variability is somewhat overestimated (66 µmol kg\(^{-1}\) versus
the 51 µmol kg\(^{-1}\) observed). The most discrepant DIC values (the secondary mode
with values above 2200 µmol kg\(^{-1}\) in Figure 3.3b) are associated with a high bias
in the model below 3000 m. Modelled mean North Atlantic alkalinity shows a low
bias (of 33 µmol kg\(^{-1}\)) and excessive spatiotemporal variability (standard deviation
of 65 µmol kg\(^{-1}\) versus 45 µmol kg\(^{-1}\)).

3.4 Results

3.4.1 Total DIC Inventory

Before quantitatively attributing DIC variability to underlying causal mechanisms,
the spectrum of the North Atlantic’s full depth carbon inventory is shown. First,
the North Atlantic’s volume integrated inventory of DIC is calculated each year using
annual mean fields (the North Atlantic domain is the same as in Figure 3.3a).
The same is then done for the components of DIC: \(C_{\text{sat}}\), \(C_{\text{soft}}\), \(C_{\text{carb}}\), \(C_{\text{dis}}\) and \(C_{\text{anth}}\).
Anomalies of these inventories (denoted with a prime, \(C'\)) are calculated by sub-
tracting out the long term (1860-2099) mean from each component. To first show
the time variability of DIC and components, period spectra are calculated using
standard Fast Fourier Transform techniques. It was not possible to satisfactorily
detrend the series of \(C'\) and its components (by using a polynomial fit as one ideally
would) before calculating spectra since their trends were not always well described
by linear functions. Instead, more meaningful spectra are found when calculated
from the time derivative (as a finite time difference) \(\frac{\Delta C'}{\Delta t}\) (Figure 3.4a). Spectra are
smoothed with a 5-point moving average to aid visual comparison (Figure 3.4b).

Figure 3.4: a) First time derivative of model total annual average North Atlantic carbon reservoir anomalies, black, with DIC component reservoirs, colour. b) Amplitudes of spectra of variability of the inputs shown in (a) against period in years. Note both logarithmic axes, and spectra are shown with short periods (high frequency) on the left, increasing to long periods (low frequency) on the right.

Comparing the variability of the total carbon reservoir, \( C' \), with its components in Figure 3.4 begins to suggest which mechanisms are responsible for which variability. The long term accumulation of \( C' \) closely matches that of \( C_{anth} \) (black and orange lines respectively in Figure 3.4a and b), especially for periods longer than 10 years. There is substantial variability in \( C' \) on shorter timescales. The close alignment of the spectra for \( C' \) and \( C_{sat} \) in the 1-10 year period band suggests that the \( C_{sat} \) component is important on these shorter timescales. Across all timescales, the spectrum for \( C_{carb} \) shows low amplitudes, suggesting this component is minor.
in determining the variability of the North Atlantic carbon sink. The other two components, $C_{soft}$ and $C_{dis}$ show moderate to large amplitudes across a range of timescales. However, without an additional understanding of how component variability correlates with total DIC variability, it is not possible to discern the crucial detail of the interplay between components. This analysis reveals that North Atlantic DIC variability consists of different bands of timescales, each controlled by a different set of mechanisms.

Next, four distinct timescales of variability of the total North Atlantic DIC inventory (Figure 3.5) are isolated and examined. The long-term response of the North Atlantic carbon sink (or trend) is quantified by fitting a third order polynomial to annual mean DIC inventory anomalies ($C'$) from a long term mean, equation (3.23), where $a_0, ..., a_3$ are polynomial constants and $t$ is time (Figure 3.5e). This long term trend is subtracted from the $C'$ time series to quantify variability on other timescales (3.24). Low frequency multidecadal variability (excluding the trend) is revealed by applying a low-pass 20 year running mean ($f_{20}$) to the detrended $C'$ series, $C'^{Detrend}$, equation (3.25) (Figure 3.5d). The medium frequency decadal (5-20 year) variability is calculated by filtering the detrended series with a 5 year running mean ($f_5$), then subtracting the low frequency series, equation (3.26) (Figure 3.5c). Finally, the high frequency interannual (1-5 year) variability is the detrended series with the low and medium frequency components subtracted out, equation (3.27) (Figure 3.5b). Note that the seasonal cycle is not included in this analysis, since annually averaged model output is used. This same filtering analysis is applied to the time series of each of the components of the total DIC reservoir: saturation, soft tissue, carbonate, residual and anthropogenic. These four timescales of DIC variability were chosen because each is controlled by a different set of mechanisms.
\begin{align}
\bar{C}^{\text{Trend}} &= \sum_{t=0}^{3} a_t t^i \\
\bar{C}^{\text{Detrend}} &= C' - \bar{C}^{\text{Trend}} \\
\bar{C}^{\text{Low}} &= f_{20}(\bar{C}^{\text{Detrend}}) \\
\bar{C}^{\text{Med}} &= f_{5}(\bar{C}^{\text{Detrend}}) - \bar{C}^{\text{Low}} \\
\bar{C}^{\text{High}} &= \bar{C}^{\text{Detrend}} - \bar{C}^{\text{Low}} - \bar{C}^{\text{Med}}
\end{align}

Figure 3.5: Variability of the North Atlantic Inventory of DIC annual anomalies from a long term annual mean (a), showing the interannual (b), decadal (c) and multidecadal (d) components, and the long term trend (e).

To assess the magnitude of variability on each timescale, the root-mean-square (RMS) is calculated for each of the filtered DIC components (Figure 3.6, a, d, g and j). This shows how large the anomalies in each DIC component are, with respect to the total DIC anomaly. However, for a component to be a strong control on the
total DIC variability, the anomalies in that component must be both large and well-correlated with DIC anomalies. For example, although decadal variability in $C^{soft}$ is quite large (RMS = 0.07 PgC, Figure 3.6d), in comparison to $C'$ (RMS = 0.06 PgC), anomalies in $C^{soft}$ are not correlated with $C'$ (correlation < 0.1, Figure 3.6e). Therefore, $C^{soft}$ is not a strong control on North Atlantic decadal DIC variability. Equally, if component anomalies are well-correlated with $C'$, but small with respect to $C'$ (as in the case of $C^{sat}$ for the long term trend, Figure 3.6j and k) then its overall impact on $C'$ is weak. A useful metric to quantify the control of a mechanism on DIC variability is the regression slope between filtered carbon anomalies ($C'$) and anomalies in each component (Figure 3.6c, f, i, l). This dimensionless number has values close to 1 if a component strongly controls $C'$, and close to 0 if the component is unimportant. Values for the slope of one component may be larger than 1 if at least one other component’s slope is negative (i.e. compensatory). If the relationship between each component and the total DIC anomaly is perfectly linear then the sum of the slopes of all components is equal to one. However, in practice these relationships are not precisely linear, but nevertheless the sum of slopes is always close to 1 (0.89-1.14). By examining all three of these statistics (RMS of anomalies, correlations and regression slopes), one can attribute North Atlantic DIC inventory variability to its constituent components.

A comparison of the size of variability across the four different timescales as the RMS of anomalies (Figure 3.6a, d, g, j) shows that the magnitude of DIC inventory variability increases for longer timescales. In particular, interannual anomalies (Figure 3.6a) are much smaller (on the order $10^{-2}$ PgC) than longer timescale anomalies (order $10^{-1}$ to $10^1$ PgC, Figure 3.6g, j). While it would be tempting to dismiss these interannual anomalies as unimportant since they are small in comparison with the long term changes in basin carbon content by the year 2100, they are nonetheless crucial in setting the interannual variability of the ocean’s uptake of CO$_2$, which in turn is an important component of climate variability (McKinley et al., 2017).

Much of interannual North Atlantic DIC variability (regression slope of 0.78) is attributed primarily to the saturation component, $C^{sat}$. $C^{anth}$ and $C^{carb}$ are minor contributors on this timescale (0.10 and 0.05), and the roles of $C^{soft}$ and $C^{dis}$ are
negligible (Figure 3.6c). Note that while a carbon anomaly in a given year may have large components from various periods of variability, this analysis identifies the portion of that anomaly that varies on specific timescales. For example, for a given time, a large part of the total carbon anomaly $C'$ may be due to a large anomaly in $C^{soft}$, but if that $C^{soft}$ anomaly is part of long period variability, then this analysis will find $C^{soft}$ to be unimportant on interannual timescales and instead identifies which component varies coherently on short, interannual timescales. On decadal timescales, most DIC variability is driven by the $C^{sat}$ (0.46) and $C^{anth}$ (0.32) components, each with similar importance (Figure 3.6f). Over multidecadal timescales, large variability in $C^{sat}$ (-0.76) and $C^{soft}$ (+0.81) is approximately compensatory, and variability in the accumulation of anthropogenic carbon (1.16) dominates the
variability of the North Atlantic carbon sink. The longest-term changes in the
North Atlantic DIC inventory are driven almost entirely (1.18) by the basin’s up-
take of anthropogenic carbon (Figure 3.6l). On this timescale, although there are
considerable changes in the inventories of each of the other components on the or-
der of a few PgC, these are dwarfed by the basin’s accumulation of approximately
70 Pg of anthropogenic carbon (Figure 3.5e).

3.4.2 $C^{\text{sat}}$ Variability

The previous section has established that variability in saturation carbon is an
important driver of the variability of total North Atlantic DIC, and so the follow-
ing section seeks to account for this. Using the same variability analysis as for
the total DIC inventory, the sources of variability in $C^{\text{sat}}$ are quantified. For this
analysis, only 3 timescales of variability are distinguished, since the controls on
decadal and multidecadal $C^{\text{sat}}$ variability are similar. To investigate the contribu-
tion of temperature, alkalinity and salinity to variability in $C^{\text{sat}}$, fields of $C^{\text{sat}}$ are
recalculated offline by fixing two fields while allowing the other to vary. For ex-
ample, to quantify the $C^{\text{sat}}$ variability caused by variability in ocean temperature,
$C^{\text{sat}}_{\text{temp}}$, fields of $C^{\text{sat}}$ are calculated using annual mean temperature fields for each
year, but the alkalinity and salinity fields from the first year of the experiment,
1860. Note that this method of calculating saturation concentration by varying
one parameter and fixing the others does not account for nonlinearities in carbon
system equations. This means that at a given time, the sum of $C^{\text{sat}}$ anomalies due
to temperature, preformed alkalinity and salinity will not exactly match the $C^{\text{sat}}$
anomaly when all three parameters vary together. Nevertheless, this method of de-
composing $C^{\text{sat}}$ variability is useful because the errors that result from carbonate
system nonlinearities are smaller than the effects of interest.

Across all timescales, temperature and alkalinity are both important seawater
properties that control $C^{\text{sat}}$ variability, and the impact of salinity is negligible. On
interannual timescales, large anomalies in $C^{\text{sat}}$ due to temperature (regression slope
of 0.60) and alkalinity (0.49) variability (Figure 3.7b) are well-correlated with the
total $C^{\text{sat}}$ variability (Figure 3.7c), and so both play roles in controlling interannual
$C^{\text{sat}}$ variability (Figure 3.7d). On decadal and multidecadal timescales, variability
in temperature imparts most of the variability in $C^\text{sat}$ (0.71), but alkalinity variability is also important (0.37, Figure 3.7g). The trend in $C^\text{sat}$ arises due to the partially compensatory long term changes in North Atlantic temperature and alkalinity (2.58 versus -1.65), which act in opposition to each other (Figure 3.7i and j). The effect of temperature, however, is larger, and gives rise to the long term decline of $C^\text{sat}$ in the North Atlantic (Figure 3.7a). The only timescale over which salinity variability has an impact on $C^\text{sat}$ is in the long term, causing a very small decrease by the end of 2099 (Figure 3.7j).

A ‘back of the envelope’ calculation demonstrates the carbonate system equations are slightly more sensitive to temperature variance than preformed alkalinity in the North Atlantic. In the North Atlantic, most of the $C^\text{sat}$ variability occurs in the upper 300 m. A typical mean temperature for surface 300 m of the North
Atlantic is 16.22 °C, with a mean preformed alkalinity of 2388 mmol m\(^{-3}\). Taken over the same domain, the RMS of interannual temperature anomalies is 0.0307 °C, and 0.2818 mmol m\(^{-3}\) for preformed alkalinity. A basin-scale temperature anomaly of 0.0307 °C with properties that are otherwise typical of the upper 300 m in the causes a \(C_{sat}\) anomaly of 0.2805 mmol m\(^{-3}\), all other factors being held constant. On the other hand, a preformed alkalinity anomaly of 0.2818 mmol m\(^{-3}\) will only change \(C_{sat}\) by 0.2284 mmol m\(^{-3}\). Therefore, typical temperature variability in the North Atlantic imparts a greater effect on \(C_{sat}\) than typical preformed alkalinity variability does.

### 3.4.3 \(C^{soft}\) Variability

Soft tissue DIC variability is an important component of total DIC multidecadal variability. On a regional scale, this reservoir of carbon is modulated by only three processes: export production, advection and destruction. Export production describes the process of generation of organic matter that is respired at depth by heterotrophs to form \(C^{soft}\). Export production is therefore the source of \(C^{soft}\) in the global ocean. Once formed, \(C^{soft}\) may be exchanged between basins, and so advection can be a regional source or sink process. The global sink for \(C^{soft}\) arises when deep waters are upwelled into the surface mixed layer and its identity as \(C^{soft}\) is lost because in this framework, \(C^{soft}\) is assumed to be 0 in the surface ocean (i.e. \(C^{soft}\) is ‘destroyed’ as it is relaxed towards 0 above 62 m, see Section 3.2.1). Taken over the global scale, the advection term is zero, and the only two processes affecting the size of the \(C^{soft}\) reservoir are export production and destruction. To compare the roles of export production against physical redistribution and destruction in varying the soft tissue carbon concentrations on regional scales, the \(C^{soft}\) reservoir is partitioned into two components.

\[
\begin{align*}
\frac{dC^{soft}}{dt} & = E_t - (H_t + D_t) \quad (3.28) \\
(H_t + D_t) & = \frac{dC^{soft}_t}{dt} - E_t \quad (3.29)
\end{align*}
\]

The total inventory change of soft tissue carbon in an ocean basin over time,
\[
\frac{dC_{\text{soft}}}{dt}, \text{ can be expressed at any time, } t, \text{ as the sum of the generation of } C_{\text{soft}} \text{ by export production } (E_t), \text{ the net horizontal advection of } C_{\text{soft}} \text{ in or out of the basin } (H_t) \text{ and the destruction of } C_{\text{soft}} \text{ through ventilation } (D_t), \text{ equation (3.28).}
\]

Rearranging, it is possible to solve for \( H_t + D_t \) using model output fields of \( E_t \) and \( \frac{dC_{\text{soft}}}{dt} \), equation (3.29). Note that with this method it is not possible to distinguish between \( H \) and \( D \), but their sum can be interpreted as the control of physical processes on \( C_{\text{soft}} \).

\[
C_{t,\text{soft}} = C_{t,\text{soft}}^0 + \sum_{t_0}^{t} E + \sum_{t_0}^{t} (H + D) \tag{3.30}
\]

\[
C_{t,\text{soft}}^E = C_{t,\text{soft}} - C_{t_0,\text{soft}} \tag{3.31}
\]

\[
C_{t,\text{soft}}^{H+D} = \sum_{t_0}^{t} (H + D) + \sum_{t_0}^{t} (H + D) \tag{3.32}
\]

To apply the same variability analysis on the \( C_{\text{soft}} \) budget, it is necessary to derive reservoirs of \( C_{\text{soft}} \) due to the two controlling processes, \( E \) and \( H + D \). First, one may express the total amount of \( C_{\text{soft}} \) in a region at a given time, \( t \), \( C_{t,\text{soft}} \) as the sum of \( C_{t_0,\text{soft}} \), the region’s soft tissue carbon inventory at an initial time, \( t_0 \) (the year 1860, model year 1), the amount of \( C_{\text{soft}} \) produced through export production since \( t_0 \) and the amount of \( C_{\text{soft}} \) produced through advection and destruction since \( t_0 \), equation (3.30). One can simplify equation (3.30) by subtracting out the initial \( C_{\text{soft}} \) inventory, \( C_{t_0,\text{soft}} \), to derive an equation for \( C_{\text{soft}} \) anomalies since the initial time \( (C_{\text{soft}}^E) \), equations (3.31) and (3.32).

\[
C_{t,\text{soft}}^E = \sum_{t_0}^{t} E + (H + D)^{\text{CN}} \times (t - t_0) \tag{3.33}
\]

\[
C_{t,\text{soft}}^{H+D} = \sum_{t_0}^{t} (H + D) + E^{\text{CN}} \times (t - t_0) \tag{3.34}
\]

To quantify how one process (either \( E \) or \( H + D \)) changes the \( C_{\text{soft}} \) reservoir over time since \( t_0 \), one may write down a similar equation where the other process is held constant. For example, the changes in \( C_{\text{soft}} \) in the anthropogenic (AN) simulation due to export production \( (C_{\text{soft}}^E) \) can be expressed as the sum of the export...
production since $t_0$ plus the long term average of $C_{\text{soft}}$ advection and destruction in the control (CN) simulation $(H + D)^{\text{CN}}$ multiplied by the number of years since $t_0$, equation (3.33). A similar equation for the changes in $C_{\text{soft}}$ due to advection and destruction $(C_{\text{soft}}^{H+D})$ in the anthropogenic simulation can be constructed in the same way, equation (3.34).

\[
\frac{dC_{\text{soft}}^{\text{CN}}}{dt} \neq 0 = L
\] (3.35)

At steady state, in a well spun-up control simulation, a long term average of \(dC_{\text{soft}}^{\text{CN}}/dt\) should be zero. However the computational expense of running the model was large enough that it was not feasible to integrate the model for the thousands of years necessary to fully equilibrate all the fields. As a result, the ocean’s $C_{\text{soft}}$ pool in the control simulation $(C_{\text{soft}}^{\text{CN}})$ is still drifting throughout the experiments, equation (3.35). The long term average of this drift is calculated over the entire 240 years of the control simulation as $L$ (in PgC_{\text{soft}}\text{yr}^{-1}$), equation (3.35).

\[
C_{t}^{\text{soft}L} = L \times (t - t_0)
\] (3.36)

To close the budget such that the total $C_{t}^{\text{soft}}$ is equal to the sum of the components from export production and advection plus destruction, a third ‘leak correction’ term must be included, $C_{t}^{\text{soft}L}$. The leak correction at any time, $t$, is calculated as the long term average drift in the control simulation $C_{\text{soft}}^{\text{CN}}$ inventory multiplied by the number of years since $t_0$, equation (3.36).

\[
C_{t}^{\text{soft}} = C_{t}^{\text{soft}E} + C_{t}^{\text{soft}H+D} - C_{t}^{\text{soft}L}
\] (3.37)

The leak correction arises because the long term average production of $C_{\text{soft}}$ in the control simulation is not equal to its advection + destruction. As a result, the sum of $C_{t}^{\text{soft}E}$ and $C_{t}^{\text{soft}H+D}$ drifts away from $C_{t}^{\text{soft}}$ at a rate of the drift in the control simulation, $L$. This term is qualitatively unimportant on all timescales.
except the long term trend since its rate of accumulation is time invariant. The full $C^{soft}$ decomposition in terms of contributions from changes in export production, advection + destruction, and drift is therefore found, equation (3.37). Note that the leak correction term is subtracted in this budget because by definition its sign must oppose the control simulation drift, $L$, equation (3.35). Therefore, if the control simulation has a negative $C^{soft}$ drift (i.e. loses $C^{soft}$ over time), then $C^{softL}$ increases over time to compensate.

With the decomposition of $C^{soft}$ equation (3.37), one may quantitatively attribute variability in the total pool to anomalies in either export production or physical processes. Time series of the three components in equation (3.37) can then be analysed using the same methods described earlier: subtracting long term means, filtering and calculating descriptive statistics.

Earlier it was shown that $C^{soft}$ variability becomes important in setting the overall North Atlantic DIC variability over multidecadal timescales (Figure 3.6i). Over interannual timescales, $C^{soft}$ variability in the North Atlantic is driven primarily by variability in advection and destruction (Figure 3.8d). $H+D$ variability is partially opposed by variability in export production on decadal and longer timescales, but the magnitude of the latter is much smaller (Figure 3.8g and j). The contribution of model drift to the overall changes in $C^{soft}$ by the end of the simulation in 2099 is small in comparison with the other two components (Figure 3.8j).

Typical anomalies in the export production are not large enough to generate the $C^{soft}$ anomalies produced in this simulation. In the North Atlantic, the RMS of basin-integrated interannual $C^{soft}$ anomalies is 0.032 PgC, Figure 3.8b. North Atlantic export production anomalies on interannual timescales have an RMS of 0.0186 PgC yr$^{-1}$. On longer timescales, the case is qualitatively the same: export production variability is insufficient to explain the modelled $C^{soft}$ inventory variability. The other physical processes controlling (advection of $C^{soft}$ into the basin and destruction of $C^{soft}$ by ventilation) therefore must also have an important stake in setting the basin’s inventory variability.
3.5 Discussion

In this work, it has been shown that different mechanisms give rise to variability in the size of the North Atlantic carbon sink over a range of timescales from the onset of industrial era through to the end of the current century. In general, variability primarily in temperature but also in preformed alkalinity of the North Atlantic governs the interannual variations in basin DIC content. This result suggests that...
relatively high frequency variations in ocean heat content are critical in driving short term changes in the carbon reservoir, which are likely to govern short term CO$_2$ flux variability (Halloran et al., 2015). Doney et al. (2009) describe how the physical redistribution of DIC in the upper 100m is the main process giving rise to interannual variability in surface ocean $p$CO$_2$ and therefore air-sea carbon fluxes in the North Atlantic. Advection and diffusion of heat and alkalinity could therefore be the main processes that give rise to the $C^{sat}$ variability presented here. However, further work would be necessary to exhaustively identify the roles of other mechanisms that vary temperature and preformed alkalinity (such as surface heat and freshwater fluxes, biological modulation of surface alkalinity etc.).

Interannual DIC variations are small in size in comparison with the longer-period variability of North Atlantic carbon content. The accumulation of anthropogenic carbon on decadal, decadal and multidecadal timescales becomes increasingly important in setting the basin’s DIC content. Even so, saturation carbon variability remains an important driver of total DIC variability across decadal to multidecadal timescales. On multidecadal timescales, fluctuations in the basin’s soft tissue carbon reservoir also become critical. These soft tissue reservoir variations are almost completely counteracted by variations in the basin’s saturation carbon content of opposing sign, with the net effect on total DIC being primarily driven by anthropogenic carbon accumulation. Again, this saturation carbon variability is mostly controlled by North Atlantic heat content, with preformed alkalinity playing a secondary role. The $C^{soft}$ changes are mainly caused by physical accumulation of soft tissue carbon driven by circulation and/or ventilation changes rather than increasing biological export. In both reservoirs, these findings suggest primacy of physical rather than biological controls on North Atlantic DIC variability. Bernardello et al. (2014) describe how the natural carbon cycle response at the end of the 21st Century is characterised by large, nearly compensating decreases in preformed carbon (due to decreased $C^{sat}$) and increases in $C^{soft}$. The work presented here identifies the same long-term DIC response (the trends in $C^{sat}$ and $C^{soft}$, Figure 3.6l), but also that counteracting $C^{sat}$ and $C^{soft}$ variability is a critical control on North Atlantic DIC on shorter, multidecadal timescales as well (Figure 3.6i).

Large multidecadal North Atlantic DIC variability arises in connection with the
basin’s circulation. Export production is affected by ocean circulation by varying the supply of nutrients to the photic zone, which modulates primary productivity. However, this work suggests that action of North Atlantic circulation variability on the redistribution and destruction of soft tissue carbon is greater (and of opposing sign) than the effect on export production. The result is that net multidecadal variability in the soft tissue carbon reservoir is controlled by the larger effect of those physical processes than the biological DIC source. Indeed, redistribution of $C_{\text{soft}}$ has been suggested as the main driver of observed multidecadal DIC accumulation in the Northeast subpolar Atlantic (Humphreys et al., 2016). Furthermore, the upper (0-1000m) ocean overturning has been highlighted recently for its major role in controlling decadal CO$_2$ flux variability by modulating the supply of remineralised DIC (DeVries et al., 2017). Future work should aim to distinguish the roles of advection and destruction, and to identify the roles of different advective pathways in and out of the North Atlantic.

The North Atlantic anthropogenic carbon content shows large multidecadal swings in phase with the total DIC. The AMOC is a likely candidate responsible for these multidecadal swings, although further work is necessary to explicitly link the mechanisms. One potential mechanism could be that stronger overturning rapidly removes DIC (and $C_{\text{anth}}$) from the basin (southward across the equator). During weaker phases the opposite occurs and $C_{\text{anth}}$ (which invades the ocean from the surface) has more time to accumulate in the basin before being advected out. A dedicated study investigating $C_{\text{anth}}$ transport across the edges of the North Atlantic domain to large scale circulation would be necessary to determine if this speculated mechanism is robust.

### 3.6 Conclusions

Variability in the North Atlantic carbon sink across interannual, decadal, multidecadal and centennial timescales was attributed to contributions from driver processes. Interannual anomalies of DIC in the North Atlantic are mainly driven by temperature and alkalinity variations to the saturation concentration. Most of basin’s decadal variability is set by saturation variability, and anthropogenic
carbon plays an important secondary role. On multidecadal timescales, swings in large scale North Atlantic circulation drive strong compensating effects on DIC: decreasing saturation and increasing soft tissue carbon variability mostly cancel each other, and the anthropogenic increase drives the net effect. The long term trend is entirely characterised by the North Atlantic’s accumulation of about 70 PgC, which dominates the comparatively minor changes of a couple of PgC in the natural pools by the end of the 21st Century.
Chapter 4

A Dissection of Global DIC Variability

4.1 Introduction

In the previous chapter, the drivers of variability of the North Atlantic’s total DIC inventory were explored in detail. That work identified that much of the interannual DIC inventory variability was controlled by modulation of the carbon saturation concentration, $C_{sat}$. Of the four input parameters to the saturation calculation (temperature, salinity, preformed alkalinity and the preindustrial atmospheric CO$_2$ mixing ratio), the biggest driver of variability was found to be temperature, with preformed alkalinity playing a secondary role. This result is intriguing because it implies that one can quantify much of the year-to-year variability of the North Atlantic carbon stock using readily available observations of water temperature and salinity. A salient question that follows this finding is “to what extent is $C_{sat}$ the main driver of global interannual DIC variability; what processes control DIC variability in the other ocean basins?”

Previous work identifies strong interannual CO$_2$ flux variability in the tropical Pacific, subpolar and temperate North Atlantic and Pacific and the Southern Ocean (McKinley et al., 2017). In the Pacific, interannual variability in the tropics associated with ENSO varies the supply of DIC to the surface, which affects surface $p$CO$_2$ and driving large swings in the air-sea CO$_2$ flux (Doney et al., 2009; Park et al., 2010; Rödenbeck et al., 2014; Wang et al., 2015; Landschützer et al., 2016). Contrastingly in the Atlantic, there are indications that thermal effects on $p$CO$_2$
as well as DIC reorganisations play a large role in modifying year-to-year flux variability (Thomas et al., 2008; Doney et al., 2009; Wang et al., 2015; Landschützer et al., 2016). In the Southern Ocean, flux variability is linked to atmospheric forcing of ocean circulation that varies the supply of DIC and alkalinity to the surface (Landschützer et al., 2015, 2016). In all cases, those studies point towards the key role of DIC in controlling interannual the global CO₂ flux.

Looking to variability on longer decadal and multidecadal timescales, the accumulation of anthropogenic carbon appears to become important (Wanninkhof et al., 2010; McKinley et al., 2016). However, it is presently difficult to precisely distinguish anthropogenic carbon uptake from the large decadal variability in the natural carbon cycle (Landschützer et al., 2016; McKinley et al., 2016). For instance, in the Northeast Atlantic where C\text{anth} accumulation is relatively rapid, changes in remineralised carbon dominate the multidecadal DIC increase (Humphreys et al., 2016). Other work investigates the long term climate adjustment to anthropogenic climate change by the year 2100 CE, identifying widespread accumulation of C\text{anth} and reductions in preformed carbon that are partly compensated by an accumulation of remineralised organic carbon (Yool et al., 2013b; Bernardello et al., 2014).

While other work has revealed that variability in the global inventory of DIC is a key driver of CO₂ flux variability over a wide range of timescales, questions still remain about what underlies this DIC variability. Some studies examine the contributions of component processes of global DIC fields in a time-mean sense (Williams and Follows, 2011; MacGilchrist et al., 2014), or focus on the long term climate changes on centennial (Bernardello et al., 2014) or much longer timescales (Ödalen et al., 2017). The contributions of each DIC component to variability on interannual to multidecadal timescales has yet to be discussed from a global perspective.

This chapter is organised as follows: a brief overview of the model and simulations are presented. Then, a method to estimate the contributions of saturation, the soft tissue pump and the carbonate pump to DIC from commonly measured oceanographic parameters following standard published procedures is described. This method is then used to estimate each DIC component at various repeatedly
surveyed locations in the global ocean. The same method is also used on model output in the same locations. The observed and modelled temporal variability of each DIC component are compared to establish model performance, focusing on the surface 2000 dbar. Using model diagnostics (preformed tracers of alkalinity and nutrient) that provide more robust estimates of DIC components, global drivers of DIC variability for the full water column are then identified.

4.2 Methods

4.2.1 Model and Simulations

Output from a ocean general circulation model coupled to an intermediate complexity ecosystem model was used to identify the drivers of variability in the DIC inventory. The simulations used in this analysis are the same as those described in Section 3.2.1, but are briefly summarised again here, Table 4.1. The model consists of NEMO v3.2 ocean physics (Madec, 2008), coupled with MEDUSA-2 biogeochemistry (Yool et al., 2013a) and version 2 of the Louvain-la-Nuée Ice Model (LIM2, (Timmermann et al., 2005)) sea ice model. Simulations were run for the global domain at a nominal horizontal resolution of 1-by-1° of latitude.

The model was forced with surface fluxes of heat, momentum and freshwater, and atmospheric chemistry from a different coupled Earth System Model, HadGEM2.0-ES (Collins et al., 2011). The HadGEM2.0-ES simulation was itself forced with emissions of greenhouse gases according to RCP8.5 (Jones et al., 2011) from the year 1860 CE to the end of 2099 CE. A ‘control’ forcing set was created by taking the first 30 years of this experiment (while anthropogenic greenhouse gas concentrations are too small to cause significant climate change) and fixing greenhouse gas concentrations at a single preindustrial value of 286 ppmv. The ocean model was then spun up by 20 repeated iterations of the control forcing set for a total of 600 years. After this time, preformed tracers of Dissolved Inorganic Nitrogen (DIN) and alkalinity were set up, and the model was spun up for a further 300 years, as detailed in Section 3.2.1.

An ‘Anthropogenic’ experiment simulation (AN) was performed on the model
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Table 4.1: Description of simulations’ forcing

<table>
<thead>
<tr>
<th>Experiment Name</th>
<th>Radiative Forcing</th>
<th>Biogeochemical Forcing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anthropogenic (AN)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Warming Only (WO)</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Control (CN)</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

state after the 900 years of spin-up by forcing the NEMO-MEDUSA with output from the HadGEM2.0-ES RCP8.5 simulation; a duration of 240 years from 1860-2099. In addition, a ‘Warming Only’ simulation (WO) was performed covering the same period, except the radiative forcing effect of rising atmospheric greenhouse gases was decoupled from the ocean biogeochemical effects. The result is that the ocean responds to a warming climate without accumulating additional DIC, and the excess DIC in the anthropogenic run relative to the control can be considered ‘anthropogenic carbon’, $C_{anth}$. Finally, a ‘Control’ simulation (CN) was performed by continually forcing NEMO-MEDUSA repeatedly with the 30 year forcing set for the same duration as the perturbed experiments (AN and WO, 240 years), with atmospheric greenhouse gas concentrations fixed at preindustrial levels. The Control simulation is used to remove model drift from long term trends in the Anthropogenic simulation. Further details about the setup of these experiments is included in Section 3.2.1.

4.2.2 Partitioning Reservoirs of DIC

In Chapter 3.2.2, a method to quantify DIC components in a model framework was discussed, which hinged on the use of prognostic preformed tracers. These tracers are useful to directly diagnose the five components of DIC in the model, but the same approach cannot be used in the real world because preformed alkalinity and nutrient cannot be directly quantified. In the real world, methods exist to perform a similar DIC decomposition by estimating preformed tracers empirically using commonly observed oceanographic parameters (Brewer, 1978; Ito and Follows, 2005; Williams and Follows, 2011). For the purposes of the model validation only, this ‘empirical decomposition’ is used because it can be applied to both observations and model output, allowing the two to be compared like for like. While the empirical method is useful, other work has highlighted how estimating preformed
nutrients using apparent oxygen utilisation can lead to errors due to the subduction of significant air-sea oxygen disequilibria (Ito et al., 2004; Bernardello et al., 2014). The use of preformed tracers therefore avoids this source of error since preformed tracers are modelled directly. The main analysis using model output described in this chapter (Section 4.4) employs the ‘model decomposition’ (see Section 3.2.2). The model decomposition is used for the main analysis because it provides three advantages over the empirical method: 1) errors arising from the empirical estimation of $A_{pre}^T$ and preformed nutrient are avoided 2) the model decomposition is robust through transient climate change and 3) the model decomposition allows $C^{anth}$ and $C^{dis}$ to be distinguished (see description of $C^{res}$ later in this section).

The first derived parameter needed is preformed alkalinity, $A_{pre}^T$: the alkalinity that a water parcel had when it lost communication with the surface (mixed layer). By assuming that both this property and salinity mix conservatively in the interior ocean, this can be approximated from surface salinity. Using the same method as described in Section 3.2.1, surface alkalinity may be linearly regressed onto salinity. Those regression coefficients may then be used on interior ocean salinity to estimate $A_{pre}^T$, equation (3.3). Using fields of temperature, salinity, $A_{pre}^T$ and the mixing ratio of CO$_2$ in the preindustrial atmosphere ($X_{CO_2}^{pre}$=286 ppmv) $C^{sat}$ is calculated using standard carbonate system equations (van Heuven et al., 2011a).

$$C^{soft} = -R_{CO}AOU$$  \hspace{1cm} (4.1)

Next, the DIC regenerated by heterotrophs can be calculated from oxygen concentrations by assuming that carbon is remineralised at a fixed ratio to the oxygen consumed by heterotrophs, $R_{CO} = -106/151$, (Yool et al., 2013a). Thus, from AOU $C^{soft}$ may be calculated (4.1).

$$C^{carb} = \frac{1}{2}(A_{T} - A_{pre}^{T} - R_{NO}AOU)$$ \hspace{1cm} (4.2)

At depth, two main processes modify alkalinity: the dissolution of calcium carbonate and the remineralisation of nitrate, as discussed earlier in Section 3.2.2 (where the full derivation of $C^{carb}$ can be found). By assuming that nitrate is
remineralised with a fixed ratio to oxygen, $R_{\text{NO}} = -16/151$ (Yool et al., 2013a), the alkalinity change at depth due to nitrate remineralisation can be calculated by multiplying $R_{\text{NO}}$ by AOU, equation (3.15). The dissolution of one mole of calcium carbonate adds one mole of DIC into solution with one mole of doubly charged calcium ions, equation (3.13). Therefore, the DIC regenerated due to the carbonate pump is determined from regenerated alkalinity and regenerated nitrate, equations (3.19) and (4.2).

$$C^{\text{res}} = C - (C^{\text{sat}} + C^{\text{soft}} + C^{\text{carb}})$$  \hspace{1cm} (4.3)

The final component, $C^{\text{res}}$, is found as the residual when $C^{\text{sat}}$, $C^{\text{soft}}$ and $C^{\text{carb}}$ are subtracted from the total DIC concentration, $C$, equation (4.3). This component is affected by a number of processes, and represents the contribution to DIC by anthropogenic carbon emissions ($C^{\text{anth}}$) and subducted DIC disequilibria ($C^{\text{dis}}$). Any errors that accumulate through violations of the underlying assumptions will also affect this component. It is not trivial to distinguish these components, and so a common approach is to cautiously interpret $C^{\text{res}}$ with all of these factors in mind. Thus, an empirical decomposition of DIC fields in terms of four contributions from different processes is found that can readily be calculated from water sample temperature, salinity, DIC, alkalinity, and oxygen concentrations, equation (4.4).

$$C = C^{\text{sat}} + C^{\text{soft}} + C^{\text{carb}} + C^{\text{res}}$$  \hspace{1cm} (4.4)

### 4.3 Model Validation

To determine whether this modelling setup produces a realistic carbon cycle variability, observed DIC fluctuations are compared against those of the model. This work aims to quantify how much saturation, the soft tissue pump, the carbonate pump, disequilibria and anthropogenic carbon contribute to DIC variability on interannual timescales up to the end of the current century. Since large scale observations of ocean biogeochemistry only cover the most recent four decades (Olsen et al., 2016), it is not possible to comprehensively validate the model’s ocean carbon
cycle variability over the interannual to multidecadal timescales that are studied here. Instead, the temporal variability of $C_{\text{sat}}$, $C_{\text{soft}}$, $C_{\text{carb}}$, and $C_{\text{res}}$ is quantified wherever there are repeated cross-basin observations. In this way, it is possible to determine whether the model’s ocean carbon cycle varies over years to decades in a way that resembles the world ocean. In particular, this validation aims to identify if observations show any important variability that is not represented in the model.

Version two of the GLODAP database contains the largest collection to date of ocean interior biogeochemical data in a common format (Key et al., 2015; Olsen et al., 2016). GLODAPv2 contains geolocated values of ocean biogeochemical parameters including DIC, alkalinity and oxygen, as well accompanying physical water properties dating between 1972 and 2013. The observations most useful for this study are full-depth hydrographic sections with biogeochemical parameters that have been repeatedly occupied over several years.

Table 4.2: Summary of repeat hydrography drawn from GLODAPv2

<table>
<thead>
<tr>
<th>Initial</th>
<th>Ocean</th>
<th>Region</th>
<th>Direction</th>
<th>Total Repeats</th>
<th>Total Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACM</td>
<td>Atlantic</td>
<td>Central</td>
<td>Meridional</td>
<td>4</td>
<td>19</td>
</tr>
<tr>
<td>AEM</td>
<td>Atlantic</td>
<td>East</td>
<td>Meridional</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>ANZ</td>
<td>Atlantic</td>
<td>North</td>
<td>Zonal</td>
<td>4</td>
<td>19</td>
</tr>
<tr>
<td>ASZ</td>
<td>Atlantic</td>
<td>South</td>
<td>Zonal</td>
<td>3</td>
<td>25</td>
</tr>
<tr>
<td>ICM</td>
<td>Indian</td>
<td>Central</td>
<td>Meridional</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>IEM</td>
<td>Indian</td>
<td>East</td>
<td>Meridional</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>ISZ</td>
<td>Indian</td>
<td>South</td>
<td>Zonal</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>PEM</td>
<td>Pacific</td>
<td>East</td>
<td>Meridional</td>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td>PNZ</td>
<td>Pacific</td>
<td>North</td>
<td>Zonal</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>SAM</td>
<td>Southern</td>
<td>Atlantic</td>
<td>Meridional</td>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td>SAZ</td>
<td>Southern</td>
<td>Atlantic</td>
<td>Zonal</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>SIM</td>
<td>Southern</td>
<td>Indian</td>
<td>Meridional</td>
<td>3</td>
<td>16</td>
</tr>
</tbody>
</table>
Table 4.3: Additional information on hydrographic data drawn from GLODAPv2

<table>
<thead>
<tr>
<th>Initial</th>
<th>Other Names</th>
<th>Ship(s)</th>
<th>PI(s)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANZ</td>
<td>A5</td>
<td>Hesperides, R.H. Brown, Discovery</td>
<td>G. Parilla, D. Bitterman, K. Lee, S. Cunningham, B. King</td>
<td>(Millero et al., 2000) (Lee et al., 2003) (Chung et al., 2004) (Cunningham, 2005a,b)</td>
</tr>
<tr>
<td>ASZ</td>
<td>SAVE, A10</td>
<td>Knorr, Melville, R.H. Brown, Mirai</td>
<td>T. Takahashi, M. Baringer, A. Macdonald, Y. Yoshikawa</td>
<td>(SAVE, 1992) (Uchida et al., 2005)</td>
</tr>
<tr>
<td>ICM</td>
<td>I8N</td>
<td>Knorr, Malcolm Baldrige</td>
<td>L. Talley, R. Molinari</td>
<td>(Peltola et al., 1998) (Johnson et al., 2002)</td>
</tr>
<tr>
<td>IEM</td>
<td>I8I9</td>
<td>Knorr, Roger Revelle</td>
<td>A. Gordon, J. Swift, J. Sprintall</td>
<td>(Johnson et al., 2002)</td>
</tr>
<tr>
<td>ISZ</td>
<td>I5</td>
<td>Knorr, Roger Revelle</td>
<td>L. Talley, J. Swift</td>
<td>(Johnson et al., 2002)</td>
</tr>
<tr>
<td>PEM</td>
<td>P18</td>
<td>Discoverer, R.H. Brown</td>
<td>B. Taft, G. Johnson, J. Bullister</td>
<td></td>
</tr>
<tr>
<td>PNZ</td>
<td>P2</td>
<td>Kaiyo Maru, Melville</td>
<td>K. Okuda, P. Robbins, J. Swift</td>
<td>(Watanabe et al., 1999)</td>
</tr>
<tr>
<td>SAZ</td>
<td>S4A</td>
<td>Polarstern</td>
<td>E. Fährbach, H. de Baar</td>
<td>(Huhn et al., 2013)</td>
</tr>
<tr>
<td>SIM</td>
<td>I6S</td>
<td>Marion Dufresne, Roger Revelle</td>
<td>A. Poisson, K. Speer</td>
<td></td>
</tr>
</tbody>
</table>

References:
- (SAVE, 1992)
- (Peltola et al., 2005)
- (Johnson et al., 2003)
- (Alvarez et al., 2005)
- (Mémerly et al., 2005)
- (Peltola et al., 2005)
- (Millero et al., 2000)
- (Lee et al., 2003)
- (Chung et al., 2004)
- (Cunningham, 2005a,b)
- (SAVE, 1992)
- (Uchida et al., 2005)
- (Peltola et al., 1998)
- (Johnson et al., 2002)
- (Johnson et al., 2002)
- (Johnson et al., 2002)
- (Johnson et al., 2002)
- (Watanabe et al., 1999)
- (Chipman et al., 1994)
- (Hoppema, 2004)
- (González-Dávila et al., 2011)
- (van Heuven et al., 2011b)
- (Huhn et al., 2013)
- (Huhn et al., 2013)
- (Huhn et al., 2013)
Twelve long hydrographic sections were identified in GLODAPv2 that would be suitable for this validation (Table 4.2, Figure 4.1). Further details about the hydrographic sections can be found in Table 4.3, including references to individual datasets and cruise reports. Sections had to meet the following criteria to be useful in this analysis; 1) they must have been occupied at least twice 2) they sampled all of the following parameters necessary for the decomposition: temperature, salinity, pressure, oxygen, total alkalinity, DIC 3) stations were spaced no more than 111km along section with a the vertical resolution similar to the optimal 24 samples advised under the WOCE program (WOCE, 2003) 4) repeat surveys had to be within 220km of previous occupations. With the exception of the Arctic, all of the other major ocean basins are sampled in these twelve sections, although coverage is hardly global. The Atlantic basin is the best covered by repeat hydrography, with two sections (AEM and ANZ) covering the North, one section occupying the South (ASZ) and one central basin, full meridional section (ACM). The Southern Ocean is covered by three repeat sections (SAZ, SAM and SIM), although all are in or near the Atlantic sector. The Indian Ocean is covered by three sections, two meridional (ICM and IEM) and one zonal (ISZ). The Pacific Ocean is severely lacking coverage, with one zonal section (PNZ) and one meridional section in the eastern basin (PEM).

Although repeated hydrographic sections typically aim to occupy sampling stations in the same locations with each survey, in practice this is often not the case. To make a given section’s repeat surveys quantitatively comparable to one another and to the modelled fields, it is necessary to regrid both onto common grids. First, at each station values of seawater density were calculated as potential density anomalies from a 4000 dbar reference pressure ($\sigma_4$, kg m$^{-3}$) for each DIC datapoint using standard tools (McDougall and Barker, 2011). The biogeochemical parameters (DIC, $A_T$ and oxygen) were then interpolated onto a high resolution density grid using a piecewise cubic hermite interpolating polynomial (PCHIP). Where gaps in profiles were larger than 1 kg m$^{-3}$, no interpolation was performed. This is because it is not possible to solve for correct property/density gradients over large density intervals. Then, a generic cruise track for each of the 12 sections was drawn by selecting the model’s spatial grid cells coincident with the real world
cruise tracks. Each station was matched to the nearest grid cell of the ORCA1 model grid (Madec and Imbard, 1996). Where more than one station was matched to a grid cell, profiles were averaged together to generate uniform transects of data in space and density.

\[
RMS(C) = \sqrt{(C - \bar{C})^2} \tag{4.5}
\]

Along each section for each occupation, fields of \(C^{sat}\), \(C^{soft}\), \(C^{carb}\) and \(C^{res}\) were then calculated using the method described in section 4.2.2. For each section occupation, a single occupation-mean density profile was calculated each of the four DIC components. At each density level, the time mean concentration (\(\bar{C}\)) was calculated, then the difference of each year from the time mean was found (\(C - \bar{C}\)). These anomalies were squared, and the mean squared anomaly calculated. Finally, the square root of the mean squared anomalies was calculated to yield the temporal
root-mean-square (RMS) at each density level, equation (4.5). This was done for all density levels and each DIC component to give density profiles of variability.

Model sections were then generated by collecting monthly average model output corresponding to the time of each observation. Observations represent snapshots of the real world at single fixed points, whereas the model output used in this comparison is available as only monthly averages of 1-by-1 degree by several vertical metres for each grid cell. This means that the comparison of a model grid cell value to an observation is not like-for-like, but is at least a best available approximation. Furthermore, modelled variability is uncorrelated with real world variability because nature experiences different random variations than a forced model. For example, if at a given location, August 1990 showed anomalously high DIC, one would not expect DIC at that location in the model to also be anomalously high in August 1990, because the two systems experience different forcing and random variations. Even if the model replicated the patterns and magnitudes of real world variability perfectly, the chaotic nature of the Earth system would mean than an alignment of variability between the real world and the model is unlikely. Therefore, it is inappropriate to compare model output and observations directly. Instead, it is more meaningful to compare statistics about modelled and observed variability to determine if the model behaves realistically. Continuing with the previous example, a more useful comparison would be to examine the time variance of August DIC at the location in the model and real world.

To compare the modelled and observed variability statistically, ensembles of modelled sections were collected. For example, The Atlantic Central Meridional (ACM) section was occupied in Feb 1987, Aug 1993, Jul 2003 and Feb 2005. For each of those occupations, occupation-mean density profiles along that section were calculated for each of the DIC components. For visualisation purposes, these density profiles are plotted in DIC-pressure space by calculating the section-mean sea pressure at each density point (coloured lines in Figure 4.2a-d). The temporal variability down each profile is then shown as the temporal RMS (thick black lines in Figure 4.2e-h). The upper 2000 dbar are plotted to focus on the upper water column because this is where most of the relevant DIC variability occurs. While this validation focuses on the upper 2000 dbar, the rest of the results presented in
this chapter include the full water depth.

Model output at the same location at the same time was then analysed in the same way to generate one ensemble member. Eight additional ensemble members were collected (for a total of 9 ensemble members) by using output from each of the four years before and four years after the observed years. For example, the year−1 ensemble member uses output from the same months but the years 1986, 1992, 2002 and 2004, Table 4.4. The minimum-maximum range of the ensemble’s occupation-mean profiles are shown in the grey envelopes in Figure 4.2a-d. Therefore, if the observed mean profiles in Figure 4.2a-d lie within the grey envelopes, then the model’s occupation means are plausible to first order. Similarly, the modelled ranges of the RMS profiles are shown by the grey envelopes in Figure 4.2e-h. Any major inconsistencies between the observations and the model are highlighted by comparing the observed RMS profile with the grey envelopes. This comparison is useful because the timescale of variability compared between the model and observations is always consistent. Note that for both the model and observations, variability at any density level can only be calculated if at least two occupations of a given section had DIC data. Note also that no assertions are made that a meaningful estimate of observed biogeochemical variability can be drawn from the comparison of two occupations. Rather, what is presented here is a method to make use of whatever data are available, regardless of the obvious sampling limitations.
Figure 4.2: Modelled and observed variability of DIC components along the Atlantic Central Meridional (ACM) section

Figure 4.3: Modelled and observed variability of DIC components along the Atlantic East Meridional (AEM) section
Figure 4.4: Modelled and observed variability of DIC components along the Atlantic North Zonal (ANZ) section

Figure 4.5: Modelled and observed variability of DIC components along the Atlantic South Zonal (ASZ) section
4.3.1 Atlantic

For Atlantic waters shallower than 500 dbar, agreement between modelled and observed mean DIC component profiles is generally good, within 10 $\mu$mol kg$^{-1}$ (Figures 4.2-4.5a-d). $C^{carb}$, however shows a low bias in all four Atlantic locations for the upper water column (Figures 4.2-4.5c). Beneath the thermocline, (> 750 dbar) the model tends to show low biases in $C^{sat}$ and $C^{res}$ (10s of $\mu$mol kg$^{-1}$).

Across the Atlantic, the model tends to predict larger temporal variability in $C^{sat}$ in the upper 500 dbar than the observations indicate. Data from two Atlantic locations indicate that model also underestimates $C^{soft}$ variability (Figure 4.3f, 4.4f). The model also fails to reproduce the deep $C^{soft}$ maximum and its variability around 1000 dbar in the subtropical gyre at 24$^\circ$N (Figure 4.4b and f). However, this is most likely due to its displacement further south in the model than a total absence because the deep $C^{soft}$ maximum is visible in the full basin meridional section (ACM, Figure 4.2b and f). Agreement between the model and observations for $C^{carb}$ and $C^{res}$ variability is generally quite good, with some low biases.

4.3.2 Indian

Repeat basin-scale biogeochemical hydrography in the Indian Ocean is lacking, and none of these three sections have been occupied in more than two years. This validation is therefore insufficient to make confident statements about multi-year DIC variability. Mean DIC component density profiles appear to be well modelled. The model shows a systematic low bias in $C^{sat}$ (Figure 4.6-4.8a), as well as in $C^{res}$ below approximately 500 dbar (Figure 4.6-4.8d).

With the limitations of temporal coverage aside, the match is quite close between the model ensemble spread and observed variability (Figure 4.6-4.8e-h). Therefore, the limited (mostly seasonal) temporal variability observed in the Indian Ocean appears to well modelled.
Figure 4.6: Modelled and observed variability of DIC components along the Indian Central Meridional (ICM) section

4.3.3 Pacific

This approach to model validation identifies in GLODAPv2 only two repeatedly occupied hydrographic sections with detailed biogeochemical measurements in the Pacific Ocean. Moreover, both sections were only occupied twice, and so only a very limited assessment of Pacific interannual carbon cycle variability can be made here. There is a systematic low bias in $C_{\text{sat}}$ (Figures 4.9-4.10a), and the deep $C_{\text{carb}}$ maximum appears somewhat overestimated (Figure 4.9c) although this bias is less pronounced zonally (Figures 4.10c) The model also shows a high bias in $C_{\text{res}}$ in the upper 1000 dbar (Figure 4.9d).

The Pacific observations suggest generally low variability in all of the carbon components below 500 dbar, with the differences in $C_{\text{soft}}$ and $C_{\text{carb}}$ (Figure 4.10b,c,f,g) appearing to arise due to subtle variations in curvature of profiles rather than clearly genuine variability. Much of the observed Pacific DIC variability appears to be associated with $C_{\text{res}}$, which is somewhat underestimated in the model (Figure 4.9-4.10d,h).
Figure 4.7: Modelled and observed variability of DIC components along the Indian East Meridional (IEM) section

Figure 4.8: Modelled and observed variability of DIC components along the Indian South Zonal (ISZ) section
4.3.4 Southern

The Southern Ocean data show that the model has a low bias for $C_{\text{sat}}$ in all three locations, although the shape of profiles is in agreement with observations (Figure 4.11-4.13a). In addition, modelled $C_{\text{carb}}$ is often overestimated (Figure 4.11-4.13c). Outside of the Weddell Sea (where the SAZ data lie), the mean structure of $C_{\text{soft}}$ and $C_{\text{res}}$ are well modelled (Figure 4.11b and 4.13b).

Counterintuitively, the Southern Atlantic Meridional section has the best temporal coverage of all the sections described here, and therefore represents a particularly useful timeseries for model validation. In general, the observed variability closely matches that of the model (Figure 4.11e-h), although unrealistically large $C_{\text{res}}$ variance is indicated in waters deeper than about 200 dbar. In the surface waters at the Atlantic-Indian sector boundary (SIM), modelled variability matches the observations (Figure 4.13e-h). The jump in variability at 200 dbar arises with the inclusion of the 1993 occupation (which had insufficient surface data). For these deeper waters, the model shows higher variability than the observations indicate for $C_{\text{sat}}$, $C_{\text{carb}}$ and $C_{\text{res}}$ (Figure 4.13e,g,h).
Figure 4.10: Modelled and observed variability of DIC components along the Pacific North Zonal (PNZ) section

Figure 4.11: Modelled and observed variability of DIC components along the Southern Atlantic Meridional (SAM) section
Figure 4.12: Modelled and observed variability of DIC components along the Southern Atlantic Zonal (SAZ) section

Figure 4.13: Modelled and observed variability of DIC components along the Southern Indian Meridional (SIM) section

4.3.5 Validation Summary

While it is necessary to compare modelled and observed DIC variability in detail as in the previous section, a broader, bigger picture comparison is also useful.
The observed upper ocean variability of each DIC component can be summarised by first regridding the RMS profiles onto a regular pressure grid, then taking the mean value of the temporal RMS across the upper 2000 dbar, giving equal weight to each pressure level (thick black lines in Figures 4.2-4.13e-h) for each of the 12 hydrographic sections (green bars in Figure 4.14). Similarly, the mean values of the upper and lower limits of the ranges of modelled variability in the upper 2000 dbar can also be calculated in the same way (orange diamonds in Figure 4.14).

Figure 4.14: Comparison of observed versus modelled DIC component variability for $C_{\text{sat}}$, $C_{\text{soft}}$, $C_{\text{carb}}$, and $C_{\text{res}}$ (a-d). Green bars show pressure-averaged temporal variability in the upper 2000 dbar for 12 repeat hydrographic sections sites. The vertical extent of the orange diamonds shows the equivalent range of modelled temporal variability.
This validation does not identify any large unmodelled DIC component variability, although clear discrepancies exist, Figures 4.2-4.13. The validation process highlights frequent underestimation of $C_{sat}$. Note that the low bias is on the order of 10-20 µmol kg$^{-1}$, which is large enough to be considerable, given the internal DIC consistency of 4 µmol kg$^{-1}$ achieved in GLODAPv2 (Olsen et al., 2016). This low bias is mostly associated with the preformed alkalinity (see Section 3.2.1), although model temperature biases play a secondary role. Estimating interior preformed alkalinity is done by using a linear regression of surface alkalinity against surface salinity on the model field, and so that regression is sensitive to those two fields. In the model, surface mean salinity agrees relatively well with observations, but modelled alkalinity shows a low bias of order 10 µeq kg$^{-1}$. This leads to a low bias of preformed alkalinity, which is likely to be the main driver of the $C_{sat}$ low bias. Yool et al. (2013a) describe how high biases in primary production (particularly in the Pacific) causes increased CaCO$_3$ production, lowering surface alkalinity.

The model tends to show larger $C_{sat}$ variability in the upper Atlantic than is indicated in the observations (Figure 4.14a). The previous chapter presented results suggesting that saturation carbon variability in the North Atlantic drives most of the interannual variability in the basin’s DIC inventory. If the model’s overestimation of $C_{sat}$ variability is widespread across the North Atlantic, then there could be issues with the experimental setup that could weaken the conclusions presented in the previous chapter. However, since saturation variability in the model compares well with observations along the 24$^\circ$N section (ANZ), the discrepancies in the eastern basin (at the ACM and AEM sections) could reflect a front in the model with misplaced zonal extent. Such a misplacement of a front would have pronounced effects locally but may not be critical at the basin scale, and so the low variability bias at the ACM and AEM sections does not necessarily undermine the conclusions entirely.

Broadly, most of the observed $C_{soft}$ variability occurs in the upper 500 dbar, and the validation shows that much of this is captured in the model setup, Figure 4.14b). The model represents $C_{carb}$ and its variability quite well away from the Southern Ocean, but misplaces the CaCO$_3$ saturation horizon in some regions. These issues likely stem from MEDUSA-2’s tendency for excessive upper ocean
CaCO$_3$ dissolution that have been previously documented (Yool et al., 2013a), a direct cause of which has not yet been identified. Yool et al. (2013a) also draw attention to the fact that global total CaCO$_3$ production in MEDUSA-2 is on the low end of observation-based estimates, which is difficult to reconcile alongside the high C$_{carb}$ biases without dedicated investigation.

There is also a tendency for the model to under-represent C$_{res}$. It is difficult to confidently account for these differences because of the range of factors that affect C$_{res}$ (namely errors in the decomposition, C$_{anth}$ and C$_{dis}$). However, the main conclusions of this chapter are not reliant on the quantification of C$_{res}$; the following analysis of this chapter instead uses the tracer based diagnoses of DIC components (Section 3.2.2), rather than the empirical method (Section 4.2.2). Nevertheless, this validation indicates that interpretation of C$_{dis}$ should be carried out with caution as this component is the least confidently validated. The rest of the analysis going forward described in this chapter uses the model decomposition (rather than the empirical method employed for this validation only).

4.4 Results

4.4.1 Global DIC Variability

In addition to analysing the global ocean DIC inventory as single reservoir, model output was also subdivided geographically into five basins Atlantic, Pacific, Indian, Southern and Arctic (Figure 4.15). The Southern Ocean is taken to be the region south of 45$^\circ$S. The Atlantic includes the Labrador Sea but not the Greenland-Iceland-Norwegian Sea north of Iceland (poleward of 68$^\circ$N). The Indian Ocean is bounded by 45$^\circ$S to the south, 28$^\circ$E to the west, 130$^\circ$E to the east, and does not include the inland seas of Southeast Asia. The Pacific is bounded across the Bering Strait at 68 $^\circ$N and includes the seas of Southeast Asia. The Arctic is therefore the basin northward of others. The major inland seas of the Baltic, Mediterranean and Hudson Bay are masked out of all basins in this analysis. Annual average DIC basin totals for the full depth global ocean and its five sub-basins and its five components were calculated for each year to generate time series. These time
series were then filtered into four temporal components using the same procedure as in Section 3.4.1, separating out the interannual (1-5 year), decadal (5-20 year), multidecadal (>20 year) and trend variability. The same statistical methods were applied to these basin DIC series as discussed in Section 3.4.1: Inventory RMS to determine magnitudes of variability, correlations to determine strength of component covariance with total DIC and regression slope to determine the degree to which components produce anomalies in DIC.

Interannual variability in DIC is largely driven variability in soft tissue carbon (Figure 4.16a-c). There is a considerable but incompletely compensating effect of disequilibrium that also plays a role in setting total DIC interannual variability. This global result strongly contrasts the main results of the previous chapter, in which North Atlantic interannual variability in DIC was driven almost entirely by the saturation component. Clearly then, the North Atlantic is not the main ocean region driving global DIC variability.

Looking to longer timescales, decadal DIC variability is driven by strong variability in the uptake of anthropogenic carbon, with a secondary effect from $C_{sof}^{an}$ (Figure 4.16d-f). As with the interannual variability, this result differs strongly from the results of the North Atlantic alone, suggesting the primacy of other locations in setting the global picture.
Figure 4.16: Statistics describing the relationship between global DIC component variability and total DIC inventory variability on four timescales: interannual (1-5 year, a-c), decadal (5-20 year, d-f), multidecadal (>20 years, g-i), and the long term trend (j-l). Left: root-mean-square (RMS) of anomalies of total DIC inventory (black) and DIC components (colours). Centre: Correlations between component and total DIC inventory anomalies. Right: Slope of regression line between component and total DIC inventory anomalies.
Multidecadal DIC variability is driven almost entirely by anthropogenic carbon uptake (Figure 4.16g-i). There are also important compensating effects of $C_{sat}$ and $C_{soft}$, and since these two anticorrelated processes are of nearly equal magnitude, they nullify one another. The relative importance of these three components is similar for the North Atlantic as for the global ocean, but the size of multidecadal North Atlantic DIC anomalies (RMS = 0.23 PgC) is much smaller than anomalies at the global scale (RMS = 1.13 PgC) and so the North Atlantic is not the sole driver of global multidecadal DIC variability.

The overall global trend is driven by the uptake of anthropogenic carbon emissions (Figure 4.16j-l). By the end of the simulation, the global ocean DIC pool grows by 370 PgC. This is mainly driven by the accumulation of 400 Pg of anthropogenic carbon, although there is also a relatively small growth of the $C_{soft}$ inventory. The other natural carbon pools show small declines by the end of the simulation.

To determine what drives variability in global fields of DIC, it is helpful to first look at where anomalies in DIC are large at the gridpoint scale. Water column inventories of DIC were calculated for each horizontal location by summing through
depth, and then rescaling (dividing) by grid cell area. The RMS of annual DIC column inventory anomalies from the long term mean were calculated, and this map shows where variability is large on each timescale (Figure 4.17). Interannual and multidecadal DIC variability is spread across: the upwelling regions off the western South American coast, the South Atlantic Gyre, the tropical Pacific, the subpolar Pacific, subpolar North Atlantic and West Australia/South Equatorial Current region (Figure 4.17a,b). The widespread, large RMS values across the Pacific indicate that a considerable portion of the global interannual and multidecadal DIC variability is driven by this basin.

Multidecadal variability is more diffusely spread everywhere except the equatorial oceans, especially in the Arctic, subpolar North Pacific and subpolar North Atlantic (Figure 4.17c). Rather than one single ocean basin overshadowing the others, global multidecadal DIC variability is comprised of important contributions from all the basins.

There is a large long term trend of DIC variability everywhere in the ocean ($RMS > 100 \text{ gC m}^{-2}$), with the largest values ($RMS > 700 \text{ gC m}^{-2}$) in the South Indian Ocean Gyre, North Atlantic, and widespread, large ($100 < RMS < 700 \text{ gC m}^{-2}$) carbon accumulation over the extratropical Pacific and South Atlantic (Figure 4.17d).

### 4.4.2 Interannual Variability

To determine which components of DIC give rise to the variability shown in Figure 4.17, the regression slope of component anomalies against total DIC anomalies is calculated at each gridpoint. Maps of the impact of each component on column DIC inventory interannual variability are shown as the regression slope at each gridpoint multiplied by the RMS of DIC anomalies at each gridpoint, Figure 4.18. This scales the contribution of each component to the size of the total DIC variability, such that the sum of all five maps in Figure 4.18 produces the map in Figure 4.17a.

Large values of the $C_{soft}^{slope} \times \text{RMS}(C')$ in the eastern Pacific (Figure 4.18b) indicate that the soft tissue component is the major driver of variability. In addition, because the values of the other impacts in this same region (eastern Pacific)
Figure 4.18: Impact of DIC components shown as slope of regression line between component and total DIC inventory anomalies scaled by RMS(C′) for interannual (1-5 year) variability, gCm$^{-2}$.
are all small, the other components of DIC therefore are doing little to drive variability.

Note that just because a DIC component has moderate impact (slope × RMS(C')) values over a large area (as for C$_{sat}$ in Figure 4.18a) this does not mean that it is an important driver of DIC variability. For a component to have a large global impact, it must show strong coherent (rather than compensating) variability across a basin. Therefore, while C$_{sat}$ is an important driver of interannual variability at many individual locations, its globally summed importance is minor because anomalies at different locations compensate each other. Instead, C$_{soft}$ drives most of the interannual global DIC variability. In the subtropical South Atlantic, C$_{sat}$, C$_{soft}$, and C$_{dis}$ all drive local interannual DIC variability. In the northwestern Pacific to the east of Japan, C$_{soft}$, and C$_{sat}$ are the two main drivers.

4.4.3 Decadal Variability

![Figure 4.19: Impact of DIC components shown as slope of regression line between component and total DIC inventory anomalies scaled by RMS(C') for decadal (5-20 year) variability, gCm$^{-2}$](image)

Figure 4.19: Impact of DIC components shown as slope of regression line between component and total DIC inventory anomalies scaled by RMS(C') for decadal (5-20 year) variability, gCm$^{-2}$
The Pacific Ocean dominates the global decadal (5-20 year) DIC inventory variability, hosting the largest inventory anomalies per unit area (in the northwestern basin) as well as widespread moderate anomalies ($RMS > 25 \text{ gCm}^{-2}$) Figure 4.17b). In these regions, $C_{\text{soft}}$ is the dominant driver of variability, Figure 4.19b. In the northwestern Pacific the impacts of $C_{\text{sat}}$ and $C_{\text{carb}}$ are also important although smaller than that of $C_{\text{soft}}$ (Figure 4.19a,c,d).

Interestingly, although the globally integrated decadal DIC variability shows a strong relationship with $C_{\text{anth}}$ (Figure 4.16 d,e,f), this relationship is not apparent for pointwise column DIC inventories (Figure 4.19e). This can be reconciled by recognising that anomalies different gridpoints can compensate each other and sum to zero when integrated over the basin scale. Therefore, a plausible explanation is that seemingly large decadal variability of $C_{\text{soft}}$ at the gridpoint scale (Figure 4.19b) could represent spatial redistributions within the basin that have little effect on the total basin DIC variability. On the other hand, variability in $C_{\text{anth}}$ is likely to be coherent across a basin (everywhere responding to the monotonic atmospheric increase of atmospheric CO$_2$) and does not show compensating variability at different locations within a basin.

4.4.4 Multidecadal Variability

Multidecadal DIC variability is spread widely over the globe away from the tropics, with hotspots in the Arctic and northwestern Pacific (Figure 4.17c). The Arctic’s multidecadal variability is strongly driven by $C_{\text{anth}}$, but is partly compensated by saturation effects, Figure 4.20a,e. $C_{\text{soft}}$ variability is the dominant control in the subpolar North Atlantic and Pacific Oceans (Figure 4.20b) with strong opposing variability in $C_{\text{dis}}$ and $C_{\text{sat}}$ (Figure 4.20d,a). In the South and tropical Pacific, $C_{\text{soft}}$ drives most of the variability with modest contributions from $C_{\text{sat}}$, and $C_{\text{carb}}$ near the Southern Ocean. Extratropical Indian Ocean multidecadal DIC variability is driven purely by anthropogenic carbon, Figure 4.20e. In the Southern Ocean, moderate $C_{\text{sat}}$ and $C_{\text{dis}}$ anomalies drive multidecadal variability (Figure 4.20a, d) that are partly damped by counteracting $C_{\text{soft}}$ anomalies (Figure 4.20b).
4.4.5 Long Term Trend

The long term response of the global ocean to anthropogenic carbon emissions by the end of the 21st Century is to store large amounts of DIC everywhere, with the largest DIC anomalies per unit area in the southern Indian Ocean and North Atlantic. Across most of the ocean, this is driven by $C^{an}$, Figure 4.21e. In the eastern Pacific, subpolar North Atlantic, subpolar North Pacific and Southern Ocean, there are large accumulations of $C^{soft}$, Figure 4.21b. In the Pacific, this $C^{soft}$ buildup is accompanied by an almost equal reduction in $C^{dis}$ (Figure 4.21d). In the Southern Ocean, the long term $C^{soft}$ increase is mostly offset by declines in saturation and disequilibrium carbon, Figure 4.21a,d. In the tropical Indian Ocean, declines in $C^{soft}$ and $C^{dis}$ incompletely offset some of the $C^{an}$ accumulation, Figure 4.21b,d.
The bulk global changes in each carbon component due to climate change, are calculated as follows: starting with the annual mean global inventory of each carbon component \( I \) for any given year \( t \), equation (4.6), the difference between the mean inventories of the first and last decades (1860 to 1869 and 2090 to 2099 respectively) is found \( \Delta I \), equation (4.7). The inventory change due to climate change \( \Delta I^{CC} \) is calculated as the difference between \( \Delta I \) for the Anthropogenic (AN) simulation and the Control (CN) simulation, equation (4.8), to account for any drifts in the model.

By the end of the 21\textsuperscript{st} Century, the global ocean accumulates 399 Pg of anthropogenic carbon. At the same time, the anthropogenic greenhouse gas perturbation drastically alters the Earth’s radiative balance and widespread warming occurs. In the ocean, this manifests most prominently as a strengthening of stratification everywhere by the year 2099. The resulting decline in global overturning causes the accumulation of 44.9 Pg of soft tissue carbon. Meanwhile there are decreases in saturation (47.5 PgC), carbonate (7.63 PgC) and disequilibrium (19 PgC) carbon. The saturation carbon decline is due to thermal effects alone is 59.6 PgC, and 2.6 PgC due to salinity effects. Preformed alkalinity changes by the final decade of the 21\textsuperscript{st} Century increase the global \( C^{sat} \) inventory by 10.9 PgC. Note that this partitioning of \( C^{sat} \) into three components does not perfectly sum to the total \( C^{sat} \) change of \(-47.5 \) PgC due to nonlinear interactions between the thermal, salinity and alkalinity effects (see Section 3.4.2 for details on the calculation of components of \( C^{sat} \)). Instead these figures provide an estimate of approximate magnitude and sign of the different effects.
Having established that interannual variability in global DIC fields is driven primarily by Pacific soft tissue carbon variability, it is worth exploring the underlying mechanisms further. The same method is used here as described in Section 3.4.3 to attribute $C_{\text{soft}}$ variability to contributions from export production and physical redistribution.

\[
d\frac{dC_{\text{soft}}}{dt} = E_t - (H_t + D_t) \tag{4.9}
\]

\[
(H_t + D_t) = \frac{dC_{\text{soft}}}{dt} - E_t \tag{4.10}
\]

To briefly recap, this method is performed offline using only information about the export production of $C_{\text{soft}}$ (in gC yr$^{-1}$) and the total $C_{\text{soft}}$ inventory of an ocean...
Figure 4.22: Time series of Pacific $C'_{\text{soft}}$ with contributions from export production ($E$), advection plus destruction ($H + D$), and ‘leak correction’($L$) (a), with descriptive statistics showing the roles of each contribution on different timescales: interannual (1-5 years, b-d), decadal and multidecadal (>5 years, e-g), and the long term trend (h-j). Left: root-mean-square (RMS) of anomalies of $C'_{\text{soft}}$ inventory (black) and components (colours). Centre: Correlations between component and total $C'_{\text{soft}}$ inventory anomalies. Right: Slope of regression line between component and total $C'_{\text{soft}}$ inventory anomalies.

basin (in gC) to create a simple budget. In this budget, the ‘output’ of $C'_{\text{soft}}$ (in gC yr$^{-1}$) in a given year can be solved as the difference between the creation of $C'_{\text{soft}}$ (by export production, $E$) since the previous year and the change in size of the $C'_{\text{soft}}$ reservoir since the previous year, equations (4.9) and (4.10). In the global ocean, the ‘output’ component represents the ‘destruction’ of $C'_{\text{soft}}$ by vertical mixing into the surface ocean ($D$). For any basin of the global ocean, the ‘output’ component corresponds to the combined effects of the horizontal advection of $C'_{\text{soft}}$ into/out of
the basin and the ‘destruction’ of $C^{soft}$ by upward mixing with the surface ocean $(H + D)$. By adding the time series of one process ($E$ or $H + D$) to the long term average of the other process from the control (CN) simulation $(H + D^{CN}$ or $E^{CN}$), time series of anomalies due to each of the two processes can be constructed, $C^{softE}$ and $C^{softH+D}$ respectively (Figure 4.22a, red and blue lines).

If the long term averages of export production and advection+destruction components are not equal in the control simulation (i.e. if the control $C^{soft}$ inventory is still drifting), then a third ‘leak correction’ component ($C^{softL}$) arises in this budget equal to the difference between the two processes and of opposite sign. To reiterate, there is no temporal variation in the leak component, and so it only appears in the analysis of the long term trend in $C^{soft}$ (Figure 4.22d,g,j). The model’s Pacific $C^{soft}$ budget is still drifting slightly (gaining approximately 0.07 PgC$^{soft}$ yr$^{-1}$) even after hundreds of years of spin-up, and so the leak component is a small part of the long term trend (Figure 4.22j). The millenia-long spin-up to equilibrate $C^{soft}$ production and destruction was not feasible for this study.

In the Pacific, where interannual and decadal variability in $C^{soft}$ drives much of the global DIC variability, physical redistribution and $C^{soft}$ destruction, rather than biological production, are the key processes. Year-to-year variability in export production only makes small changes in the Pacific $C^{soft}$ budget (Figure 4.22d,g). With this method alone, it is not possible to distinguish between the advection and destruction by vertical mixing components.

At the global scale the only sink of $C^{soft}$ is through upwelling into the surface mixed layer. The Pacific (Figure 4.22b-d) and global (Figure 4.23b-d) $C^{soft}$ variability on interannual timescales is very similar, and so it is plausible that Pacific $C^{softH+D}$ variability is caused by ventilation rather than advection. In the long term trend, the $C^{soft}$ anomalies due to destruction drastically increase, while anomalies due to export production decline, Figure 4.23a). This means that although the production of $C^{soft}$ (through export production) has decreased, there is a much larger decline in the destruction of $C^{soft}$ via upwelling into the surface ocean. The net result of climate change in a warming world under RCP8.5 on the two opposing effects is growth of the global $C^{soft}$ inventory.
4.4.7 Surface DIC Variability

The analysis of DIC inventories up to this point has considered the global integral of inorganic carbon over the full depth of the modelled ocean. This approach accounts for all DIC variability in the entire ocean, and mostly occurs in the upper 2000 m. However, the air-sea gas flux of carbon dioxide is a process necessarily focused on the ocean surface, and so it is also relevant to examine DIC variability
in the uppermost layer of the oceans. Therefore, instead of summing the ocean’s inventory of DIC through the entire depth, the same analysis can also be performed on just the surface 6 m layer of the model.

![Figure 4.24: Strength of different components of DIC in controlling variability on different timescales, expressed as the slope of regression line between component and total DIC inventory anomalies in only the surface 6m layer of the global ocean for four different timescales of variability, (a) 1-5 year interannual, (b) 5-20 year decadal, (c) >20 year multidecadal, and (d) the long term trend](image)

DIC variability in the surface 6 m strongly contrasts that of the entire oceans, and consists mainly of saturation and anthropogenic carbon variance, Figure 4.24. On interannual timescales, almost all the variability of the surface layer is driven by saturation, Figure 4.24a. Decadal variability shows small contributions from dis-equilibrium and anthropogenic components of DIC, however $C_{\text{sat}}$ is again the dominant driver, Figure 4.24b. On multidecadal timescales and over the long term trend, anthropogenic carbon is the unsurprising major component, although its effect is partly dampened by opposing saturation variability, Figure 4.24c,d.

This analysis indicates that the biological pump is therefore a weak driver of DIC
variability on all timescales in the surface 6 m. This is because the configuration of regenerated $C^{soft}$ and $C^{carb}$ tracers (DIN$^{reg}$ and A$^{reg}_T$ respectively) are relaxed towards 0 in the upper 62 m of the ocean (see Section 3.2.1). Any deviations of DIC away from saturation with a preindustrial atmosphere that are not due to anthropogenic carbon are then shifted from $C^{soft}$ and $C^{carb}$ into the disequilibrium pool, $C^{dis}$. Given that $C^{soft}$ is the critical driver of global DIC variability, one might expect that the ventilation of $C^{soft}$ into the mixed layer would impart appreciable $C^{dis}$ anomalies into the uppermost 6 m of the ocean but small regression slopes of $C^{dis}$ anomalies indicate that this is not the case, Figure 4.24. Instead, a plausible explanation is that CO$_2$ fluxes effectively eliminate DIC disequilibria in the surface 6 m.

Figure 4.25: Strength of different components of DIC in controlling variability on different timescales, expressed as the slope of regression line between component and total DIC inventory anomalies in only the surface 62m layer of the global ocean for four different timescales of variability, (a) 1-5 year interannual, (b) 5-20 year decadal, (c) >20 year multidecadal, and (d) the long term trend.

If a thicker surface layer is chosen (62 m), then $C^{dis}$ emerges as a much more
important component of upper ocean DIC variability on interannual and decadal
timescales, Figure 4.25a,b. However, interannual and decadal DIC variability in the
upper ocean are still dominated by changes saturation rather than disequilibrium
concentrations. This result contrasts the analysis of the entire ocean domain, where
saturation carbon variability is minor. This analysis of multidecadal variability
and long term trends is not highly sensitive to the choice of depth chosen, as these
timescales are always dominated by $C^{\text{anth}}$ with minor compensation from the other
components, Figure 4.25c,d.

4.5 Discussion

The previous chapter identified variability in the saturation concentration of DIC
as the main driver of the interannual variability of the North Atlantic inorganic
carbon inventory. That finding led to the hypothesis that saturation is the dom-
inant driver of interannual global DIC variability. The work described in this
chapter refutes this hypothesis, identifying that Pacific Ocean hosts large inter-
annual variability of soft tissue carbon that sets the global pattern. In particular,
advection and vertical transport drive $C^{\text{soft}}$ variability more strongly than variance
in export production. The North Atlantic’s strongly saturation-driven interannual
variability, while important at the basin scale, is found to be a lower-order con-
tributor to global interannual DIC variability. The processes that control decadal
and multidecadal DIC variability are distinct from those operating on interannual
timescales. Anthropogenic carbon uptake is instrumental in setting global variab-
ility on decadal and multidecadal timescales, and to the end of the 21st Century.
Saturation and disequilibrium variability on decadal and longer timescales tends to
oppose the action of $C^{\text{soft}}$ and the degree of this incomplete compensation is what
sets the natural carbon cycle variability under climate change.

Variability in carbon concentrations in the upper ocean are of first order impor-
tance in governing the global marine flux of CO$_2$ (Doney et al., 2009; Landschützer
et al., 2016). Here, the importance of the Pacific is highlighted for its control of
interannual variability of oceanic inorganic carbon content. In the tropical and east-
ern Pacific, large variability in soft tissue carbon is responsible for driving much of
the total variability of the total global DIC inventory. The equatorial Pacific hosts the ENSO phenomenon, where interannual variations in easterly tropical winds cause large swings in local upwelling. Interannual variability of Pacific upwelling affects $C^{soft}$ in two opposing ways: 1) by modulating the supply of nutrients to surface, which subsequently controls primary production and export production of $C^{soft}$, and 2) by varying the destruction of $C^{soft}$ through the upwelling of deep waters rich in remineralised carbon to the surface. In the Pacific, the effect of upwelling in bringing $C^{soft}$-rich waters to the surface is greater than its effect on export production. In addition, the Pacific hosts intense DIC variability North of where the Kuroshio current separates from the Japanese coast. Here, variations in the western boundary current extension modulate the upwelling of $C^{soft}$, as well as saturation carbon and DIC disequilibria to a lesser extent. These findings suggest that a detailed understanding of these Pacific regions is key to constraining global interannual DIC variability.

The GLODAPv2 database is crucially lacking in repeat hydrography with biogeochemistry for the Pacific Ocean. In both sections identified, only two years of data may be compared. Given that models indicate that the Pacific is likely to be an important location for interannual and decadal carbon cycle variability (Doney et al., 2009; Long et al., 2013), this paucity of data represents a major limitation for the scientific community’s ability to validate ocean carbon cycle models. In general, most of the important variability in the Pacific is likely to be located in the tropics which are poorly represented in the observations (Key et al., 2015; Olsen et al., 2016).

Although moored sensors and fixed point observatory timeseries exist (Sutton et al., 2014, 2017), the Pacific Ocean is crucially lacking both surface and interior carbon observations (Ishii et al., 2014; Bakker et al., 2016; Olsen et al., 2016; Key et al., 2015) necessary to constrain interannual DIC variability. In particular, mooring data from four Pacific sites show reduced CO$_2$ uptake over 10 years from 2004-2014 due to warm anomalies in the later years. In the model, these locations’ DIC interannual variability is controlled by $C^{sat}$ and $C^{soft}$ and lie further north than the highly variable $C^{soft}$-driven tropical Pacific. While the long time series locations discussed by Sutton et al. (2017) may be representative of the subtropical
North Pacific, these do not capture the crucial equatorial Pacific $C^{soft}$ variability that is identified here.

Much of the scientific understanding of the Pacific as a driver of interannual carbon flux variability stems from either numerical models or interpolated $pCO_2$ mapping studies. In all cases there is a consensus that the tropical and eastern Pacific underlies this variability (McKinley et al., 2017). This work highlights that soft tissue carbon is the critical DIC component that drives Pacific $CO_2$ flux variability, but a detailed understanding of the global soft tissue pump is still lacking. While this study finds that interior redistribution and ventilation of soft tissue carbon rather than export production drives Pacific DIC variability, there is nevertheless a pressing need to ensure that ocean simulations are able to correctly model the biological pump because this is the original source of $C^{soft}$. Authors highlight that gaps in a mechanistic understanding of the soft tissue pump limit the ability of models to correctly predict future changes, particularly requiring more complex consideration of heterotrophic processes (Sanders et al., 2014; Cavan et al., 2017). In another vein, models show disagreement on the sign of primary productivity changes in response to a warming ocean (e.g. Taucher and Oschlies, 2011). These fundamental gaps in our understanding of the biological pump leave crucial weaknesses in biogeochemical models. Until ocean models can produce soft tissue carbon confidently there will be critical uncertainties in the future evolution of the ocean carbon sink.

From an observation perspective, studies that leverage mapped $pCO_2$ products to quantify $CO_2$ flux variability also may not be responding to the processes that numerical models suggest are important. In regions like the Pacific, observations of surface $pCO_2$, interior DIC and the soft tissue pump are relatively scarce, and are likely insufficient to confidently constrain interannual variability (Takahashi et al., 2014; Wanninkhof, 2014; McKinley et al., 2017). Through one method or another, $pCO_2$ mapping techniques such as Multilinear Regression or neural networks must be trained on regularly and densely sampled predictor variable to estimate sparsely sampled $pCO_2$ fields (Rödenbeck et al., 2013; Landschützer et al., 2014; Rödenbeck et al., 2015). In a simple example, Wang et al. (2015) discuss how subannual and interannual $pCO_2$ - SST relationships can differ, making empirical estimation
of $p\text{CO}_2$ on better sampled oceanographic parameters problematic. While these approaches clearly make the best use of the limited data presently available, modelling studies (including this one) highlight that processes (such as soft tissue carbon cycling) that are not well-observed appear to be important. While those processes remain incompletely constrained in observations, then data-based approaches to estimating carbon flux variability (as with modelling approaches) will still be critically uncertain.

The role of ENSO in driving global interannual variability is consistently highlighted in the literature (Doney et al., 2009; Park et al., 2010; Rödenbeck et al., 2014; Ishii et al., 2014; Wang et al., 2015; Landschützer et al., 2016). An atmospherically forced ocean-only simulation lacks the ocean-atmosphere feedbacks that underlie ENSO. A detailed validation of ENSO is not attempted here, but other work highlights that HadGEM2 simulations (which provided the atmospheric forcing for this study) show relatively good ENSO characteristics in spite of errors in the underlying feedbacks (Bellenger et al., 2014). A common model error is an underestimation of ENSO amplitude owing to underestimation of upwelling (Dong et al., 2017). The potential for a low bias in tropical upwelling therefore does not likely detract from the main finding of this work that the tropical Pacific C$_{soft}$ is central to global DIC inventory variability in this model.

While this study is primarily concerned with investigating the entire ocean DIC pool, it is worth examining the variability right at the surface. In the surface 6 m, interannual and decadal DIC variability is attributable almost entirely to the saturation component. When integrated over the surface 62 m, the role of carbon disequilibria on interannual and decadal timescales become considerable, although still much smaller than saturation. Given that the air-sea carbon flux is an inherently surface-focused process, this evidence suggests that the DIC variability potentially most relevant to carbon fluxes is most strongly controlled by saturation. This result suggests that the roles of drivers of DIC variability are somewhat sensitive to the domain chosen, and warrents further investigation in the context of CO$_2$ fluxes. A more in-depth exploration of this result is not attempted here, but is discussed further in Section 5.2.
4.6 Conclusions

Here, the variability of the global ocean pool of dissolved inorganic carbon has been decomposed into different timescales; interannual, decadal, multidecadal and the long term trend running up to the year 2100. The contributions of saturation, the soft tissue pump, the carbonate pump, disequilibria and anthropogenic emissions to global DIC variability were identified. Global DIC interannual variability is driven chiefly by the upwelling of soft tissue carbon, $C_{\text{soft}}$, in the eastern and equatorial Pacific. The Pacific also hosts widespread, strong decadal variability in $C_{\text{soft}}$, but contributions from other basins and DIC components are important in setting the global pattern. Particularly, decadal and multidecadal variability in the invasion of anthropogenic carbon into the extratropical oceans (especially the Arctic) sets the global pattern. The ‘natural’ (i.e. non-anthropogenic) carbon cycle’s decadal and multidecadal variability is characterised by incomplete compensation of soft tissue carbon against saturation and disequilibrium anomalies, and is small compared to the leading-order role of anthropogenic carbon. The carbon added to the deep ocean by the dissolution of sinking calcium carbonate, $C_{\text{carb}}$, is always a small contributor to global DIC variability. By the end of the 21st Century, the global ocean accumulates 400 Pg of anthropogenic carbon. At the same time, the natural carbon pools respond to climate change with a net decline of 30 PgC. The decrease of the saturation, carbonate and disequilibrium pools is incompletely offset by the accumulation of 48.5 PgC$^{\text{soft}}$ through strengthening stratification.
Chapter 5

Conclusion

5.1 Review of Results

The broad aim of this thesis was to undertake a detailed examination of the mechanisms that give rise to variability in the ocean carbon sink. Since the global ocean is a major, variable sink of CO$_2$ for the atmosphere, it plays a key role in regulating the planetary radiation balance, and therefore climate. A knowledge of the variability of ocean carbon uptake is necessary to understand how future climate may change as a result of anthropogenic changes to Earth’s greenhouse effect. More precisely, an assessment of the contributions of processes giving rise to carbon sink variability in the present and future ocean under climate change is needed to understand how future climate change may unfold. Moreover, the diversity of mechanisms that modulate the ocean carbon sink gives rise to variability on a spectrum of timescales. Therefore, the main aim of this work was to identify specifically which processes cause ocean carbon sink variability on different timescales over recent decades up to the end of the 21st Century.

First, the drivers of North Atlantic CO$_2$ gas flux variability were investigated in a model simulation under strongly rising atmospheric greenhouse gas concentrations from the year 1860 to 2099 CE. This study distinguished the roles of the three components of the air-sea gas flux equation: the interfacial CO$_2$ concentration gradient, the gas transfer velocity, and the solubility coefficient. In the North Atlantic, both the air-sea $p$CO$_2$ gradient and gas transfer velocity contribute importantly to interannual variability of gas exchange. This shorter period variability
contrasts the longer, multianual and decadal gas flux variability, which is dominated by the air-sea $p\text{CO}_2$ gradient contribution alone. As a consequence, it is possible to estimate multianual North Atlantic CO$_2$ gas flux variability without well constrained estimates of fluctuations in the gas transfer velocity.

Having established the importance of oceanic $p\text{CO}_2$ variability in controlling North Atlantic carbon dioxide uptake, the drivers of changes in the basin’s carbon content were explored. Fields of North Atlantic dissolved inorganic carbon were decomposed into contributions from solubility, the soft tissue pump, the carbonate pump, disequilibria, and anthropogenic activities using a model simulation of the global ocean experiencing climate change due to rapidly increasing greenhouse gas concentrations from the year 1860 to 2099. Interannual variability in North Atlantic DIC results almost entirely from changes in the saturation concentration of inorganic carbon. These saturation changes are caused mostly by temperature and secondarily by preformed alkalinity variance, while salinity makes effectively negligible contributions. Decadal variability in the basin is driven by both saturation and anthropogenic carbon components. The saturation component of decadal DIC is mostly thermally driven, but preformed alkalinity also plays an important role. Multidecadal variability is driven mostly by AMOC strength modulating the uptake of anthropogenic carbon, while also causing large, opposing swings in saturation and soft tissue carbon almost completely compensate each other. The long term DIC trend between 1860 and 2099 is driven almost entirely by the accumulation of anthropogenic carbon, which dwarfs the changes in the natural carbon pools up to the end of the 21st Century.

The third chapter of research expands upon the first and second, and explores the drivers of variability in the global ocean DIC pool. Using the same simulation of the global ocean’s response to sharply increasing atmospheric greenhouse gas content in the 240 years leading up to the year 2100, the oceanic carbon content was partitioned in terms of components from saturation, the soft tissue and carbonate pumps, disequilibria and anthropogenic carbon. Global interannual DIC variability in the equatorial and eastern Pacific sets the global variance. Year-to-year differences in the upwelling of deep waters rich in soft tissue carbon into the surface ocean Pacific is the key mechanism driving global DIC variability. The
contribution of interannual variability in the production of soft tissue carbon by
the Pacific ecosystem is found to be small in comparison with the much larger
role of physical redistribution. Disequilibrium carbon variability in the Pacific also
forms an important, but smaller component of total interannual DIC variability.
This global result strongly contrasts that of the North Atlantic described in the
previous chapter, where temperature and preformed alkalinity variability under-
pins interannual changes in the basin’s DIC stock. The global decadal variability
in DIC content stems from the anthropogenic component. On multidecadal times-
cales, anthropogenic carbon uptake variability is also the main driver of the global
pattern, while multidecadal saturation and soft tissue carbon fluctuations mostly
compensate each other. The main response of the global ocean to human carbon
emissions by the year 2100 is the accumulation of hundreds of petagrams of an-
thropogenic carbon. This additional carbon is much larger than the changes to
the natural ocean carbon pools that result from climate change by the end of the
century.

5.2 Further Outlook

Although this thesis identifies key processes that drive ocean carbon cycle variab-
ility to first order, there are still details about those underlying mechanisms which
remain to be explored. For example, the boundary regions of the Kuroshio exten-
sion and North Atlantic current inter-gyre boundary appear to be sites that drive
ocean carbon cycle variance, and so a focused analysis of these western boundary
current separation regions is still needed. A detailed analysis of the role of west-
ern boundary current dynamics would benefit from a simulation of much higher
resolution than the nominal 1-by-1° setup used here. Furthermore, a more in-
depth attribution of carbon cycle variability to specific physical processes would
be a salient next step. For example, models can be configured to provide much
more detailed diagnostics of the roles of advection, mixing, convection, and other
processes in controlling tracer budgets (e.g. Butler et al., 2013; Lauderdale et al.,
2016).

The choice of modelling approach used in this work was largely driven by the
practicality and ease of deployment. An uncoupled ocean model is a particularly useful tool to quickly identify the response of the ocean to recent atmospheric variability or future climate change, but lacks realistic feedback dynamics. The main value of this work lies in its identification of drivers of ocean carbon cycle variability that should ideally be followed up with further study using different tools. In particular, a coupled atmosphere-ocean model, and ocean models forced with observations would be useful to expand on the findings identified here. With different model approaches, it would be possible to explore, for example, the roles of ocean-atmosphere feedbacks, or to attribute specific, observed carbon cycle variability events to underlying mechanisms. This work has highlighted the importance of the Pacific equatorial upwelling for global DIC variability, and so it is clear that further, dedicated study to examine the ocean-atmosphere phenomenon (particularly using a coupled model) would be very enlightening.

The subduction and upwelling of carbon disequilibria was identified as a second-order component of global and regional DIC variability. While DIC disequilibria never appear as a main driver of variability at the largest scales, they nevertheless play an important role in setting the global ocean carbon sink, especially on interannual timescales and in the long term trend to the end of the 21st C. While the role of $C^{dis}$ in the context of North Atlantic and global ocean carbon variability was identified, the drivers of this component remain unexplored. Efforts are already being made to develop a more detailed understanding of disequilibrium carbon; mixed layer depth and wind speed are key controlling factors (Jones et al., 2014). Furthermore, this thesis found the contribution of $C^{dis}$ to overall North Atlantic DIC inventory variability to be small, and yet Jones et al. (2014) highlight the north of the basin as a hotspot for the formation of disequilibria. Future investigation into the role and drivers of $C^{dis}$ will likely require the use of numerical simulation, and so due care should be taken to ensure model setup is appropriate. The model setup used for this study lacks coupled ocean-atmospheric feedback, and spatiotemporal variability (other than a long term increase) in atmospheric $pCO_2$ concentration, and therefore may not be well suited to study the disequilibrium carbon component in detail.

Two of the main results that emerged from this thesis suggest that the estimation
of the variability of the North Atlantic carbon sink could be approximated without a detailed knowledge of the underlying carbonate chemistry. In the first research chapter and (Couldrey et al., 2016), it was demonstrated that carbon dioxide fluxes can be reasonably estimated using only information about $pCO_2$ variability, since the gas transfer velocity contribution is often small. In the second research chapter, saturation dynamics were found to be the leading order control on North Atlantic DIC variability on interannual timescales. The third research chapter finds that while Pacific $C^{soft}$ is the dominant driver of global interannual DIC variability, the surface ocean is much more responsive to saturation changes than the full depth. Other work finds that DIC inventory variability is the leading driver of interannual changes in surface ocean $pCO_2$ in the North Atlantic (Thomas et al., 2008; Doney et al., 2009). All of these results indicate that it could be possible to approximate surface CO$_2$ flux variability in the North Atlantic using well sampled oceanographic parameters: monthly mean fields of surface ocean temperature and salinity, climatological surface alkalinity and monthly mean fields of ocean surface winds. The saturation DIC concentration is calculated using the temperature and salinity of a water parcel, an estimated preformed alkalinity (based on its salinity) and a fixed preindustrial atmospheric $pCO_2$. This saturation concentration could then be used in the CO$_2$ flux equation to work out a ‘saturation flux’. Fields of this saturation flux could be compared against observation-derived carbon flux fields such as those described by Landschützer et al. (2016) and Rödenbeck et al. (2014). Such a comparison would provide information about what amount of flux variability is driven by saturation processes, independent of the formulation of underlying neural networks or models. Jones et al. (2014) highlight how one can derive observation based estimates of ocean carbon disequilibria, which occur when CO$_2$ fluxes cannot fully eliminate air-sea gradients of $pCO_2$. One could using information such as the equilibration efficiency parameters described by Jones et al. (2014) to identify where saturation fluxes are likely to be similar to the actual flux. Such work would not provide a comprehensive analysis of carbon flux variability, but would nonetheless provide insight using readily available observations and methods.
Chapter 6

Appendix

6.1 Alternative gas transfer velocity parameterisations

Supplementary materials to the work described in Chapter 2 and in (Couldrey et al., 2016):

This appendix contains some additional investigation into alternative gas transfer velocities and the model output used in this work (attached separately). We calculated critical timescales (Figure 6.1) using different gas transfer parameterisations (Figure 6.2) and offline model output, rather than running new simulations. Although this approach means that calculated critical timescales are not directly comparable with those in the main manuscript, we find that these results are qualitatively consistent with our main findings.

To investigate the sensitivity of the critical timescale of ΔpCO₂ dominance on flux variability to the choice of gas transfer parameterization, we recalculated its value using alternative functions (Figure 6.1). To do this thoroughly, it would be necessary to run additional simulations, each with a different k. Since this is not possible within the scope of this work, we instead calculated k using offline wind speeds. This will introduce some error, since the ocean’s DIC field will not accurately respond to the differences in CO₂ flux imparted by the use of a different k than that with which the model was run. As a result, this is not directly comparable with the analysis shown in the main manuscript, but it nevertheless indicates that the result is qualitatively similar. The other parameterizations chosen were
selected on the basis that they were functionally distinct from the one used in our model (Nightingale et al., 2000) and commonly used: (Wanninkhof, 2014), (Weiss et al., 2007), (Sweeney et al., 2007) and (McGillis et al., 2001) (shown in Figure 6.2). Broadly, the spatial structures of all five are quite similar, and there is good agreement between timescales, no matter which parameterization is used (Figure 6.1). The main difference that the choice of parameterization makes is in the magnitude of the critical timescale when the timescale is large, making the highs higher, especially when the (McGillis et al., 2001) equation is used.

Figure 6.1: Critical timescale of flux variability (purple colors) calculated using four alternative gas transfer velocities: (Wanninkhof, 2014), (Weiss et al., 2007), (Sweeney et al., 2007) and (McGillis et al., 2001). Orange: areas where $k$ variability is important on all timescales. Compare with Figure 2.8 in the main manuscript.
Figure 6.2: Relationships between wind speed and gas transfer velocity ($k$) for the parameterizations shown in Figure 6.1 and the one used in the main simulations (Nightingale et al., 2000)
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