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By Frances Mary Burrell

The global demand for radiological characterisation of a vast range of sample matrices as well as
the pressure to improve emergency preparedness has led to the emergence of novel rapid and
automated techniques. For radioanalytical procedures involving the separation and isolation of
difficult to measure nuclides, a particular focus has been on the use of pumps or pressure
gradients to accelerate the flow of solutions through a chromatographic column. The
introduction of elevated flow rates as well as changing procedural specifications due to advances
in detection method, shifts in nuclide detection levels required for dose assessments and growing
interest in unusual matrices has contributed to the need for new or modified radioanalytical
methods. The development and validation of methods can involve a large volume of
experimental work and is often hindered by a lack of certified reference materials and isotopic
tracers. The development of software to simulate chromatographic breakthrough and elution
profiles would therefore be a useful tool in method development and validation as well as in

support of routine radiological analysis using automated separation techniques.

This thesis details the development of a numerical simulation method for modelling
chromatographic breakthrough. A mechanistic and modular approach has been followed based
on the numerical solution of ordinary differential equations to describe concentration change
with respect to time. The method was first developed to describe the batch sorption and
desorption of analytes and then applied to a packed bed geometry under a range of operating
conditions. The proposed numerical simulation method shows great potential for the prediction
of elution profiles from any chromatographic system provided the correct input parameters are

defined.
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Chapter 1

Chapter 1: Introduction

1.1. Rationale

1.1.1. Radioanalytical characterisation of waste arising from nuclear decommissioning

This project was sponsored by the Nuclear Decommissioning Authority (NDA) and GAU-
Radioanalytical and came under the characterisation theme within the NDA Bursary Scheme. A
statement in the NDA’s most recent strategy document® (effective from April 2016) presented to
the UK and Scottish Parliaments under Schedule 2 of the Energy Act 2004 highlighted the
importance of characterisation at all stages of decommissioning operations from baseline

evidence through to clean-up quality assessment:

“Characterisation plays an important role in the decommissioning of nuclear facilities. It is
the basis for planning, identification of the extent and nature of contamination,
assessment of potential risk impacts, cost estimation, implementation of
decommissioning and waste management, radiation protection, protection of the

environment, as well as supporting decisions to release the site and buildings.”

Non-radiological characterisation can be used to assess the chemical environment and guiding
decontamination strategies as well as identify chemically toxic materials which may present a
processing hazard or fall below landfill waste acceptance criteria (WAC)?.. The requirement to
accurately quantify non-radiological risk is expected to become increasingly important for the UK
nuclear industry®. The quantification of the nature and amount of radioactive contamination is,
however, well-established and is the driving factor in nuclear waste classification and
management. Radiological characterisation is essential both in minimising the amount of material

requiring costly processing and storage and in ensuring public safety.

International guidance on calculation of total radioactivity recommends using a combination of
historical records, on-site non-destructive analysis and sampling of materials for laboratory-based
destructive analysis. Historical records can include details of building materials, reactor operating
conditions, accidental releases or leaks and waste processing and management®’. The
comprehensiveness of these records dictates the subsequent in-situ characterisation and
sampling strategy. In the case of well-documented sites, computational modelling of neutron
activation of materials in the reactor can be used to predict the radionuclide distribution® whereas
historical wastes with low traceability require more extensive initial characterisation®. The
principal non-destructive, in-situ methods are gamma imaging, gross alpha/beta measurements,

gamma spectrometry, neutron counting methods and calorimetry®®. These methods can only
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guantify easy to measure (ETM) nuclides so must be used in combination with destructive
methods to build a full radiological inventory. Destructive methods involve sampling the material
and conducting laboratory-based radiochemical analysis. This is required to obtain activity
measurements of ‘difficult to measure’ (DTM) alpha and beta emitting radionuclides as well as in
the case of very heterogenic or penetrative contamination where depth profiles are required.
These two measurement techniques are combined to produce a complete waste inventory
through the use of scaling factors (also known as radionuclide fingerprints or nuclide vectors).
This technique is recognised as the 15021238:2007 international standard and is based on the
correlations between key easy to measure nuclides such as such as Co-60, Cs-137, Ce-144 and Sb-
125 and difficult or impossible to measure (ITM) nuclides®’. These correlations are material and
site specific and are generated from destructive analysis characterisation. The correlation
between the nuclides may be based on chemical similarity or an empirically observed
relationship. If chemical decontamination is carried out on a material, the scaling factors
associated with the material may also significantly change®®. In addition, scaling factors are used
for stable and homogeneous waste streams generated during the operation of a power plant; it
should be noted, however, that destructive analysis would be required to reassess these factors if

. . 4,7
changes were made to the reactor operation or waste processing routes™’.

In-situ development needs have been identified for the Sellafield site; these include methods for
the location of radiological hot spots, imaging techniques and faster activity measurements in
hard to access and highly active areas via remotely operated robotic devices®. This research
challenge has also been recognised by the UK government which is planning to invest £93 million
towards robotics and Al in extreme environments (including nuclear energy, deep mining, space
and off-shore energy) under the Industrial Strategy Challenge Fund®. This fund was created to
provide funding and support to UK businesses and researchers and is part of the government’s

£4.7 billion increase in research and development over 4 years, starting in 2017.

Destructive measurements are more costly than in-situ measurements with the full procedure of
sample extraction, transportation to external laboratories and radiochemical analysis following a
representative sampling plan contributing significantly to the UK’s decommissioning budget.
There is, therefore, a considerable need to develop faster and cheaper radiochemical analysis

methods.
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1.1.2. Development of rapid radioanalytical methods

Destructive radiochemical analysis of alpha and beta emitting radionuclides requires isolation of
the analyte(s) from the bulk matrix and other interferents. Interfering species vary depending on
detection method employed; radiometric techniques such as liquid scintillation counting or alpha
spectrometry can exhibit problematic spectral overlap between radionuclides whereas mass
spectrometry suffers from isobaric or polyatomic interferents (e.g. measurement of *°Pu requires
considerable decontamination from the more abundant uranium isotopes due to the formation of
28U'H* in the plasma)™. Separation of analytes can be time consuming and requires significant

analyst input.

In addition to supporting the decommissioning phase, characterisation is required in all other
phases of the life cycle of a nuclear facility from baseline measurements during construction to
monitoring of wastes and health physics during operation to final surveys for site license
termination®. Radiochemical laboratories may receive samples from a variety of nuclear power
plants at different stages of their life cycle and from multiple locations both nationally and
internationally. These facilities may also be equipped to receive and analyse samples from
research reactors, radioisotope production sites, the radiopharmaceutical industry, naturally
occurring radioactive materials (NORM) producing industries such as the oil and gas sector and
environmental monitoring surveys. Reliable analytical techniques must therefore be available for
measuring radionuclide content in a wide range of sample matrices in a cost-effective and

efficient manner.

An additional motivation to improve turnaround times for the quantification of radionuclides is
emergency preparedness. In the event of a nuclear accident, nuclear attack or detonation of a
radiological dispersal device, reliable and rapid information regarding the radionuclides present,
their quantity and spatial distribution is essential in informing dose estimates and making crucial
decisions on the guidance issued to the public including the appropriate use of costly evacuation
procedures. After this initial demand, the focus would move to more extensive characterisation
to assist in the decontamination process, followed by further analysis of the wider radiochemical
composition including longer-lived nuclides to ensure the safety of the existing/returned

population.

Radioanalytical procedures for the isolation of alpha and beta emitting radionuclides often involve
multiple steps including sample dissolution, precipitation, evaporation, column chromatography
and preparation of the correct matrix for detection. Active research is being undertaken to

improve these procedures in terms of reducing the amount of sample required, minimising the

3
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cost, volume and toxicity of reagents used and waste generated and improving the separation of
species in the chromatographic step through tailored elution sequences or through the
development of new sorptive materials with greater selectivity. Advances are also being made to
detection methods. This includes the development of novel scintillators'* or improved
understanding of factors affecting shape of spectra®? in liquid scintillation counting; better source
preparation methods or software based techniques for deconvolution of spectra in alpha
spectrometry™; and more sensitive mass spectrometry instrumentation such as triple quadrupole
inductively coupled plasma mass spectrometry’®. These advances also change the requirements
of the radioanalytical separation procedure in terms of the matrix, analyte yield and accepted
levels of interferent in the final solution. Another driving factor for research into new
radioanalytical procedures is an emerging interest in measurement of an isotope of an element
that was previously insignificant for dose assessments; for example, the long-lived fission product,
Se-79 (ty» ~3 x 10° years)**® and zr-93 (ty2 ~1.5 x 10° years) which can be present in irradiated
fuel cladding, formed by the activation of stable zirconium'’. This growing interest could be due
to changes in reactor building materials or waste processing techniques, better understanding of
migration in the environment or a desire to better assess the activity remaining after extended
time periods. New methods can be validated by testing the entire procedure using certified
reference materials and the continued quality of results maintained using proficiency tests and
intercomparison exercises™®. In the UK, however, the limited range of certified reference
materials and certified isotopic tracers available hinders the validation of new methods for the

complete range of sample matrices encountered.

Due to its many advantages, radioanalytical procedures that have been newly developed or
improved for the reasons listed above usually include at least one column chromatography step.
Optimisation of column chromatography to achieve the desired analyte vyield and
decontamination factors can require a large number of experimental tests due to multiple
variables including the volume and composition of the loading sample, wash solution and eluting
reagent(s) as well as the length and diameter of the packed bed. Software capable of simulating
the chromatographic column output in the form of concentration against volume would therefore
be a useful tool for method development or sample specific optimisation of elution sequences. If
based on robust scientific knowledge, simulation software could also be used in conjunction with
certified reference materials as evidence for the validation of new radiochemical procedures for a

wide range of sample matrices.

Another emerging area of research to improve radioanalytical turnaround times is automation of

column chromatography. The use of pumps or air pressure gradients to control the flow of

4
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solutions through the column adds an additional variable to the chromatographic step; velocity.
This could also be incorporated into column output simulation software to aid in the optimisation
of chromatographic operating conditions to minimise total sample analysis time whilst meeting
additional specifications such as cost and interferent decontamination. In order to include flow
rate into simulation software, knowledge of the kinetics of the interaction of analytes with the
packed bed is needed. Unfortunately, the current availability of kinetic information for

radioanalytical chromatographic separations is limited.

The aims of this project were therefore to investigate the kinetics and thermodynamics of the
interaction of dissolved species with sorptive materials and to use this information to develop a
method for simulating the concentration output from a chromatographic column using a wide
range of adjustable variables. This simulation method could be used to support and validate the

development of rapid and automated radioanalytical techniques.

1.2. Modelling of chromatographic breakthrough profiles in radiochemistry

As summarised in the literature review (Chapter 2), the flow rate through the column controls the
width of the breakthrough or elution profiles of the analyte(s) and interfering species. This can
lead to changes in recovery within set volume fractions between different experiments where
flow rate is varied. Other column operating conditions such as bed length and diameter, particle
size, packing geometry, temperature, loading volume/concentration/matrix as well as rinsing and
elution volume/matrix can also impact the shape of the column output concentration profile.
Quantification or modelling of these output profiles within the field of radiochemistry has been

limited.

1.2.1. Quantification of breakthrough profiles

Prior to the commercialisation of extraction chromatographic resins by Eichrom, the effect of
various column parameters on the height equivalent of a theoretical plate (HETP) were
investigated for HDEHP on an inert diatomaceous earth support’®®’; this material was later
commercialised as Ln resin. The concept of theoretical plates originates from the processes of

2223 and was first applied to chromatography by Martin

distillation®" and countercurrent extraction
and Synge”* who defined the theoretical plate as a layer where the concentration in the solution
issuing from it is in equilibrium with the mean concentration of solute in the stationary phase
throughout the layer. In effect, the chromatographic column is hypothetically divided up into

equal length sections within which the average partitioning between the mobile and stationary

phases is equal to that at equilibrium. This concept is commonly used in high performance liquid
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chromatography (HPLC) or gas chromatography to assess column performance under different

conditions. In the characterisation of Ln resin, Horwitz et al. used an equation given by

Glueckauf®® (Equation 1.1.) to calculate the number of plates (N) for a column of a set length (L)

from the retention volume, i.e. the cumulative volume at which the peak concentration occurs

(Vg, referred to as V. by the authors), and the volumetric width at 1/e of the peak height (W).
8V L

N=—=— Equation 1.1.
W2  HETP

This method assumes Gaussian shaped peaks® and is determined experimentally by addition of a
discrete volume (~0.1 mL in the two publications being discussed) to the top of the column
followed by elution using the same matrix; this is known as isocratic elution. In this thesis, the
column output from this type of experiment is referred to as a breakthrough profile. This term is
used to distinguish isocratic elution profiles from elution profiles generated by separation
procedures consisting of sample loading followed by step changes in reagent to selectively elute
interferent and analyte species. Breakthrough experiments can be conducted with discrete or
continuous sample loading conditions; the latter leads to complete breakthrough whereby the
concentration entering the column equals the concentration at the output and dynamic

equilibrium in the system has been reached.

The first of the two publications by Horwitz et al."® investigated the effects of particle size, HDEHP
loading, flow rate and temperature on HETP while the second® also looked at the effects of
packing method (dry or slurry), column diameter and bed length. In both studies, plots of HETP
against interstitial fluid velocity (u.) were made. In the earlier study, the data showed a positive
linear relationship and could therefore be described by the Van Deemter equation (Equation 1.2.)
as being within the flow rate range where aqueous phase diffusion (the second term) is negligible
(Figure 1.1.). By contrast, the latter study found that HETP started to level off at fast flow rates
indicating that applying the Van Deemter equation to this system would be an oversimplification.
The authors measured the diffusion coefficients for the analyte (Eu®") in the mobile and stationary
phases and used these values to calculate expected plate heights through more complex
equations. The agreement between the calculated and experimental HETP values is within a
factor of ~2. This study also quantified the asymmetry of the peaks finding that even at the larger

plate heights (0.08 — 0.15 cm), asymmetry factors only reached as high as 1.2.

B
HETP = A+ —+ Cu, Equation 1.2.

Ue
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Height equivalent

Aqueous Phase Velocity

Figure 1.1.
Diagram depicting the contributions to HETP at different aqueous phase velocities.
This includes eddy dispersion (A), molecular diffusion (B) and aqueous-solid transfer kinetics (C).

These two publications also defined the number of free column volumes to peak maximum
parameter (k’) which is subsequently used in the majority of studies evaluating the interaction of
dissolved species with extraction chromatography resins for radioanalytical separations. This
parameter is calculated from the volume of the mobile phase (v.,) and Vi (Equation 1.3.) and is
converted to the volume distribution ratio (D) by multiplying by the ratio of the volumes of the
stationary (vs) and mobile phases (Equation 1.4.). The volume distribution ratio (D) is a measure
of the partitioning of species between the aqueous phase and the immobilised organic phase and
is usually calculated from the weight distribution ratio (D) which is a measure of the uptake per

gram of sorptive material (including the inert support).

K=— Equation 1.3.
vm
vm
D=k— Equation 1.4.
1]S

It should be noted that the terminology concerning partitioning of species varies between
publications; for example, the term volume distribution ratio (D) is used in the current
Eichrom/TrisKem literature but is previously referred to as the distribution coefficient (kp). The
IUPAC recommendations for nomenclature for chromatography®’ prefers the term distribution
constant over distribution coefficient as it conforms more closely to the general usage in science.
This guidance document also refers to the k' parameter as the retention factor and states that

there is no need to include the prime sign. As sorptive materials with both liquid and solid

7
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stationary phases are investigated in this thesis, the distribution constant (kp) will henceforth
refer to the ratio of analyte concentration on the solid material ([ag]o-[aqleq) per solid mass (W)
to that in the aqueous phase ([ag]e) per volume (V,4) at equilibrium (Equation 1.5.).

a — |a XV
ky = (laglo — [aqleq)*Vaq Equation 1.5.

[aq]eqXWs

HETP values were not as thoroughly investigated in further publications by Horwitz et al. but a
value of 0.11 cm is quoted for a reference system using TRU resin (flow velocity = 1-2 mL/cm?
min) and stated to be the same for Sr elution from Sr resin using the same particle size (50 — 100
)28

pum This publication also presents an agreement of k’ values obtained via batch and column

methods.

Miyamoto et al. used measurements of the HETP to optimise the conditions for a sequential
separation procedure of ultra-trace U, Th, Pb, and lanthanides using two different particle size
anion exchange resins®. As the flow rates used in this experiment were much slower (0.019 -
0.140 mL/min), all three terms in the Van Deemter equation (Equation 1.2.) impact over this

velocity range creating a flow rate vs HETP plot with a minima for each particle size (Figure 1.1.).

Although quantification of breakthrough profiles in terms of HETP can be a useful tool in assessing
and optimising column performance, the relationship between theoretical plate height and the
predicted shape of the column output concentration profile depends on the chosen

chromatographic model.

1.2.2. Chromatographic modelling

In order to predict how radioanalytical chromatographic separation procedures will perform
under different column operating conditions, a mathematical or computational method for
calculating the concentration of analyte and interferent species in the column output solution
with respect to time and/or volume is needed. Conversely, this method can be applied to
calculate an unknown sample concentration from knowledge of the loading volume, flow rate and
output or on-column measurements. This relies on reproducible column operating conditions and

robust descriptions of kinetic and thermodynamic parameters including the sorption isotherm.

Calculation of sample loading concentration using mathematical methods has been applied to the
on-column detection of a or B emitting radionuclides using scintillating minicolumns using two

approaches. In the first approach, detailed by Egorov et al.*°, a small volume sample is loaded
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followed by a rinse step to remove interferents; these are seen as transient signals on the
detector trace. The analyte is retained on the column and the activity is measured over a
specified integration time during either the rinse step or by stopping the flow once interfering
radionuclides have been removed. This approach relies on avoiding any breakthrough of the
analyte to ensure quantitative retention on the column (< 0.3 % analyte loss). A mathematical
formula has been used to calculate the maximum sample loading volume that can be used to
ensure this condition is met. This formula includes column dimensions, the HETP and the
retention factor (k’) and has been solved using an estimated HETP of 0.11 cm. The retention
factor in this publication is assumed to be a constant under a given acid concentration meaning
that the system is modelled using a linear isotherm. The relationship between flow rate and HETP

has not been explored.

The second approach is based on equilibrium being obtained following complete breakthrough of
large volume samples. Under continuous sample loading conditions, the concentration retained
on the column increases until equilibrium is reached at which point the on-column activity
reaches a plateau and the column input concentration is equal to the column output
concentration. Egorov et al.*’ compared two mathematical models for describing the column
output concentration profile and the on-column activity under continuous loading conditions.

These are referred to as the Gaussian model and the low plate number model.

An equation for the total on-column activity as a function of column output volume (Ay) was given
in order to calculate the loading volume required to reach equilibrium. A, was obtained by
deducting the integral of the activity concentration breakthrough function from the total activity
input (Equation 1.6.). The total activity input was calculated from the activity concentration in the
loading sample (C;») and the volume loaded (V;,). The Gaussian model function for the continuous
loading condition was based on the integral of a Gaussian distribution. This can be expressed
using the error function (erf) in terms of the retention volume and the number of plates (Equation
1.7.). The low plate number model was developed by Lévkvist et al.*? and can be expressed using
the complimentary error function (erfc) in terms of the retention volume and the number of

plates (Equation 1.8.).

%4
Ay = ConVin = G | £ 1DV Equation 1.6
0
™) 4 (V 1) n Equation 1.7
=-+= ——1) |= tion 1.7.
f > zerf A 5 quation
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VN [NV
) —R Equation 1.8.
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Both models were found to fit the experimental data well for the longer length column tested (2.9
cm) whereas the Gaussian model was less reliable for a shorter column (0.6 cm); it was therefore
concluded that the low plate number model was needed if the number of theoretical plates was

low (N < 5).

A more complex method for modelling chromatographic breakthrough profiles was employed in
the development of a separation procedure for the recovery of neptunium from spent nuclear

33
fuel

. Scaled-down experiments with an organic anion exchange resin (DOWEX MSA-1) column
were conducted using Th(IV) as a proxy for Np(IV). The column output concentration profiles
were simulated computationally using Fortran 95 text-based programming language. Partial
differential equations and boundary conditions describing the chromatographic column as well as
a squared-pulse sample loading were input and breakthrough data was generated.
Unfortunately, further details of the numerical solving method were not provided. The equations
used for describing the system included aqueous phase diffusion and the kinetics of transfer
between the aqueous and solid phases. Hydrodynamic assumptions included a uniform diffusion
constant and an incompressible fluid. Sorption/desorption kinetics assumed a second-order
reaction based on a Langmuir isotherm. A series of five experiments were conducted with varying
concentration of Th(IV) in the loading solution whilst maintaining the other column operating
conditions such as bed dimensions and flow rate. Increasing the loading concentration caused the
breakthrough profile to become more asymmetrical with an earlier peak position and a higher
degree of tailing. This was explained by the non-linearity of the sorption isotherm. Values for the
maximum solid concentration of Th(IV), the magnitude of sorption and desorption rate constants
(ratio kept constant) and apparent diffusion constant were fitted by minimising the sum of the
squared deviations between the calculated and experimental profiles. The contributions of
sorption/desorption kinetics and aqueous phase diffusion could not be separated so the

maximum values for these parameters were assessed instead.

Another example of the use of computational simulation for describing the movement of species
through a packed bed in the nuclear industry is modelling of ion exchange at the Sellafield lon
Exchange Effluent Plant (SIXEP) in Cumbria, UK **. This plant is responsible for decontamination of

storage pond effluents prior to authorised discharge. The final step in the process is retention of

10
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dissolved species (most importantly the conservative ions, Cs* and Sr**) on an inorganic ion
exchanger (clinoptilolite). A dual bed system is used whereby observation of activity
breakthrough from the lead bed onto the lag bed is followed by removal of the lead bed,
promotion of the lag bed to the lead position and installation of fresh material in the lag position.
The SIXEP facility has led to a large decrease in the levels of radioactivity discharged into the Irish

Sea.

The cation exchange step has been simulated using gPROMS modelling code through the input of
differential equations. These equations include a description of turbulence within the aqueous
phase due to the packed bed geometry, diffusion of species across the stagnant layer surrounding
the solid particles (film diffusion), ion exchange kinetics and diffusion within the solid particles.
Mass balance control is maintained with both the dissolved cation entering the active site and the
species released being accounted for. For simplicity it is assumed that one of these species is the
sodium cation which is initially sorbed onto the ion exchanger as well as being the major cationic
species in the feed solution. Modelling of intraparticle diffusion by Fickian diffusion was found to
be an over-simplification due to the added requirement for charge balancing within the pores of
the material. Further work involving molecular dynamics showed that intraparticle diffusion is
very slow and penetration of species during usual column residence times is only to a depth of a
few microns. Using a lumped solid simplification rather than radial discretisation, was therefore
an effective way to reduce the computational demand without significantly affecting simulation
output. It was noted, however, that intraparticle diffusion would become important when

investigating the potential for leaching of retained radionuclides during long-term storage.

1.3. Simulation of chromatographic separations in the wider scientific literature

Whilst there are few examples of simulation being applied for chromatographic radioanalytical
separations, guidance can be sought from literature relating to other scientific disciplines such as

HPLC and preparative chromatography where simulation methods are better established.

In high performance liquid chromatography (HPLC) the goal is to detect and quantify the different
species present in an aqueous sample based on differences in time taken to pass through a
chromatographic column and the integrated peak areas. The peaks must therefore be sufficiently
resolved and are characterised using calibration standards. The typical HPLC operation sequence
involves loading the sample solution in a small discrete volume (uL) and eluting the analytes using
a constant mobile phase composition (isocratic elution) or a varying mobile phase composition
(gradient elution) using either gradual or step changes. The particle size used for HPLC has

decreased since the early 1970s (50 — 100 pum) to a few microns>> and even more recently < 2 um

11
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using techniques referred to as ultra performance liquid chromatography (UPLC)*®. The flow rate
through the column is usually optimised to achieve the highest number of plates (N); for example,
using a particle diameter of ~5 um and a bed length of 10 cm, a value for N in excess of 5000 can
be easily achieved®. Under these conditions and provided analyte concentrations in the loading
sample are sufficiently low (within the linear part of the sorption isotherm), the chromatogram
peaks are assumed to be Gaussian in shape (Figure 1.2). This is based on the theoretical
assumption that the rate of progress down the column for a population of molecules of the same
species follows a normal distribution. This produces a symmetrical elution peak with a standard

deviation (o) proportional to the mean retention volume (VR) or retention time (tg).

2.3550

Normalised Column Output Concentration

| ‘ )
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Figure 1.2.
Diagram depicting the Gaussian distribution.

In the case of discrete sample loading, the column output concentration function in terms of
volume (Equation 1.9.) using the Gaussian model can be expressed using either the standard

deviation (Equation 1.10.) or the number of plates (Equation 1.11.) where N = (Vz/0)>.

Cout,V = CinVinf(V) Equation 1.9.
_(V—VR)Z
fv) = e \oV2 Equation 1.10.
o
1 ‘E(L‘l)z Equation 1.11
V)= — |[—e 2\ quation 1.11.
f( ) VR Zne
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Gaussian shaped peaks have been assumed in the development of software for simulating HPLC®.
This software (named HPLC Simulator) was written in Java and is available for free on the internet
and as a downloadable app for the android operating system. It has been developed for use as an
educational tool due to a lack of free or low cost HPLC simulation software with a suitable level of
sophistication and ability to run on modern operating systems. The software includes a large
number of user input controls including isocratic or gradient elution using mixtures of water and
methanol or acetonitrile, temperature, injection volume and flow rate as well as column
diameters, particle size and porosity (column and particle). The reduced Van Deemter terms (A, B
and C) can also be set. The software includes 22 preloaded organic compounds which may be
found in the sample loading solution as well as the option to include custom compounds for
which the concentration in the loading solution can be chosen along with thermodynamic
parameters. These thermodynamic parameters are the slope and intercept values for the log
isocratic retention factor in water vs temperature and solvent sensitivity factor vs temperature
plots. These values can be determined experimentally by measuring the retention factor of the

species under varying eluent compositions and temperatures.

As the relationship between HETP and column operating parameters such as particle size,
extractant loading, flow rate and temperature® as well as packing method (dry or slurry), column
diameter and bed length®® has been explored for extraction chromatographic resins (Section
1.2.1.), it is plausible that modelling of breakthrough profiles using the Gaussian distribution for
discrete sample loading could be applied to these materials. In fact, the Gaussian model has
already been used by Egorov et al.>! in the case of continuous sample loading although the low

number of plates restricted the application of this model for shorter bed lengths (Section 1.2.2.).

Outside of HPLC, chromatographic separations are carried out on columns operated under a much
wider range of conditions for a variety of purposes. The field of preparative chromatography, for
example, is interested in the use of columns for the isolation of products for further processing or
commercial purposes. The operating parameters are therefore chosen to achieve a high level of
purity at minimal cost. The loading of large sample volumes with potentially high concentrations

38,39 .
>°. This can cause

of the desired product is common in order to increase production rate
overloading of the column. Operating under these conditions is referred to as non-linear
chromatography as the assumption of analyte concentrations remaining within the linear part of
the sorption isotherm is not valid. The characteristic retention time for a species is no longer a
constant but a function of concentration; i.e. the sorption isotherm. Overloading also increases

the asymmetry of elution peaks meaning that a Gaussian distribution can no longer be assumed.

In addition to non-linear conditions, chromatographic separations beyond HPLC may take place
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under much larger dimensions (industrial scale processes), with larger, irregular or highly porous
particles, over a large range of flow rates and taking advantage of a variety of analyte retention
mechanisms. The significance of the competing chemical and physical processes can therefore
alter greatly over the range of column operating conditions. Robust knowledge of
chromatographic processes and use of modelling and simulation techniques is extremely useful

for optimisation and quality control.

There is a large volume of literature describing the movement of dissolved species within a
packed bed via mass-transfer and/or sorption mechanisms as mathematical functions.
Fortunately, there have been a number of comparison or review papers and books written to
collate this research and provide guidance on the different approaches available for modelling

and simulation of both linear and non-linear chromatography**™

. Researchers will often specify a
series of differential and/or partial differential equations describing the change in concentration
with time and/or position (usually axial column position or radial particle position) for their
chromatographic system of interest. By inputting observed or hypothetical conditions, these
equations can be used to extract quantitative parameters or simulate experimental datasets.

Assumptions and simplifications are commonly used to allow an algebraic solution to be reached

or reduce the computing power needed to derive a numerical solution.

Due to parallel development of ideas and changes in the popularity of particular phases and terms
over the years, chromatographic terminology can be confusing and classification of approaches to
modelling can vary. Focussing on two resources giving extensive summaries of chromatographic

. . . 39,42
modelling and simulation™

, a brief introduction to the different approaches will be given.
Nicoud* has also suggested a unified naming convention based on a hydro-kinetics format. The
hydro refers to hydrodynamics and can either be mixing cells (MC), plug flow (PF) or plug flow plus
dispersion (PD). The kinetics can either be based on Fickian intraparticle diffusion (Fick), a Linear
Driving Force approximation (LDF) or not included (Equil). Indication of whether the model
averages analyte concentration over the entire solid particle encompassing the framework and
pores (lumped solid — single line above kinetics) or distinguishes between concentration in these
two locations (pore and solid phases - double line above kinetics) was also given. For the most

part, this naming convention can be translated into the more traditional terms used by

Guiochon® (Table 1.1.).
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Table 1.1.
Translation between naming convention detailed by Nicoud*’ and more traditional terminology given
by Guiochon®.

Nicoud Guiochon
PF — W Ideal model (Equilibrium model)
MC — Equil or PD — Equil Equilibrium dispersive model
MC — LDF or PD — LDF Lumped kinetic model
MC — LDF or PD — LDF (Lumped) pore model
MC — Fick or PD — Fick General rate model

The ideal model is the simplest approach and does not include any aqueous phase dispersion or
sorption/desorption kinetics contributions. If given in terms of theoretical plates, N would be
infinite as this model assumes perfect column efficiency. The breakthrough profile generated by
this model is a function of the sample loaded, the column dimensions and the sorption isotherm.
If the analyte concentration is sufficiently small (within the linear part of the sorption isotherm),
the breakthrough profile has the same shape as the injection profile whereas under non-linear
conditions tailing or fronting is seen. Tailing is seen for favourable sorption isotherms such as the
Langmuir isotherm whereas fronting is seen for unfavourable isotherms. A wide range of sorption

isotherms have been developed for single analyte and multi-analyte solutions*®**

. The applicable
isotherm for the chromatographic system under investigation can be determined empirically by
measuring the concentration of analyte remaining in solution after contact with the sorptive

material under batch conditions using a range of initial aqueous analyte concentrations.

The most complete and complex approach to chromatographic simulation is known as the general
rate model. This involves describing the system as a series of partial differential equations
covering the four main steps of column-based sorption/desorption*>*: (1) fluid flow and aqueous
phase dispersion; (2) diffusion across the stagnant layer surrounding the solid particles (film
diffusion); (3) diffusion within the sorptive material (intraparticle diffusion); and (4) the chemical
reaction (e.g. ion exchange or complexation). The general rate model also distinguishes between
the analyte concentration within the pores of the sorptive material and the concentration sorbed
on to the active sites. Nicoud® assumes that diffusive processes are modelled using Fickian
diffusion but also states that this is not always the case and that other models of diffusion are
possible. There are multiple different equations for modelling each of these steps; in fact
Guiochon® remarks that there are almost as many versions of the general rate model as there are
specific cases of chromatography and that each author tends to write their own. The description

of the chromatographic system must also include boundary conditions and the applicable

sorption isotherm. Due to the complexity of this approach, solution of the partial differential
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equations in order to simulate the chromatographic process is not obtainable by algebraic

methods; a numerical solution using computational software is therefore required.

The remaining approaches are simplifications of the general rate model. The lumped kinetic and
lumped pore simplifications model the mass transfer kinetics (film diffusion and/or intraparticle
diffusion) as a single differential equation with respect to time. This is referred to as the linear
driving force (LDF) approximation. The former does not distinguish between the analyte
concentration in the pore solution and the concentration sorbed onto the solid, while the latter
applies the LDF approximation to the transfer of species between the aqueous phase and the
pore solution®. The concentration sorbed onto the solid framework is then proportional to the
concentration in the pore solution. The equilibrium dispersive simplification does not describe
the sorption/desorption reaction in detail but combines the effects of aqueous phase dispersion
and the rate of the overall interaction with the sorptive material in a single parameter. The
Gaussian function is shown to be a solution of the equilibrium dispersive model under the
restricted assumptions of a linear sorption isotherm, an infinitely narrow loading volume and

sufficiently fast sorption/desorption kinetics.

The mixing cell and plug flow plus dispersion approaches are analogous to the Eulerian and
Lagrangian models for air or fluid flow. The mixing cell approach defines a series of column
divisions of set volume in which the analyte concentration can change due to the addition and
removal of molecules whereas the plug flow plus dispersion approach maps the movement of the
injected volume. In the latter approach, the volume modelled is not set. Plug flow plus dispersion
models therefore include partial differential equations whilst mixing cell models can be
represented by ordinary differential equations and algebraic equations only. Simplification to
ordinary differential equations via the mixing cell model also removes the need for boundary

conditions and reduces the computing power required for numerical solution.

Some of the models using equilibrium or linear driving force approximations can be solved
algebraically if the chromatographic system description is not too complex. The Laplace
transform has been shown to be a useful tool in converting differential equations into algebraic
equations that can be more readily solved®’. In these cases, the chromatographic breakthrough
profiles can be simulated using a single mathematical function. Examples of single equation

%043 are the Thomas model, the Bohart-Adams model, the bed

models included in recent reviews
depth service time (BDST) model, the Yoon-Nelson model, the Dose-Response model and the
Wang model. Some confusion has arisen over the use of the first three equations in this list

leading to a clarification by Chu®®. Chu demonstrates that an equation which has often been
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referred to as the Thomas model in the literature is equivalent to the Bohart-Adams model and
that the BDST model is also a rearrangement of the Bohart-Adams model. The actual Thomas
model assumes a Langmuir isotherm and a pseudo-second-order rate equation. In the case of
continuous sample loading and if axial dispersion is neglected, the algebraic solution for the
analyte concentration at the column output can be expressed (Equation 1.12.) where J is a
function involving a zero-order Bessel function of the first kind, r and n are constants and T is a
function of time (t). This solution is not easily applied although an approximation can be used to

simplify the calculation of J under certain conditions.

. ~ Cinx]((n/r),nT)
T J(@/r)nT) + [1 = (n, T /m)exp[(1 — (1/7) (= nT)]

Equation 1.12.

The Bohart-Adams model assumes a (highly favourable) rectangular isotherm and a quasi-
chemical rate equation. The algebraic solution in the case of continuous sample loading and with
axial dispersion neglected is significantly more manageable than the Thomas equation. The
column output concentration function can be expressed in terms of volume (Equation 1.13.) using
the Bohart-Adams rate constant (kga), the flow rate (u) and the analyte concentration on the solid
phase at equilibrium (g.). The value of q. is a constant due to the rectangular nature of the
sorption isotherm. Chu®® showed that it is possible to replace this constant value with an
equation for the Langmuir isotherm (Equation 1.14.) which expresses g in terms of the maximum
analyte concentration on the solid phase (gmax), the analyte concentration in the aqueous phase at
equilibrium (C.) and a constant (b). The calculated breakthrough profiles from the Bohart-Adams
model using the Langmuir isotherm correction and the Thomas model were identical indicating
that the Bohart-Adams model is a limiting case of the Thomas model for a highly favourable

isotherm.

Cin
Couty = Cinf (V) = k Equation 1.13.
e%(‘le”s_cinv) +1
Qmaxbce .
e = m Equation 1.14.

More complex models of chromatographic processes must be solved numerically using
computational tools such as ordinary differential equation (ODE) solvers or partial differential
equation (PDE) solvers. These tools solve systems of differential equations using a method of

initial estimation followed by iterative comparison and readjustment of values at either set or
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variable time (and/or spatial) steps until all equations are met to a defined level of accuracy.
Different methods for solving systems of ordinary differential equations are available such as
Runge-Kutta or Euler’s method®’. ODE solvers can only be used if axial and/or radial positions are
discretised. PDE solvers are commonly based on finite difference or weighted residual methods

42,43,47,48

such as orthogonal collocation although research into more advanced methods such as

the weighted essentially non-oscillatory (WENO) method is ongoing®®*°.

Commercially available
software capable of simulating diffusion and sorption/desorption processes in a chromatographic
column include multi-purpose coding environments (MATLAB, COMSOL Multiphysics, LabVIEW),
dynamic process simulation tools (AspenONE engineering suite, gPROMS) and geochemical
speciation and transport tools (Geochemists Workbench). Some software has also been made
freely available over the internet including Orchestra which can be used for simulating chemical
speciation and reactive transport processes, PHREECQ which can be used for simulating
speciation, batch-reaction, one-dimensional transport, and inverse geochemical calculations and
Chromulator which is free for academic users and can be used to simulate various
chromatographic systems through a range of executable packages. The available software tools
offer a range of capabilities for the simulation of radioanalytical separations. Unfortunately, they
also have some disadvantages; more restrictive software with pre-programmed sorptive or
diffusive equations may not allow for a sufficiently detailed description of the chromatographic

system to be modelled, while more flexible software would require the analyst to have knowledge

of the coding language and to build their own description.

Bespoke software may also be written from scratch using any of the available text-based or visual
coding languages. This is the approach that has been taken in the PhD project described in this
thesis. The advantage of writing bespoke software is that the chromatographic radioanalytical
separation system can be described using appropriate mathematical equations in order to strike a
balance between simulation accuracy and computational demand. The developed software can
then be published with a user friendly interface allowing the analyst to input the experimental
parameters and view the results in an accessible format. LabVIEW visual programming language
has been used in the development of the bespoke software as it is easy to learn and can also be
used for hardware control. In fact, several examples of the use of LabVIEW to control automated
radioanalytical separation systems have already been seen’*'™*. LabVIEW includes two ODE
solvers based on either a cluster of formula strings and variable strings or a strictly typed
reference to a virtual instrument (VI) for implementing the right-hand side of an ordinary
differential equation. Templates are available to assist in using the ODE solvers. A PDE solver is

also available but can only be used for a limited range of predefined equation types (Helmholtz,
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heat and wave equations). In order to develop a numerical simulation method for describing
radioanalytical separations an assessment of the significance of both aqueous phase dispersion
processes (step 1) and sorption/desorption kinetics (steps 2-4) will be made and suitable
equations chosen. A successful numerical simulation method should use a suitable amount of
complexity to generate accurate descriptions of the experimental breakthrough and elution

profiles whilst minimising computation time.

1.3.1. Aqueous phase dispersion

When describing chromatographic processes using the ideal model, it is possible for the
breakthrough or elution profile of a species to have the same shape and width as the injected
sample. As previously mentioned, this hypothetical scenario is based on linear chromatography
using an infinitely efficient column® and is not seen experimentally. The observed increase in
width from an injected sample to the breakthrough profile is due to both interaction with the
solid particles and axial dispersion. Axial dispersion (D,) is usually described as consisting of a
molecular diffusion term and an eddy dispersion term combined in an additive manner (Equation

1.15.).

Dax = YairfDairf + VedayDeady Equation 1.15.

Yaifr = 045+ 0.55¢ Equation 1.16.

d[A], _ YaiffDairr
dt 0

([A]y - [A]x) Equation 1.17.

The molecular diffusion term is a product of the molecular diffusion coefficient (Dgy) and a
correction factor (ygirs) which is related to the tortuosity of the column. Diffusion coefficients vary
according to the size of the molecule and the viscosity of the solution but are typically of the
order of 10° cm?/s. For example, the value for %UO,%" in a dilute aqueous solution at 25°C is
quoted as 0.426 x 10®° cm?/s>>. A range of different values suggested for the correction factor are
listed in Perry’s chemical engineers handbook®” with one highlighted example of an equation for
calculating the correction factor according to the porosity (€) of the column (Equation 1.16).
Some authors®®*®, however, suggest that molecular diffusion is more complex as it can occur in
the stationary phase as well as the mobile phase. The diffusion coefficient for an inorganic
species in the stationary phase of an extraction chromatographic resin can be measured using a
capillary-based method®”®. The value determined for Eu(lll) in the organic solvent HDEHP

(stationary phase for Ln resin) at 25°C is ~2 x 10”7 cm?/s.
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According to the Fick model of diffusion, molecules move from high to low concentration in
proportion to the concentration gradient. The rate of concentration change in a discretised
volume (x) is therefore a function of the difference in concentration between the defined volume
and the neighbouring volume (y) divided by the distance (§) between them (Equation 1.17.).
Using the assumption that a discrete sample volume is delivered to the top of a column with a
uniform distribution across the column radius, molecular diffusion causes a vertical (or axial)
broadening of the injected sample as it travels down the column. The magnitude of the
broadening is proportional to the time spent in the column. The contribution of the molecular
diffusion term to the width of the breakthrough profile is therefore inversely proportional to flow
rate and can be quantified using plots of HETP change with flow rate focussing on the slope for
flow rates less than the HETP minima (Figure 1.1.). Mobile phase diffusion is represented by the

second term of the Van Deemter equation (Equation 1.2.).

The other factor contributing to axial broadening of a discrete injected sample as it moves down
the column is due to different pathways through the packed bed. The presence of the solid
particles in the column means that the flowing solution stream splits and recombines as it
progresses down the column. As the pathways are of different lengths and widths, this creates a
range of possible flow velocities for a population of dissolved species. This process, known as
eddy dispersion (Deqay), can be calculated (Equation 1.18.) by multiplying the aqueous phase
velocity (u. in m/s — often referred to as the interstitial fluid velocity) by the average diameter of
the solid particles (d, in m). As with the molecular diffusion term, a range of different values and
equations have been suggested for the correction factor (Vegay), With some commonly used
examples being listed in Perry’s chemical engineers handbook®’. The simplest description of the
correction factor listed is a constant value of 0.5 with more complex equations involving column
parameters such as porosity and the Reynolds (Re) and Schmidt (Sc) numbers (Equations 1.19.
and 1.20.) where u is the fluid velocity (not correcting for porosity) and v is the kinematic
viscosity. The equation for calculating HETP includes the overall axial dispersion term divided by
the interstitial flow velocity (Equation 1.21.). This means that when yeqqy is @ constant, the
contribution of the eddy dispersion term to the width of the breakthrough profile is independent

of flow rate as represented by the first term of the Van Deemter equation (Equation 1.2.).

Degay = uedp Equation 1.18.
dpu _
Re = — Equation 1.19.
v
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v
Sc = D Equation 1.20.
diff
2D,y
HETP = L + Cu, Equation 1.21.
e

1.3.2. Sorption/desorption kinetics

The rate of transfer between the aqueous and solid phases also contributes to the width of the
breakthrough or elution profile. The overall rate is controlled by either the rate of diffusion
across the stagnant layer surrounding the solid particles (film diffusion), the rate of diffusion
within the solid particles (intraparticle diffusion), the rate of the chemical reaction (for example
ion exchange or complexation) or a combination of these processes. Even for species that do not
preferentially concentrate on the sorptive material, their passage down the column can be slowed
by entering the pores of the solid particles; for example, the difference in accessibility of pores

between species is exploited in size exclusion chromatography.

The rate of sorption can be investigated in the column geometry by varying the flow rate and
measuring the effect on the breakthrough or elution profiles. The relationship can be quantified
using plots of HETP change with flow rate focussing on the slope for flow rates greater than the
HETP minima (Figure 1.1.). Alternatively, kinetic rate parameters can be extracted by curve fitting
through comparison of calculated and experimental profiles. An example of curve fitting by
Yamamura® has already been discussed. Investigating the sorption/desorption rate via this
method can be quite labour and resource intensive as analysis of multiple breakthrough fractions

from many chromatography separations are needed.

An alternative way to measure sorption/desorption kinetics is via closed batch experiments. This
technique involves contacting a known mass of sorptive material with an aqueous solution
containing the analyte species and measuring the concentration either in solution or transferred
onto the solid after a set amount of time. Thermodynamic properties of a material are also often
investigated using batch experiments; for example, the effect of acid concentration, pH or
temperature on the distribution constant (at equilibrium) can be readily determined.
Investigating the effect of different initial aqueous concentrations on the position of equilibrium
can also be used to determine the sorption isotherm. The most common isotherm used in the
characterisation of sorptive materials is the Langmuir isotherm. The Langmuir isotherm is
classified as a favourable isotherm and assumes homogeneous monolayer adsorption. Multiple

. . . . 43,44,56
other isotherms have been developed and are summarised in a number of review papers """,
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Batch experiments can also be used to separate the different contributions to the rate of
sorption/desorption. Quantification of intraparticle diffusion can be achieved by varying the
particle size whereas film diffusion can be quantified by varying the mixing speed. These kinetic
parameters can then be input into equations describing the chromatographic processes. The
approach that has been chosen in this project is to use a numerical simulation method to
accurately describe the sorption/desorption systems studied under the batch conditions and then

apply the optimised equations to the column geometry.

Due to the popularity of batch experiments for characterisation of sorptive materials, a number of
rate equations have been developed for describing sorption/desorption under these conditions.
Two of the most popular equations for modelling kinetics assuming that the chemical reaction is
the rate-controlling step are the pseudo-first-order®’ (PFO) and pseudo-second-order®®*® (PSO)
rate equations (Equations 1.22. and 1.23. respectively). Both of these equations describe the rate
of change of an adsorbed species (q;) as a function of the effective available sorption sites (ge —qs),
where g. is the concentration of adsorbed species at equilibrium (mg/g). These two rate
equations have been widely applied in the characterisation of novel sorptive systems although
there has been some debate on the validity of assigning a PFO or PSO classification based on
indicators of goodness of fit due to a mathematical bias towards the PSO equation. In addition
there is a lack of agreement on the theoretical derivation of the two equations. Further detail on
the application of the PFO and PSO rate equations to sorptive systems will be given later in this

thesis and a comparison to the numerical simulation method made (Chapter 3).

% = k1(CIe - Qt) Equation 1.22.
d
% =k,(q, — qt)z Equation 1.23.

Another group of equations modelling the rate of sorption/desorption assume that intraparticle
diffusion is the rate-controlling step. The Fick model of diffusion can be applied to a porous solid
to produce a partial differential equation describing the change in analyte concentration with
respect to both time and radial position within the solid particle. The terms included in the partial
differential equation depend on whether diffusion is assumed to occur mainly within the pores
(pore diffusion model — PDM), between active sites located on the walls of the pores
(homogeneous surface diffusion model — HSDM) or a combination of both (pore and surface
diffusion model — PSDM)***’.  This theory can also be extended to include a bidispersed pore

structure involving both macro- and micro-pores either in series or in parallel by defining two
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partial differential equations. Another variation of the pore diffusion model is the shrinking core
model which defines a mass transfer zone that begins on the outer region of the particle and
progresses inwards at a set velocity. Amongst the terms included in the partial differential
equations there will be either an effective pore diffusion coefficient or a surface diffusion
coefficient (or both). The pore diffusion coefficient is usually calculated from the molecular
diffusion coefficient for the analyte divided by a tortuosity factor (t) for which several predictions

42,47

based on particle porosity have been made™™’. Solid diffusion coefficients are usually smaller and

less well understood although some values have been suggested.

A few solutions to the differential equations for describing intraparticle diffusion have been
published in order to predict the average analyte concentration on the lumped solid phase at time
(t)°*%'. One of these solutions is the Crank equation (Equation 1.24.) which has been further
simplified to model either short or long times only. This model assumes surface diffusion only as
indicated by the surface diffusion coefficient (Dgss). The long times simplification is also
commonly known as the Boyd equation. Another popular equation is the Weber-Morris equation

(Equation 1.25.) which uses a simplified diffusion rate coefficient (k).

[} Ddiff’snzrﬂt
q¢ 6 1 - (0 5d )2 .
—=1—-— —e Sdp Equation 1.24.
e T2 n2
n=1
qr = k't Equation 1.25.

The Crank model of intraparticle diffusion was applied to the sorption of the uranyl ion onto a
novel solid-phase extractive scintillating resin®. An estimated surface diffusion coefficient of 2 x
10" cm?/s was determined by comparing the time taken to achieve a set ratio of loading/output
concentration for two columns of different particle size that had previously been contacted with
analyte and stored for either 18 or 190 hours. Input of this diffusion coefficient value into the
Crank model allowed for prediction of radial concentration plots at different time intervals for
two different size particles. Full radial equilibrium was determined to be reached after 4000
hours for particles with a radius of 63 um and after 25000 hours for particles with a radius of 192
um. This slow rate of intraparticle diffusion was suggested to be due to the gel-type structure of

the polymer based material developed.

Film diffusion (or external mass transfer) is harder to quantify under batch conditions so is often
minimised by maintaining a well-stirred solution. One example where film diffusion for

radionuclide sorption on an anion exchange resin has been measured uses a single bead and an
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acoustic streaming method to control the mixing rate®® (see Section 1.4. for more details). Film
diffusion is also usually assumed to follow the Fick model of diffusion. The change in analyte
concentration with respect to time for the average solid particle ([A];) can therefore be expressed
(Equation 1.26.) as a function of the concentration gradient between the bulk aqueous solution
([Alag) and the surface of the lumped solid particle ([A]ssurface) Where SA, refers to the surface area
of the solid and & is the thickness of the stagnant layer. The value of & is calculated (Equation
1.27.) from the diameter of the solid particles (d,) and the Sherwood number (Sh). Multiple
equations for the calculation of the Sherwood number are given in the literature with

42,43,47

recommended correlations listed in modelling and simulation guides In general, these

correlations include the dimensionless Reynolds and Schmidt numbers (Equations 1.19 and 1.20.).

d[Als  DairrSAs

dt SV ([A]aq - [A]S,Su‘r'face) Equation 1.26.
S
5 2o Equation 1.27
= quation 1.27.
Sh

Numerical simulation of chromatographic systems using the general rate model is based on
combining equations describing the sorptive interaction and the extent of axial dispersion. The
suitable level of complexity is often based on empirical measurements made under either batch
or column conditions to determine parameters such as the nature of the sorption isotherm and
the rate controlling sorption step for the system under investigation. As previously mentioned,
diffusion is usually modelled using Fickian characteristics. Nicoud*, however, suggests that there
may be situations where the Fick model of diffusion may be inadequate and other models such as
the Maxwell-Stefan model of diffusion may be needed due to interactions between dissolved

species. This adds further complexity to the numerical simulation method.

Conversely, the contribution of mass transfer (film diffusion and/or intraparticle diffusion) can be
simplified using the linear driving force (LDF) approximation. This approximation can be thought
of as a first order rate equation based on the local deviation from equilibrium*®. The driving force
is for the concentration in two neighbouring regions to be equal*****’. If kinetics is determined to
be controlled by film diffusion only then the LDF approximation for the change in concentration in
the lumped solid phase is equal to Fickian diffusion across the stagnant layer (Equation 1.26.). If
intraparticle diffusion is determined to be significant, then the change in concentration in the
lumped solid phase is a function of the analyte concentration gradient between the surface of the
particle and the average of the entire lumped solid volume (Equation 1.28.). This function

includes a rate coefficient (k). If film diffusion is assumed to be instantaneous, the concentration
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at the surface of the particle is equal to the bulk agueous phase concentration and k can be
calculated from either the pore diffusion coefficient or the surface diffusion coefficient or both. If
film diffusion is included, the concentration gradient between the bulk solution and the particle
surface are incorporated into the differential equation along with the thickness of the stagnant
layer. It has been shown that in many situations the LDF approximation produces comparable

simulated datasets to more complex models using Fickian diffusion®.

d[Als
dt

= k([A]s,surface - [A]s) Equation 1.28.

1.3.3. Other contributions to the shape of breakthrough profiles

Besides the sorption isotherm, sorption/desorption kinetics and aqueous phase dispersion, a few
other experimental variables that can impact upon the shape of the breakthrough profile are
worth mentioning. Firstly, the temperature at which the separation procedure is operated can
have an impact on the sorption/desorption kinetics and distribution constant at equilibrium. For
radioanalytical separations, temperature is not usually a variable that is controlled as separation
procedures are carried out at room temperature. It should, however, be considered if a rapid or
automated technique is developed involving a heat assisted volume reduction or dissolution step

directly prior to a column-based separation.

Another variable to consider is the packing density and structure of the sorptive material bed.
This is a variable that has the potential to alter over the course of the chromatographic
procedure. For example, application of high pressures to achieve fast flow rates could compact
the bed, leading to lower porosity and shorter bed length whereas sudden drops in pressure could
cause a movement of particles in the opposing direction. Allowing the column to dry out can also
impact the structure observed upon resuming the delivery of solution as pockets of air may
remain causing a reduction in the accessible volume of the column. The packing density and bed
length can also change due to shrinking or swelling of the solid particles in response to changes in
the solution matrix such as pH. The magnitude of all these changes depends on the sorptive
material chosen, the initial column packing method and whether a preconditioning step using the
same matrix and flow rate as the sample loading step is included. Horwitz et al."** found that

both temperature and packing method (dry or slurry) had an effect on measured HETP values.

Although the effect of eddy dispersion and molecular diffusion processes on the width of

breakthrough profiles has been discussed (Section 1.3.1.), both of these processes are concerned
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with the vertical distribution of a species population in the column. The sample is assumed to be
loaded evenly across the column radius and not show any variation in progress down the column
with radius. In reality, this is not always a valid assumption. Evidence of a non-uniform radial
distribution of an injected solution has been achieved using computed tomography®. In this
study, the progress of a potassium iodide solution was monitored by taking a cross-sectional
image at four different positions down the column length. The chromatographic front was shown
to arrive earlier in the centre of the column than at the edges. It was concluded that the radial
difference in flow rate was due to denser packing near the column walls as a product of frictional
forces during the slurry packing method. Another possible cause for non-uniform radial
distributions is temperature induced viscosity gradients*’. The radial and vertical distributions can
be combined into a single eddy dispersion parameter. Alternatively, if the column radius for the
chromatographic system being modelled is sufficiently large, the radial component can be
neglected as a flow rate gradient will only occur over a small fraction of the cross-sectional area in

the vicinity of the column walls.

The final variable to consider is the impact of other dissolved species. If the selectivity of the
sorptive material is low, other species can compete for the same active sites. When the
concentration of competing species is sufficiently high, the distribution constant of the analyte on
the sorptive material may decrease due to saturation of the active sites causing breakthrough or
elution profiles to shift to a lower retention volume. It is also possible that whilst the distribution
constant at equilibrium may be unaffected by high concentrations of other dissolved species, the
kinetics of sorption/desorption may alter. This was observed in a comparison of the interaction of
barium and radium with MnO, resin under conditions of varying salinity®®. It was suggested that
Ca®* ions in the saline solution can be taken up by sorptive sites but that this reaction is less
favourable than the uptake of Ba®* ions. This means that the final position of equilibrium is
independent of calcium concentration but the time taken to reach equilibrium decreases at
higher concentrations due to the kinetics of ion exchange. The interaction between different
dissolved species on analyte distribution constants on DGA resin and UTEVA resin was
investigated in detail by Roman®. In addition to competition between species, formation of co-
complexes may occur. The co-complex will exhibit a different distribution constant to that of the
individual analytes; the addition of a dissolved species causing an increase in affinity is described
as having a synergistic effect whereas a species causing a decrease is described as antagonistic.
Zirconium was seen to have a synergistic effect on americium sorption on DGA resin as did
technetium under hydrochloric matrices. Sometimes the formation of a co-complex or a change

in acidity can cause a change in solubility of an analyte. For example, Al(NOs); is reported to
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cause a salting-out effect on Th(IV)®®. The formation of a precipitate can extend the time taken
for a species to travel down the column as well as having an effect on the pressure needed to
maintain the flow rate. Likewise, the solubility of certain sorptive materials may also be
dependent on the solution matrix with loss of solid phase volume via dissolution causing a change
in column packing and affecting sorption/desorption kinetics. The amount of organic phase
immobilised on extraction chromatography resins can also reduce over the course of a
chromatographic sequence (or multiple sequences if the column is reused). Fortunately, there
are methods to reduce this leaching process; for example, the extraction potential of Sr resin can

be stabilised by addition of the organic solvent (octan-1-ol) to the aqueous reagent solutions®’.

1.4. Sorptive materials studied

The three materials investigated in this study are UTEVA resin, anion exchange resin and
zirconium phosphate. The interaction of dissolved inorganic species with these three sorptive
materials is investigated under both batch and column conditions and is expected to vary due to

the different solid structures and uptake mechanisms.

UTEVA resin is an extraction chromatography resin manufactured by Eichrom (distributed in
Europe by Triskem) and was first characterised in 1992”°. The solvent extractant is diamyl
amylphosphonate (DAAP) which was selected for its high retention of uranium in 1-3 M HNO;,
difference in selectivity between uranium and thorium and minimal solubility in aqueous
solutions. UTEVA resin is prepared by impregnating an inert polymeric support material with the
undiluted extractant at a loading ratio of 40 %. In the batch and column breakthrough
experiments detailed in this thesis, a particle size of 100 — 150 um was used with 8M HNOj; as the
aqueous phase. The retention factors (k') for Pu (IV), Np(IV), U (VI), Th (IV) and Am (lll) under
these conditions are approximately 1000, 400, 300, 200, 0.07 respectively. The analytes
investigated in this thesis were uranium and thorium which are retained as the neutral nitrate
species UO,(NOs), and Th(NOs); by complexation with DAAP under sufficient nitric acid
concentration. In the column elution experiment (see Chapter 6), uranium and thorium were also
loaded in 8M HNOs. Thorium was then eluted using 6M HCI followed by uranium elution in 2%
HNOs. The retention factor (k') for U (VI) is ~200 in 6M HCIl but drops to ~20 in 2% HNOs, whereas
k'’ for Th (IV) in 6M HCl is ~0.9. The quoted retention factor values are taken from the
characterisation publication by Horwitz et al.”® and were calculated from measurements taken
from batch experiments using an equilibrium time of 2 hours and a conversion factor (D,,/k’) of
1.665. An agreement was noted, however, between the k’ values for uranium and thorium

calculated using the batch method and those calculated from the peak position in a
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chromatographic breakthrough experiment using 2M HNO;. A description of sorption/desorption
kinetics under batch conditions was not given but it was suggested that equilibrium was reached

in less than 15 minutes (although the solid/aqueous ratio was varied between experiments).

A later publication’*, showed the kinetics of sorption for U (VI) onto UTEVA resin to be even faster
with equilibrium being obtained in less than 10 minutes using a solid/aqueous ratio of 0.01 g/ 1
mL and a particle size of 50 — 100 um. This was comparable to similar experiments using other
extraction chromatographic resins such as TEVA resin and TRU resin’* as well as the sorption of Eu
(1) on DGA resin’®. Slower kinetics were noted, however, for the sorption of Ta on DGA resin
under similar conditions with equilibrium taking ~1 hour under batch conditions and a broader
breakthrough peak seen in the chromatographic column experiment in comparison to other
analytes’®. The cause of the slower interaction is unknown. A slower rate of uptake was also seen
for uranium on UTEVA-2 resin (not currently commercially available) with equilibrium taking
between 20 — 30 minutes to be obtained’®. This difference is attributed to the higher viscosity of
the solvent extractant on this material in comparison with UTEVA resin; the stationary phase for
UTEVA-2 comprises of an equimolar mixture of DAAP and Cyanex 923. A lower solid/aqueous
ratio can also increase the time taken to reach equilibrium; ~2 hours was needed for U(VI) and
Th(IV) to equilibrate with a material using carminic acid as the immobilised extractant and a
mixing ratio of 0.06 g / 100 mL”. It was observed that the rate of sorption/desorption under
batch conditions was proportional to agitation speed which would indicate that film diffusion is
the rate controlling step. This process was not quantified, however, and further investigations
used a high agitation speed in order to remove the contribution of film diffusion and compare the
fit of the kinetic data to either complexation reaction controlled models (PFO, PSO and Elovich) or
intraparticle diffusion models (Bangham or Weber-Morris). The best fit was obtained by either of
the intraparticle diffusion models. This is not an unexpected result as the Bangham model can be
understood as the generalization of the Weber-Morris model®. This connection was not
acknowledged in the publication and the Weber-Morris model was referred to as the intraparticle

diffusion model highlighting the confusion that exists around algebraic solutions of differential

equations for sorptive processes.

The anion exchange resin used in the experiments detailed in this thesis is also supplied by
Triskem. This material consists of quaternary amine functional groups on styrene divinyl benzene
polymeric beads with a cross linkage of 8 % and a dry mesh size of 100 — 200 (74 — 149 um). The
resin is preloaded with chloride ions which can then be exchanged with anionic species with a
greater affinity for the active sites. The system studied under both batch and column conditions

was the interaction of uranium and thorium with this resin from an 8M HNO; aqueous phase.
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Under these conditions Th (IV) is retained as the stable [Th(NOs)s]* anion with a weight
distribution constant of ~300 whereas U (VI) is less strongly retained with a weight distribution

76,77

constant between 10 and 20™"". This is due to the lower equilibrium concentration of

[UOZ(NO3)4]2' anions’®.

Data on the kinetics of batch sorption/desorption for organic ion exchange resins indicates that
this process is slower than for extraction chromatographic resins. Equilibrium between Th (IV) in
6M HNO; and DOWEX MSA-1 (macroporous type, 200 — 400 mesh) was obtained by 0.84 days
(solid/aqueous ratio not stated)®®>. Another publication’® found that Pu (IV) sorption from 7M
HNO; onto DOWEX 1x4 (50 — 100 mesh) took 6 hours to reach equilibrium whereas sorption onto
Tulsion A-PSL resins was complete in 4 hours (using a ratio of 0.25 g solid / 3 mL aqueous phase).
A factor suggested to reduce the time taken for organic cation exchange resin systems to reach
equilibrium (from days to minutes) is the presence of hydrophilic sulfonic acid functional groups’®.
The rate of ion exchange in these materials is suggested to be controlled by diffusion; either

. “ 63,80,81
external or intraparticle™ """,

The extent of film diffusion was investigated by comparing the
kinetics of Pu (IV) sorption onto a single AG 1x4 bead (~760 um diameter) under stationary
conditions and using acoustic mixing (0.02 mL of 7.5 M HNO3 as the aqueous phase)®®. Under the
well-mixed conditions, equilibrium was reached in ~4 hours and the calculated rate constant was
3.1 — 5.8 times faster than when no mixing was applied. This was equated to a drop in the
thickness of the stagnant layer from 153 pum to 16 um. Comparison between different
intraparticle diffusion models for the sorption of Cu** on IONAC SR-5 (470 — 530 pm particle size)
indicated linear Fickian behaviour as described by the Crank model at low analyte concentrations
and shrinking core behaviour at high analyte concentration® . This radially diffusive behaviour
was visible on an imaging microscope. The shrinking core model also gave the best description for

the kinetics of sorption of Cr(lll) onto Diphonix cation exchange resin (particle size = 150-300 um)

even though the initial concentration was kept low in this study®.

The behaviour of an inorganic ion exchanger was also studied in this thesis. The material chosen
was a zirconium phosphate supplied by a commercial-in-confidence source. Characterisation of
particle size by sieving revealed a distribution of 125 — 1000 pum with 57 % of the particles (by
mass) falling within the 710 — 1000 um range. XRF analysis indicated that the material was
supplied in the sodium form. No information on the amorphous or crystalline nature of the
material studied or its porosity was obtained. Literature for a-zirconium phosphate states that
cations with a diameter over 2.61 A may not enter the pores unless a base is added® whereas
amorphous materials exhibit a larger pore size of 10 — 30 A and may also have a slight

83
mesoporous structure™.
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Within the nuclear industry, zirconium phosphates have been suggested for use in the industrial
. . 84 .
scale removal of radionuclides from aqueous wastes” and even as ceramic waste forms for

. .1 . 85,86
nuclear waste immobilization™".

Advantageous properties include high thermal and acid
stability, high capacity and the ability to retain a large variety of species; one material showed
potential for the incorporation of almost all 42 nuclides present in a typical commercial nuclear
waste®®. Although these applications often use zirconium phosphate for irreversible ion exchange
purposes, reversible reactions have been published for amorphous zirconium phosphate®®"%,
The kinetics of ion exchange is expected to be controlled by intraparticle diffusion®. Using a
solid/aqueous ratio of 0.1 g / 10 mL, equilibrium was not reached after up to 150 minutes for
Pb(I1), Bi(lll) or Th(IV) on amorphous zirconium phosphate (30 — 60 mesh)®’. The authors of that
publication fitted rate constants using a simple first-order kinetic model. Another study found
fast initial kinetics due to outer-surface sorption followed by a slower diffusion dominated phase
for an amorphous sample (0.05 g / 100 mL, 1 — 20 um). Equilibrium was observed to be reached
in less than an hour which could be due to the small particle size and large surface area ratio. This
two-step process was also suggested in early kinetic analysis of ion exchange in very fine
crystalline particles™®. More recent investigations have indicated that once diffusion control has
been established, the rate of hydrogen-sodium exchange within a-zirconium phosphate is
determined by the concentration and mobility of defects®’. The kinetics and thermodynamics of
batch and column interactions of barium with zirconium phosphate are investigated in this thesis.
The aqueous phase used was seawater at a pH of ~8. If the rate of sorption/desorption is

dominated by intraparticle diffusion, the time taken to reach equilibrium is expected to be

relatively long due to the large average particle size.

1.5. Thesis outline

This thesis details a novel approach for the development of a numerical simulation method for
describing and predicting chromatographic profiles in radioanalytical separation procedures using
LabVIEW visual programming language (National Instruments). This approach starts by simulating
the interaction of dissolved species with sorptive materials in a closed system and then applies
the optimised equations to a packed bed geometry via the addition of appropriate flow dynamics.
This demonstrates that kinetic and thermodynamic parameters can be measured under batch
conditions and input into simulation software to predict chromatographic elution profiles. This
method has been tested using three contrasting sorptive materials and a range of column

operating conditions.
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Chapter 2 is a review of emerging rapid and automated radioanalytical techniques with a focus on
methods for increasing the flow rate through chromatographic columns. The range of flow rates
tested and the impact that increasing the flow velocity has on analyte recovery and

decontamination factors is discussed.

Chapter 3 describes the overall methodology used in the collection and interpretation of data.

Chapter 4 describes the development of a numerical simulation method for modelling the kinetics
of sorption/desorption under batch conditions. The use of an ordinary differential equation
solver is explained along with the required LabVIEW coding and differential equations for both
porous and non-porous materials. The effect of external mass transfer is assessed by comparing
experiments conducted under constant tumbling or stationary conditions. The impact of analyte
and interferent concentration is also investigated. The numerical simulation method is compared

to the pseudo-first-order and pseudo-second-order equations as well as the Langmuir isotherm.

Chapter 5 describes the adaptation of the method developed in chapter 3 for describing closed
systems into a numerical simulation method for modelling chromatographic column breakthrough
in experiments conducted under controlled flow conditions. The interaction between kinetic and
hydrodynamic processes has been investigated and recommendations for further investigations
to improve the accuracy of the method have been made. The tolerance of the method to errors
in input parameters has been assessed along with the effect of physical phenomena such as

backpressure and extractant leaching.

Chapter 6 extends the numerical simulation method to describe the chromatographic
breakthrough of two species from an extraction chromatographic resin simultaneously under a
range of sample loading concentrations and volumes. The numerical simulation method is also
compared to the Gaussian and Bohart-Adams single equation models. Finally, the potential for
implementation of numerical simulation as a radioanalytical method development tool is

discussed using an example elution sequence.

Chapter 7 describes the overall conclusions drawn from the project and the possible future

applications.
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Chapter 2: Review of Emerging Rapid and Automated Techniques in

Radiochemistry

2.1. Chromatographic techniques

As part of the radioanalytical procedure, separation of analytes from the bulk matrix and each
other was historically achieved by either precipitation followed by centrifuging/evaporation or by
liquid-liquid extraction (LLE). While the former technique is still widely used for preconcentration
of the analyte and the removal of some bulk matrix elements, LLE has been largely replaced by
extraction chromatography. The immobilisation of analyte-specific solvent extractants onto
polymer beads allows for easier and more efficient separations; producing less waste and leading
to higher decontamination factors. The need to prepare batches of resin prior to analysis,
however, meant that the use of this method was limited until the revolutionary work of Horwitz
et al. to develop a wide range of commercially available extraction chromatographic resins; these
have been manufactured and distributed by Eichrom since its foundation in 1990 (distributed in

Europe by TrisKkem).

Another company that has been developing highly selective materials for column-based
separation of metals and anions for several decades (since 1988) is IBC. These solid phase
extraction (SPE) materials are based on molecular recognition technology and comprise of a
macrocyclic ligand chemically bonded to a solid support®>. The range of materials branded
SuperlLig have industrial scale nuclear applications whilst the range branded Analig are designed
for analytical use. A comparison between solvent extraction and SPE for the isolation of Sr-90
from fish bone ash samples indicated that in a nitric acid solution, the selectivity of the solvent
based extraction chromatographic Sr-resin for strontium was superior than that of AnaLig Sr-01%.
An advantage of Analig Tc-02 over TEVA resin for the isolation of Tc-99 is that elution is achieved
using hot deionised water meaning that it can be directly mixed with the scintillant for liquid

scintillation counting without any additional matrix adjustment steps®.

An alternative type of chromatography used in radioanalytical procedures is ion exchange
chromatography. Both anion and cation exchange materials are often used in columns as a
preconcentration step or in separation sequences where the charge on a metal ion is altered by
control of the pH of the eluting reagent. These resins come preloaded with a weakly bound ion;

this is then replaced by competing dissolved species with a greater affinity for the active sites.
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In addition to isolation of analytes for radiometric or mass spectrometric detection via selective
retention and elution sequences, species may be preferentially concentrated on a column
containing a dual functionality scintillating extractant or composite column (extraction
chromatographic resin or ion exchange resin plus scintillating particles)®. The light output is
detected on line by photomultiplier tubes positioned in close proximity to the preconcentrating
column. In addition to the linear column geometry, this analysis method has been applied to a

disc-shaped bed.

The flow rate through columns containing a sorptive material can be controlled using automated
or semi-automated systems. Although a controlled increase in flow rate through the column can
be achieved by the attachment of a pump or vacuum box, the linear packed bed geometry also
lends itself to more complex fluid handling systems using a computer controlled instrumental set-
up of connected tubes, pumps, valves and possible online analyte detection. As most
chromatographic sequences were originally developed using gravity-driven flow rates, changes to
the expected analyte yields and decontamination from interferents could be observed at elevated
flow rates. Some examples of flow rate controlled chromatographic separations in the field of
radiochemistry and the effects on the eluted fractions arising from the increase in solution
velocity will therefore be discussed. The sorptive material, analytes measured, flow rate control
method and range of flow rates tested have been tabulated for direct comparison (Table 2.1.).
Although the flow rate (u) is usually quoted in mL/min, the linear interstitial velocity (ue) is
dependent on the internal column diameter (d,) and column porosity (g) which is a measure of

the packing density (Equation 2.1.).

u
Ye = I (0.5xd g2 xe

Equation 2.1.

2.1.1. Vacuum box

Vacuum based systems are yet to be applied to fully-integrated automated systems where
samples and reagents are programmatically introduced; however, the simplicity of the equipment
and versatility to use either columns or stackable resin cartridges has led to this system gaining
popularity over recent years by reducing the time taken to elute solutions from batches of up to
24 samples. Some authors did not test a range of flow rates but kept to the 0.5 - 1 mL/min

recommendation from Eichrom for use with their 2 mL volume cartridges’>*®

although in one of
these examples, studies of the kinetics of sorption were made under batch conditions’®. Other

authors did not specify their reasoning but often chose a slower flow rate for loading and elution
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steps than for rinsing” °.

It was also noted that if a constant vacuum pressure was maintained
over the course of the chromatographic separation, this could lead to different flow rates
depending on the solution flowing through the column®. Where a range of flow rates were
tested, the method efficiency did not change within the range tested'® or only began to be
effected at very high flow rates'®. The latter study quoted flow rate in mL/s and did not specify

the range of flow rates tested but suggested an upper limit for desorption flow rate above which

the normalized percentage of extraction decreased to 94 %.

2.1.2. Pressurised injection

Another method for increasing flow rate is the use of nitrogen gas to apply a positive pressure to
drive sample and reagent solutions from their containers and through the column. One study®®
compared the relationship between applied pressure and flow rate for different reagent solutions
and either a single or tandem column set-up and found quite a large range (9.7 - 30.0 mL/min
from +20 PSI) as well as deviations between repeated experiments under the same conditions
indicating that this method has a low level of flow rate control. They did, however, highlight some
advantages of the technique; it is capable of achieving high velocities, is relatively low cost and
could be useful for separations where viscous liquids are present or where reactions produce
large volumes of gas. The level of automation in the procedures using pressurised gas driven flow
varied with some authors stating the use of multi-position valves to select the sample/reagent

. . 68,102,103 H i
and deliver it to the column™~""7; some authors making use of automated fraction

collectors®®**1%: and one example using Chromeleon 7 software to control the operation of
these components in a timed sequence®. An optimum flow rate was determined in two
studies®®%; Ssommers et al.'®® found that above 0.1 mL/min the amount of Ba in the loading and
wash fractions increased (this data was not presented) whereas Miyamoto et al.” investigated in
more detail, varying particle size, applied pressure and column length to optimise the resolution
of analyte peaks. They used theoretical plate theory to determine the conditions needed to
minimise the height equivalent of a theoretical plate (HETP — see Section 1.3.). Some kinetic
considerations were also made in the automated system for actinide separation®®; the elution of
U(IV) was suggested to be more challenging due to the increased contact time with the resin bed,
the retention of Th(IV) was found to be lower than previous experiments run at half the flow rate,
and a pause of at least 7 minutes was needed to allow for the reduction of Np(lV) to Np(lll) to

occur. The authors acknowledged that further investigations could help in the understanding of

these phenomena.
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2.1.3. Flow injection and sequential injection

The most widespread method for controlling the rate of solution flow through a column is the use
of a fluid pump. These techniques are based on flow injection analysis (FIA) which was developed

by Ruzicka in the 1970s'*°

as an alternative to segmented flow analysis (SFA). Initial FIA
techniques were based on sample injection into a laminar flow stream and the subsequent
measurement of a transient rather than a steady state signal’®*®. Detection challenges and flow
rate inconsistencies associated with the air bubbles separating reaction solutions in SFA systems

d'°  Continuous flow injection (cFl) in the context of radiochemical

were also eliminate
separations involves a peristaltic pump coupled to an injection valve to achieve a continuous flow
of sample solution followed by a sequence of wash volumes, valence adjustment solutions and
eluents though a resin bed (Figure 2.1). A second generation of flow injection analysis was
developed in 1990 to take advantage of increased computer based control of components
therefore offering greater versatility and lower reagent consumption. In sequential injection (SI)
methods, samples and reagents are sequentially aspirated into a holding coil via a multi-position
valve (Figure 2.1). The flow is then reversed and the solutions are pumped through the column in

the opposite order (last aspirated enters column first). This method commonly uses a syringe

pump, although it was noted that a peristaltic pump could also be used™*.
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Figure 2.1.

lllustration of flow injection (left) and sequential injection (right).

Diagrams show a peristaltic (A) or syringe (B) pump, a multi-position valve (C) with a highlighted sample or
reagent entry port (D), a holding coil (E) and the separation column (F) with an outlet (G) where the
resulting eluent is collected, detected online or diverted to waste.
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In more recent years a larger variety of fluid handling methods such as reverse flow injection
analysis (rFIA), multisyringe flow injection analysis (MSFIA), multicommutated flow injection
analysis with multi-channel pump (MCFIA), multi-pumping flow systems (MPFS) and lab-on-valve
(LOV) systems with bead injection as well as miniaturised and microfluidic devices have been

108 . 112,113,107,114,115 . . .
d™>. A few reviews 7T have been published summarising the use of

develope
automated fluid handling techniques in chromatographic radiochemical analysis detailing the
level of automation, choice of components and the subsequent detection method; this could be
either off-line or online including ICP-MS, flow-through or on-column scintillation and
spectrophotometric flow cell. Another comprehensive review of the literature will not be made

here, instead a description of the different methods for controlling flow rate and the kinetic

considerations made will be given.

2.1.4. Peristaltic pump

Flow rate is controlled using a peristaltic pump in a large number of publications. This technology
uses rollers to compress tubing, pushing the contained solution in the direction specified. The
flow rate is determined by the speed of rotation as well as the size of the tubing. Over time, the
flow rate produced by a particular rotation speed can decrease due to wear of the tubing; the
extent of this effect depends on the choice of tubing material and the pressure applied. Regular
recalibration is required to maintain flow rate accuracy. Additionally, the accuracy of aspirating
volumes smaller than one pump head revolution is low due to the random starting position of the
rollers™'!. Nevertheless, a large range of flow rates are possible. Over half of the publications
listed did not give an explanation of the flow rate(s) chosen or any evidence of testing other flow
rates during method development. Four of these publications used a single flow rate whereas six
used different flow rates depending on the step within the chromatographic separation
procedure. Within the publications which listed a range of flow rates tested, four of these found
no significant effect on the analyte yield within the expected elution fraction for the range

54,116-118
d

teste although a small degree of peak broadening at faster fluid velocities was observed

117,118

by one research group A broadening of the elution peak was also observed by Chung et

al.**** The flow rate for the elution step was therefore chosen to optimise both analysis time and
reagent volume. The earlier study states that the maximum flow rate through four columns in
parallel is 5 mL/min using their automated system®2. The second study also suggested reducing
the flow rate in the rinsing step to avoid early stripping of the analyte®. A slower flow rate for
elution in comparison to loading was also required in the chromatographic procedure developed

by Hosseini et al.* for the concentration of uranium and thorium from a large sample volume (3

L to 10 mL). They tested the removal efficiency in the loading step over a large range of flow rates
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and found a difference in the flow rate at which a decrease from 100 % occurred between the two
analytes. The largest range of flow rates tested was by Moon et al.®® who stated an upper limit of
the pumping rate as 300 mL/min. In this experiment radium and barium were concentrated from
a large sample volume (1 L) and recovered by dissolving the extractant off the resin substrate,
meaning that the flow rate range only applied to a loading phase. No decrease in method
efficiency was seen across the entire range for both analytes when loaded in deionised water,
however, if the loading sample was of a higher salinity (35 %o), a decrease in extraction was seen
even at moderately elevated flow rates (above gravity flow rate). Kinetic sorption data was also
conducted under batch conditions and showed a decrease in the rate of sorption with increasing
salinity. This study supports the direct link between data gathered under batch conditions and

the movement of species through a packed bed.

2.1.5. Linear motion pump

Greater control over flow rate and solution volume can be achieved using a linear motion pump.

Within the scientific literature, there are examples of radiochemical separations using digitally

30,31,51,69,120-127 33,98,128

controlled single syringe pumps , plunger or piston pumps , multisyringe

129-141 142,143

burettes and solenoid micropumps A large amount of research was conducted at
Pacific Northwest National Laboratory (USA) in the late 1990s — early 2000s in adapting the
techniques used in sequential injection analysis for radioanalytical chromatography. This included
using wider bore tubing for the holding coil to speed up the aspiration step and increase
throughput. As this change could lead to greater mixing between reagents, two procedures were
developed; either the introduction of air segments between stacked solutions or a sequence of
aspiration into the holding coil followed by immediate delivery to the column for each solution in
turn. During the last decade, this research has been taken forward by a group at the University of
the Balearic Islands who have applied their technique of multisyringe flow injection analysis
(MSFIA)* to radiochemical separations. This technique centres around a multisyringe burette
(most often containing four syringes) with individually controlled three-way solenoid multi-
commutation valves on each syringe line. This allows for more versatile and advanced flow
networks such as lab-on-valve (LOV) systems. Combination of a multisyringe burette and solenoid
micropumps in a hyphenated MSFIA-MPFS system allows for controlled separation sequences

from large sample loading volumes due to the continuous dispensing provided by the solenoid

micropumps.

Amongst the publications using linear motion pumps, approximately half did not test the effect of

. . . . . . 131
flow rate on the separation procedure with one publication making reference to earlier work™".
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In some cases, the flow rate required for aspirating solutions into the holding coil or loading the
slurry of sorptive material into the column channel was optimised; although the geometry of the
packed bed may have an effect on chromatographic kinetics, this factor will not be included in this
discussion regarding operating flow rates. For a couple of systems, the upper limit on flow rate

98,138,141

through the column was determined by backpressure limitations, although some band

spreading at faster flow rates was also depicted in one example™. Band width was also

mentioned by another author but not demonstrated**.

A few studies observed no significant
variation in method efficiency over the flow rate range tested®>****'*! whereas six selected a
flow rate for one or more steps in the procedure based solely on analyte
recovery'2012130133133137 - e study observed a combination of physical and chemical factors
determining optimum flow rate™*. This experimental procedure involved loading the organic
extractant onto the support material as part of the operating sequence; it was therefore less
strongly retained as required a flow rate of less than 1 mL/min through the column to avoid being
washed off. The elution stage, however, required a slower flow rate than the loading stage to

achieve the optimum analyte recovery.

Only one publication attempted to quantify chromatographic kinetics®>. Although flow rate
through the column was not varied in this study, calculated elution curves generated by different
concentrations of thorium(IV) loaded onto anion exchange resin were compared to experimental
data in order to fit thermodynamic and kinetic parameters. Comparisons between calculated and
experimental breakthrough profiles were also made in the development of an equilibration-based
preconcentrating minicolumn sensor’’. Although kinetics was not quantified, the overall column
efficiency in terms of the number of theoretical plates (N) was assessed for two different bed

lengths by fitting the experimental data to either a Gaussian or low plate number model.

2.2. Other automated systems and concluding remarks

The flexibility of fluid handling has led to other radiochemical separation methods being
automated. This includes sample pre-treatment steps prior to column-based separation such as
the microwave-assisted digestion of caustic aged nuclear waste samples for Tc-99 analysis***. This
method involved controlled delivery of the sample to the closed reaction vessel followed by
acidifying and oxidising reagents. After the reaction had been allowed to complete, the digested

sample was automatically transferred to the chromatographic column.

Liquid-liquid extraction separations can also be improved via automated miniaturised devices'*.

146,147

Examples used for the analysis of radionuclides include lab-in-syringe methods and

148-151

microfluidic techniques In-syringe procedures involve magnetic stirring followed by phase
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separation and controlled dispensing of the extractant phase for analysis. Microfluidic techniques

involve introducing the organic and aqueous phases into the microchannel either in parallel

148,149 150

producing laminar flow or as droplets to generate a slug flow pattern™". Using both these
methods, a much higher relative interfacial area is achieved which allows for a more efficient
species transfer between the two phases. Control over flow rate using microsyringe pumps
permits calculation of contact times and optimisation of experimental conditions according to
extraction kinetics. Microfluidic liquid-liquid extraction of radionuclides has been numerically

152

simulated using the COMSOL Multiphysics direct solver SPOOLES In comparison to a method
involving the analytical solution of differential equations, the numerical simulation method gave a

superior description of the experimental results.

Throughout the literature, the benefits of automated or semi-automated techniques have been
highlighted. The time taken to carry out radioanalytical separations is reduced and throughput
can be further increased by parallel separations or by fully-automated systems that allow for
continuous operation. Due to the potentially high levels of radioactivity in samples arising from
nuclear decommissioning, automated procedures also lower the dose received by analysts. The
reduced manual input also reduces the analytical cost and chance of human error. These benefits
can be obtained from systems using automatic sample and reagent dispensing and fraction

collection without elevating the flow rate through the column®***

. Gaining precise control over
the volume of solutions and rate at which they flow through the packed bed, adds the additional
benefit of reproducibility and consistency between samples allowing for a higher quality of
results. Existing rapid or automated procedures have been optimised for known matrices and
exhibit reliable behaviour within the defined operating envelopes. Flow rate decisions have been
largely guided by basic empirical findings such as the recovery of analytes within a pre-defined
elution sequence or on practical considerations such as pressure limitations. A greater
understanding of the movement of different species through a sorptive bed would allow for a

more accurate selection of column operating conditions and elution sequences based on target

decontamination factors as well as economic considerations.
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Chapter 3

Chapter 3: Methodology

3.1. Reagents and materials

Low concentration uranium and thorium solutions were prepared from 1000 mg/L elemental
stock solutions (Inorganic Ventures, Virginia, USA). High concentrations of uranium and thorium
were prepared by dissolution of solid nitrate salts (BDH chemicals, no longer licensed).
Radiotracers (H-3 and Ba-133) were supplied from Amersham plc, Buckinghamshire, UK and all
other reagents were from Fisher Scientific, Loughborough, UK unless otherwise specified. Acids
were prepared from Analar grade concentrated solutions and high purity water (18.2 MQ) from a
Milli-Q2 system (Merck, York, UK). The use of tritium as a radiotracer was in the form of tritiated

water.

Atlantic seawater was supplied by OSIL, Hampshire, UK. This solution was prepared by filtration
of natural open-ocean water collected from the surface waters of the mid-Atlantic and has a
salinity of 35. The composition is expected to be similar to published data with CI" (19,354 ppm),
Na® (10,770 ppm), Mg* (1,290 ppm), sulphate species (904 ppm), Ca®" (412 ppm) and K* (399
ppm) comprising the major ionic species. After addition of acidic radiotracer solutions, the
sorption solutions were titrated back to the pH of the seawater matrix (8 + 0.05) using NH;OH.
Seawater was used for experiments investigating the sorption/desorption/breakthrough profiles
of Ba*" with zirconium phosphate. Although Ba-133 was used as a radiometric tracer, the total
barium spike concentration was insignificant, therefore the Ba** concentration was estimated to
be that of the average concentration in seawater (14 ppb). A high salinity matrix was used for
these experiments as zirconium phosphate is soluble in non-saline water as evidenced by the

presence of zirconium in the aqueous phase after contact with MQ water (measured by ICP-MS).

Anion exchange resin (100-200 mesh / 74-149 um, 1x8, chloride form) and UTEVA resin (100-150
um) were obtained from Triskem International, Bruz, FRANCE. The inorganic ion exchanger was a
zirconium phosphate (125-1000 um, sodium form) and was supplied by a commercial-in-

confidence source.
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3.2. Procedures

3.2.1. Batch experiments

Batch experiments were carried out to investigate the interactions of: uranium and thorium in 8M
HNO; with UTEVA resin; uranium and thorium in 8M HNO; with anion exchange resin; and barium
in seawater with zirconium phosphate. The experimental conditions varied were solid/aqueous
ratio, constant tumbling or stationary, particle size (zirconium phosphate only), concentration of

interferents and analyte concentration (UTEVA resin only).

The experimental procedure for batch sorption comprised of weighing a set mass (0.01 g — 1 g) of
the solid sorbent material into a plastic scintillation vial (22 mL; 2.4 cm internal diameter) before
adding a set volume of the analyte solution (10 mL), recording the new mass and start time. The
mixture was allowed to equilibrate for a set amount of time in either a stationary upright position
or constantly tumbling on a roller mixer. The solution was then filtered through a PTFE syringe

filter (0.45 um) and the concentration or activity remaining measured.

The experimental procedure for batch desorption comprised of a scaled up sorption step with
filtering by vacuum in order to recover the solid phase; this was left to air dry. The desorption
experiment was then carried out following a similar procedure to sorption, mixing analyte-free

solution with the dried solid material.

3.2.2. Column experiments

Fresh chromatographic columns were prepared for each experiment by loading either a slurry of
the solid material in deionised water (UTEVA resin and anion exchange resin) or the dry solid
(zirconium phosphate) into a polypropylene column (0.7 cm average internal diameter) on top of
the preinstalled glass frit. Once the bed had settled and the excess solution drained, another
glass frit was positioned on the top to secure the bed. The column was then preconditioned to
the same matrix as the subsequent loading solution by pumping the solution through at a
moderate flow rate (~2 mL/min) for 5 minutes. Although care was taken to avoid the column

drying out, trapped air bubbles could sometimes be observed.

The flow rate through the column was controlled by either a Masterflex 7550-62 (Cole-Palmer UK,
London, UK) or a Minipuls3 (Gilson Scientific UK, Bedfordshire, UK) peristaltic pump with Nalgene

tubing (2 mm ID). The tubing was attached to the column by a customised lid using Luer fittings.

Introduction of small volume (25 puL or 500 pL) loading solutions was made by removing the lid

and pipetting the solution directly on to the top frit and reconnecting the lid before commencing
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pumping of the wash solution. Introduction of larger volume (1 mL +) loading solutions or
continuous loading was achieved by inserting the peristaltic pump tubing input into the loading
solution and commencing pumping; once the container was emptied the tubing was quickly
moved into the wash solution producing a small air bubble between the two solutions. Collection
of breakthrough fractions was achieved using a 2112 Redirac automated fraction collector (LKB
Bromma, no longer licensed) or manually by timed exchange of collection vessels. Vessels were
weighed before and after collection of fractions to determine the collected mass and hence flow

rate.

3.2.3. Other procedures

An estimation of the particle size distribution for the inorganic ion exchanger was achieved by
sieving a known mass of solid (~5 g) through a series of stainless steel / brass sieve shakers of

decreasing mesh sizes (1000 um, 710 um, 500 um, 250 pm, 125 pm).

The density of the sorptive materials was measured by filling a measuring cylinder to a known
volume (10 mL) and recording the mass. The void ratio was then calculated by added MQ water

up to a known volume (15 mL) and recording the increase in mass.

3.3. Instrumentation

3.3.1. ICP-MS

Stable uranium, thorium and zirconium concentration measurements were performed on a
Thermo Scientific X-series Il quadrupole ICP-MS (Thermo Fisher Scientific, Waltham, MA USA) and
an Agilent 8800 triple quadrupole ICP-MS (Agilent, Santa Clara, CA, USA). The aqueous solutions
were diluted to ppb level and introduced to the instrument in a 2% HNOs; matrix. Six calibration
standards (including a 0 ppb solution) were prepared from single element ICP-MS standards
(Inorganic Ventures, Virginia, USA). This set was run prior to each batch of samples spanning the
expected concentration range of the samples. All calibration standards and samples were spiked

with a mixture of In/Re to give a final concentration of 5 ppb for use as internal standards.

3.3.2. Gamma spectrometry

Barium-133 activity concentration was measured on well-type HPGe gamma detectors (Canberra
Industries, Harwell, UK) and the Cobra Il Automated Nal Gamma Counter model 5003 (Packard
Instrument Company, no longer licensed). Analysis of the HPGe energy spectra and calculation of
radionuclide activity was performed using Fitzpeaks software (JF Computing, Stanford in the Vale,

UK). A background spectrum for the HPGe detectors was collected on a weekly basis and
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deducted from the measured spectrum for each sample/standard. A height correction was
applied in the case of partially-full sample vials. A single value in Bq/g was obtained from the

Cobra Il Automated Nal Gamma Counter for each sample.

3.3.3. Liquid scintillation counting

Tritium activity concentration was measured by liquid scintillation counting on Wallac 1440
Quantulus ultra low-level spectrometers (Perkin Elmer, Waltham, MA, USA). Gold Star (Meridian
Biotechnologies Ltd, Epsom, UK) liquid scintillation cocktail was used for these measurements. A
matrix-matched instrument blank and instrument standard was run with each batch of samples to

determine background counts and instrument efficiency.

3.3.4. Other instrumentation

Scanning electron microscopy images were collected using a Leo 1450VP SEM (Zeiss, Oberkochen,
Germany) and an Oxford Instruments X-Act 10 mm? area SDD EDS Detector, utilising the AZtec

Energy software system (Oxford Instruments, Oxfordshire, UK).

Stable magnesium and calcium concentration measurements were performed on a Metrohm 861
Advanced Compact IC with the Metrosep C 4 - 150/4.0 column, utilising the IC net software
(Metrohm AG, Herisau, Switzerland). The aqueous solutions were diluted to ppm level and
introduced to the instrument in a 0.002M HNO3z matrix. Four calibration standards were run prior

to each batch of samples spanning the expected concentration range of the samples.

3.4. Conversion of raw experimental data to graphical plots

For each set of batch experiment solutions measured by ICP-MS, gamma spectrometry, liquid
scintillation counting or ion chromatography, an aliquot of the solution contacted with the solid
material was also measured and the data corrected to this reference value. Corrections were also
applied for differences in dilution (or evaporation and dilution) factors. The sorption value was
then determined from the initial mass of solid and solution as well as the density of the solution.
The propagated uncertainty on this final value is composed of the calibration uncertainty, the
statistical counting uncertainty on the raw data, the uncertainty on the initial analyte
concentration in solution and weighing uncertainties associated with the mass of the initial solid
and solution as well as the masses recorded for calculation of dilution factors. The data is plotted
against the duration of batch mixing time (sorption/desorption plots) or initial aqueous

concentration (isotherm plots).
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For each set of column experiment fractions measured by ICP-MS, gamma spectrometry or liquid
scintillation counting, the data was simply corrected to the column output concentration by
accounting for the different dilution (or evaporation and dilution) factors. The propagated
uncertainty on this final value is composed of the calibration uncertainty, the statistical counting
uncertainty on the raw data and weighing uncertainties associated with the masses recorded for
calculation of dilution factors. The data is plotted against the midpoint of the collected fraction

(mL).

3.5. Numerical simulation

Numerical simulation has been developed using LabVIEW 2015 (National Instruments UK,
Newbury, Berkshire). LabVIEW is a visual programming language capable of interfacing with and
controlling hardware as well as manipulating multidimensional data arrays. Numerical simulation
of sorption kinetics has been achieved using the pre-programmed ODE solver VI to solve sets of
ordinary differential equations with respect to time (Figure 3.1.). The final concentration values
are fed through a while loop shift register to become the ODE solver input variables with the loop
iteration value added to the time outputs. The while loop has been coded to operate either until
stopped by the user, when the change in lumped solid concentration between simulations is less
than a defined order of magnitude; i.e. “equilibrium” has been achieved or after 1000 iterations
(equivalent to 1000 seconds). The total data stored is then reduced to every 100™ value and
written to a .CSV file. As this is also contained within a while loop the 1000 iterations of the inner
loop begins again unless equilibrium has been reached. For simulations producing more than 1 x
10° seconds the length of an excel spreadsheet is exceeded so a binary TDMS format is used and
the data saved to a series of files. This also increases the amount of significant figures saved. The
basic ODE solver equation inputs and subsequent modifications are explained in further detail in

the following results and discussion section.

Inputs Outputs
Constants
Equations

Jreem |

Simulation parameters J ODE: VI ¥ _L Error

Figure 3.1.

ODE solver as it appears within the LabVIEW graphical development interface.

Constants are input as variant data and differential equations are input as a strictly typed reference to the
VI that implements the right-hand side of an ordinary differential equation dX/dt=F(X,t).
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The type of solver used for these simulations is Runge-Kutta 45 (variable); this choice, the
absolute and relative tolerances and time steps are programmatically set (Table 3.1.) and remain
constant for all simulations carried out in this project. The final time is set to 1 (time basis for the

simulation is seconds) and a wait of 10 milliseconds added in order to reduce CPU and memory

usage.
Table 3.1.
List of simulation parameters programmatically input into ODE solver.
Parameter Value
Initial Time 0
Final Time 1
Time Step 0 (only used if a fixed step-size solver is chosen)
Absolute Tolerance 1E-8
Relative Tolerance 1E-8
Continuous Solver Runge-Kutta 45 (variable)
Discrete Time Step Final time / 1000
Minimum Time Step Final time / 1E9
Maximum Time Step Final time / 100
Initial Time Step Final time / 1000

The 10 ms wait function, an ODE solver in a while loop and the write delimited spreadsheet VI
were also used to simulate chromatographic column breakthrough. The LabVIEW coding was,
however, modified to include an array of input and output variables. Due to the larger amount of
data generated, only the final temporal values from each iteration of the ODE solver are fed
through the while loop shift register. To achieve a consistent level of detail between different
simulations, however, iterations adding up to a total of 0.1 mL (0.01 mL for tritium based
hydrodynamic experiments) were collated and averaged; this value was then output to the .CSV
file and also displayed on an onscreen XY graph. This graph allows the operator to monitor

progress and determine when to stop the simulation.
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Chapter 4: A Numerical Simulation Method for Modelling the Kinetics of
Batch Sorption and Desorption of Inorganic Species on Three Contrasting

Materials

Abstract

A numerical simulation method has been developed to describe the transfer of analytes between
solid and aqueous phases. The method employs an ordinary differential equation solver within
the LabVIEW visual programming language to plot the change in concentration in both phases
with respect to time. The method has been assessed using a range of experimental data for three
contrasting sorptive materials (UTEVA resin, anion exchange resin and zirconium phosphate).
Internal and external mass transfer effects have also been evaluated by conducting experiments
under either stirred or stationary conditions. In addition, the impact of analyte and interferent
concentrations on thermodynamic and kinetics was investigated for UTEVA resin. Finally, the
numerical simulation approach has been compared to two commonly used kinetic equations
(pseudo-first-order and pseudo-second-order). The mechanistic nature of simulation can provide
an insight into the conditions under which these equations are valid and explain mathematical

biases observed.

4.1. Introduction

A range of microscopic imaging, speciation studies and sorption quantification experiments are
often employed in the characterisation of novel sorptive materials for water treatment or
analytical chemistry. These techniques are useful for determining the structure of the synthesised
material as well as the physical and thermodynamic behaviour under variable pH, temperature
and aqueous matrices. Another important measure of the performance of the material is the
sorption kinetics which can have a significant impact on the suitability of a material designed for
use under fast flowing systems. Although aqueous sorption onto solid materials usually occurs in
fixed-bed or column configurations, closed-system (batch) experiments are employed as a simpler
method to generate information on the temporal progress of sorption and the time taken to

reach equilibrium.

Interpretation of kinetic batch sorption data frequently involves regression analysis to classify the
kinetic relationship between the analyte and sorptive material and to generate rate constants

which can be used to compare the performance of different systems. The most commonly
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applied classifications are the pseudo-first-order®’ (PFO) and pseudo-second-order’®*° (PSO) rate
equations (Equations 4.1 and 4.2. respectively). Both of these equations describe the rate of
change of an adsorbed species (qg;) as a function of the effective available sorption sites (ge. — qi),

where q. is the concentration of adsorbed species at equilibrium (mg/g).

% = kl(qe — CIt) Equation 4.1.
d
% =k,(q, — CIt)z Equation 4.2.

The equations can be rearranged into several different linear or non-linear forms with
corresponding plots from which a rate constant is derived. Recently, however, several authors
have disputed the validity of assigning one of these equations to a sorptive system based on
direct comparisons of statistical measures. Lin et al.'® used the example of methylene blue
adsorption on activated carbon to question the use of the correlation coefficient (R?) value in
determining the best fit as this measure favoured an equation format which had a lower degree
of accuracy in predicting the equilibrium position. They instead preferred to compare fit using the
normalised standard deviation Aq(%). They also noted that the magnitude of uncertainties may
alter significantly when converting from non-linear to linear equation formats and that prior
knowledge of the equilibrium position is not required for data fitting when using non-linear
formats. These observations indicate that inherent mathematical bias in the choice of plotting

axes and equation format may hinder the correct assignment of rate orders.

Ascertaining whether the reaction has proceeded long enough for equilibrium to be obtained is
another issue faced in the interpretation of kinetic data. This problem is raised by Gupta et al.** in
their review of metal ion adsorption on inorganic materials. They suggest that the PFO equation
is often valid for initial sorption but fails to accurately predict the position of equilibrium. The
non-requirement for prior estimation of parameters is also given as the main advantage of the

PSO equation in the review of second-order models by Ho'”°.

Lack of agreement on the theoretical derivation of PFO and PSO equations is another factor
undermining their assignment based purely on statistical fitting measures. Azizian'’* developed a
general equation for adsorption and desorption which was based on Langmuir kinetics and
included an initial solute concentration term (Cy). This equation was shown to simplify to the PFO
under high Cy or to the PSO when Cy was low. Azizian’s derivation also stated a relationship

between k; and Cy which could be exploited to distinguish the separate rate constants of
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adsorption (k,) and desorption (ky). The relationship between k, and C, is suggested to be more
complex involving two fitting parameters and without the ability to separate out the values for k,

and kq.

Azizian’s method, however, has been critiqued by Liu et al.**** who propose that, rather than
assuming a pre-set reaction order of either 1 or 2, the kinetics of sorption obeys the universal rate
laws for chemical reactions whereby the reaction order is based on the rate-determining step and
must be determined experimentally. They therefore suggest a general rate law where the
reaction order for the effective concentration of sorption sites can be either an integral or a
rational non-integral number. Both the PFO and PSO are therefore special cases of the general
rate equation. It should be noted, however; that their theory is based on biosorption processes

which are likely to be more complex than the sorption of metal ions.

56,61,170,173 . . . .
o252 also describe another popular kinetic model which was developed

Several review papers
by Roginsky and Zeldovich in 1934 and is referred to as the Elovich equation. This model is limited
to the description of the initial rate of sorption and is equivalent to the pseudo-second-order

equation under circumstances where fractional surface coverage is less than 0.7.

All of the models discussed thus far focus on situations where the surface reaction is assumed to
be the rate-controlling step. In reality, the total sorptive process consists of four steps*®*’*'7*:
aqueous diffusion of the analyte from the bulk solution; diffusion of the analyte across the
stagnant layer surrounding the solid particles; intraparticle diffusion within the pores of the solid
material and the chemical sorption/desorption step which can occur both on the surface of the
particle or after penetration into the pores. For non- or macroporous materials under well stirred

conditions the exclusion of mass transfer processes can be a valid simplification, however, this

does not apply to every sorptive system investigated.

For batch experiments consisting of suspended particles in a rapidly-moving solution, the
concentration of analyte in the aqueous phase is spatially constant. In slow-moving solutions,
however, a stagnant layer can build up around the solid particle and inhibit the rate of transfer of
the analyte from the bulk solution to the surface of the particle. In this process, known as film
diffusion, the bulk solution is still spatially constant but a concentration gradient exists around the
particles where analyte has been depleted from the solution near the surface due to the sorption
reaction. In stationary solutions, the bulk solution may also begin to exhibit concentration
gradients depending on the difference between the rate of sorption and the rate of diffusion.
Particles with porous structures also exhibit intraparticle diffusion through the liquid contained

within their pores.
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The general rate of diffusion for an analyte (A) is expressed by a mass transfer constant (k) which
is a function of the diffusion coefficient (Dgi) and the distance travelled (8) (Equation 4.3.). This
equation is based on the Fick model of diffusion and assumes no interaction between dissolved
species. The diffusion coefficient is dependent on the analyte being studied and the properties of
the solution such as viscosity and other species present*’. The mass transfer constant can be used
to calculate the temporal change in concentration for a defined volume in the system if the

concentration gradient and dimensions of the volume are known.

D
Mass transfer constant (k,) = % Equation 4.3.
d[A] SA .
= kA—s([A]aq — [A]s,surface) Equation 4.4.
dt v,

In the case of film diffusion, & refers to the thickness of the stagnant layer and the rate of
concentration change in the solid particle is a function of the surface area of the particle (SA;), the
volume of the particle (V) and the difference in concentration between the particle surface and
the bulk aqueous solution (Equation 4.4.). Several equations have been developed to estimate
the film thickness based on the dimensionless Sherwood (Sh), Reynolds (Re) and Schmidt (Sc)
numbers (Equations 4.5. — 4.7.) where u = fluid velocity, v = kinematic viscosity and d, is the

diameter of the (spherical) particle***’

. Although these equations are generally applied to fixed-
bed configurations with a constant solution flow rate, some definitions of the minimum value of
the Sherwood number under the limiting conditions of a stationary solution have been suggested

175

ranging from 0 to 3.89°"°. A Sherwood number of 0 would imply an infinitely thick stagnant layer
meaning that transfer of analyte molecules to the surface of the particle is impossible, this is
therefore physically unrealistic*’. In addition, at very low Sherwood numbers the stagnant layer
extends far into the bulk solution and the processes of diffusion across this film and diffusion in

the bulk solution become blurred.

Re — dpu . )
e = —— quation 4.5.
v
4
Sc = Equation 4.6.
Daifs
Sh = d—p Equation 4.7
=% q 7.
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Intraparticle diffusion is a more complex process as the pore diameter, geometry and chemical
environment can alter the importance of the competing diffusion processes: surface diffusion
(along the walls of the pore), pore diffusion (through the liquid contained within the pores) and
Knudsen diffusion (diffusion involving frequent collisions with the pore walls)*®. Two popular
equations for expressing intraparticle diffusion are the Weber-Morris equation and the Crank

. R . . . . 40,56,61
equation whereas a more complex description is given by the shrinking core model™>""".

An alternative approach to sorption kinetics was developed from the work of Ward et al. which
initially began by examining the rate of gas absorption at a liquid interface’’® and later expanded
to include other interfaces'”’. This approach is known as the statistical rate theory (SRT) and is
based on the chemical potentials of analyte and sorptive material. SRT has been applied to

sorption/desorption rate-controlled systems by Rudzinski et al'’®

as well as including the effects of
competing species'’® and multiple diffusion processes'’*. The flexibility of this approach means
that different equations can be included depending on the system being studied. For the

180
d and a

modelling of competitive sorption, Langmuir-Freundlich kinetics were employe
stochastic simulation method (CKS software package, later renamed Kinetiscope) used for

determination of the rate constants for the two competing species.

Rather than fitting equations that describe sorption/desorption curves, sets of differential
equations describing the competing processes can be solved numerically by iterative adjustment
of concentrations at either set or variable time steps until all equations are met to a defined level
of accuracy across the specified time period. Several free (PHREEQC, Orchestra, CHEAQS) or
licensed (COMSOL Multiphysics, MATLAB, The Geochemist’s Workbench, gPROMS) software
packages are capable of simulating the kinetics of batch sorption by this method. Simulation
control can vary from constrained input of constants and initial conditions to a blank coding
environment in which the user can specify all conditions and processes using a glossary of
programmed keywords. The former may lack the flexibility to account for both sorption and mass
transfer processes or accurately describe complex relationships between sorptive materials and

solutions containing multiple analytes.

An alternative approach to coding is offered by National Instruments LabVIEW; this software
provides a blank coding environment where conditions and processes are added by inserting,
positioning and connecting graphically represented structures and functions. Although LabVIEW
is most commonly used in the control of hardware and acquisition of data, the extensive data

manipulation capability makes it a suitable option for simulation of sorptive kinetics.
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This chapter explains the development of a numerical simulation method to describe sorption and
desorption processes under batch conditions using LabVIEW visual programming software. A
multi-dimensional interpretation of kinetics is given and explores the connections between
solid/aqueous ratios, analyte and interferent concentrations, sorption and desorption rates and
diffusion. The method has been demonstrated and validated using three contrasting sorptive

materials which find use within the radioanalytical and nuclear decommissioning industries.

4.2. Results and discussion

4.2.1. Batch experiments

The kinetic and thermodynamic behaviour of three sorptive materials was investigated using
sorption and desorption experiments with external mass transfer controlled by conducting the
experiments either under constant tumbling using a roller mixer or in stationary vials. The time
taken to reach equilibrium was observed to be dependent on both solid/aqueous ratio and mixing

speed (stationary or well-mixed).

Under constant tumbling and equivalent solid/aqueous ratios, the equilibrium between UTEVA
resin and both analytes (uranium and thorium) in 8M HNO; was reached faster than the other
systems investigated. Both analytes showed high uptake on UTEVA resin with average
distribution constant (kp) values of 459 and 592 for uranium and thorium respectively. These
values are of a similar order of magnitude to the values quoted in the literature’® but in a
different order regarding the affinity of UTEVA resin for the two analytes (quoted k’ for U(VI) in 8
M HNO; ~300; quoted k’ for Th(IV) in 8 M HNO3 ~200; assuming kp/k’ = 1.7). Equilibrium for the
anion exchange resin system took longer to be reached under equivalent conditions with a high
uptake for thorium (average kp = 280) and a low uptake for uranium (average kp = 12); this is also
in line with previously established thermodynamic data’®’’ (quoted kp for U(VI) in 8 M HNO; ~10-
20; quoted kp for Th(IV) in 8 M HNO3 ~300). The zirconium phosphate showed very slow kinetics
for barium sorption. The kp value, however, was found to be larger for higher ionic strength
matrices with an average distribution constant of 1800 reached in a seawater matrix. This
phenomenon was attributed to dissolution of the solid material in water as evidenced by the
presence of zirconium in the aqueous phase after contact of MQ water with the solid material. To
simplify the numerical simulation, zirconium phosphate dissolution is minimised by introducing

the barium radiotracer in an Atlantic seawater matrix (adjusted to ~pH 8).
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The introduction of external mass transfer limitations altered the kinetics of sorption for all three
materials with the effect greatest for UTEVA resin. After a similar initial uptake, the rate of

sorption slowed down and the expected equilibrium position took longer to be reached.

The presence of high concentrations of Mg and Ca was determined to have no effect on the
kinetics and thermodynamics of U and Th sorption for UTEVA and anion exchange resins implying
that these species do not compete for complexant/exchange sites. The relationship between two
competing species was investigated for UTEVA resin only. It was found that increasing the
concentration of uranium above the linear section of the sorption isotherm reduced the

equilibrium position for both uranium and thorium in a combined solution.

The complete range of experimental data collected was simulated using LabVIEW. A “Lego®
approach” to numerical simulation was taken whereby a basic model based on a simplified

description of processes is expanded upon to introduce levels of complexity*.

4.2.1.1. Numerical simulation — Basic sorption and desorption

The basic simulation does not include any mass transfer kinetics and was developed using data for
the three materials collected via kinetic sorption and desorption experiments under constant

tumbling conditions.

The ODE solver is operated as described in the methodology section (Chapter 3). The model

constants are the forward rate constant (E), the reverse rate constant (E), the volume fraction of
the solid phase (V5) and the volume fraction of the aqueous phase (V,4). The variables are
singular values for initial analyte concentration in the aqueous phase [aq] and initial analyte
concentration in the solid phase [s]. This basic simulation does not take into account intraparticle
diffusion. The analyte concentration at different locations within the sorptive material and
associated internal concentration profiles are not specified; instead the concentration is averaged
over the entire volume. This approach is referred to as the lumped solid simplification or lumped
kinetic model?**%. For UTEVA resin this lumped solid encompasses the inert polymeric bead and
the immobilised organic phase containing the complexant. For the ion exchange materials it
comprises of the analyte concentration in the solid pores as well as the analyte absorbed onto the
active sites. An advantage of this simplification is that it avoids the need to estimate pore

volume.

The ODE solver inputs the initial variables and the model constants into two differential equations

based on Langmuir kinetics (Equations 4.8. and 4.9.) and calculates the temporal change in
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concentration by solving the two equations simultaneously according to the chosen simulation
parameters (Table 3.1.). This generates an array of output variables in the form of analyte

concentration in both the solid and aqueous phases along with the corresponding time intervals.

— = E[aq] — E[s] Equation 4.8.

= (E[S] - E[aCI])X <V£> Equation 4.9.

As these equations are based on the difference in concentration between two adjacent volumes
(lumped solid or aqueous), all analyte quantities are converted into mol/dm? for use as input
variables. For uranium and thorium solutions, this is a simple conversion from ppb; for the
barium-133 in seawater solution, a concentration of 14 ppb (1.02 x 10”7 mol/dm?®) is assumed
based on data provided for the composition of the Atlantic seawater used. Additionally, the mass
of solid material is converted into a volume by taking into account the density of the material.
Densities were empirically estimated using a gravimetric liquid displacement technique and
determined to be 1.7 g/cm?® for zirconium phosphate and 1.1 g/cm?® for both UTEVA and anion
exchange resins. The latter value is in agreement with the reference density of UTEVA resin (1.10
g/cm®)”® and the calculated density of anion exchange resin (1.12 g/cm?® from a reference bed

density of 0.7 g/cm® and an assumed free column volume of 0.375 mL/mL).

For simulation of sorption, the initial lumped solid analyte concentration was set to zero whereas
desorption simulations were initialised with the final lumped solid analyte concentration and an
aqueous analyte concentration of zero. Desorption experiments were conducted in the same
matrix as the sorption experiments; i.e. 8M HNO; for UTEVA and anion exchange resins and
seawater for zirconium phosphate. As the concentration of barium in seawater is a positive value,
the activity of Ba-133 was used instead (assumed to be 0 Bg/L in seawater). A density correction
had to be applied for UTEVA resin (factor of 2.7) and anion exchange resin (factor of 1.5) under
desorption conditions as the equilibrated materials were heavier than prior to sorption due to

some acid retention.

For sorption experiments, the forward rate constant (E) for each analyte-solid sorption system
was calculated from the initial slope of concentration change in the solid phase divided by the

initial concentration in the aqueous phase. This produced positive values with units of s*. The
reverse rate constant (k) was calculated by dividing the concentration ratio (solid/aqueous) at

equilibrium by the forward rate constant. For desorption experiments, k was calculated from the

62



Chapter 4

initial slope; this was then divided into the concentration ratio at equilibrium to obtain k. The
equilibrium value was estimated to be the concentration ratio after the longest duration of mixing

undertaken for each solid material.

The k and k values were input and the numerical simulation run for each analyte-solid sorption
system in turn. The simulated datasets for analyte concentration in the solid and aqueous phases
have been combined into a single value taking into account the density (p) of the solid for ease of
comparison with the experimental data across the range of conditions tested (Equation 4.10.).
Once the system has reached equilibrium this ratio is equivalent to the distribution constant
(Equation 4.11.) which is usually defined as the ratio of analyte concentration on the solid

material ([aqle-[aa]eq) per solid mass (W) to that in the aqueous phase ([ag]eq) per volume (Vaq).

s
sorption value = ﬁ Equation 4.10.
N
aqly — la XV,
ky = ([ q]([) ][ qj]e/;) a4 Equation 4.11.
aqleq s

Starting with an experimental solid/aqueous ratio of 0.1 g / 10 mL, this approach was able to
simulate the thermodynamic position of equilibrium for all three materials but didn’t fully
describe the kinetics observed. In the case of UTEVA resin, the basic simulation using the chosen
model constants underestimated the initial rate of sorption/desorption. The rate constant values
can be better estimated by either conducting experiments using shorter mixing times or by
reducing the mass of solid material (keeping the aqueous volume constant at 10 mL). Due to the
practical difficulties of short mixing times (<30 seconds), the latter option was chosen.
Additionally, the investigation of an alternative solid/agueous ratio can be used to further validate
the presence of V,/V,, in the differential equations (Equation 4.9.). The initial slope of
sorption/desorption is expected to increase with increasing V,/V,q due to a higher proportion of
either complexant molecules or exchange sites. Sorption experiments using a solid/aqueous ratio
of 0.01 g / 10 mL were therefore conducted for UTEVA and anion exchange resins whereas a ratio
of 1 g / 10 mL was chosen for zirconium phosphate as this material exhibited much slower

kinetics.

Using these three datasets a single sorption value at equilibrium for each resin-analyte system

was chosen based on an average of all the kp values collected discounting negative or zero values

for uranium sorption on anion exchange resin. This single sorption value sets the ratio of k and k

however the magnitude of the two constants depends of which dataset is chosen. For both
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uranium and thorium sorption on UTEVA resin the simulation is optimised using k determined

from the 0.01 g sorption dataset; for uranium sorption on anion exchange resin k determined
from the desorption dataset is used due to large uncertainties on both sets of sorption data and

for barium sorption on zirconium phosphate as well as thorium sorption on anion exchange resin

k determined from the 0.1 g sorption dataset is chosen.

The goodness of fit between the experimental and simulated data (Table 4.1.) has been assessed
using normalised standard deviation analysis (Equation 4.12.) where n is the number of data
points (negative or zero experimental sorption values are excluded). This analysis indicated that
the basic numerical simulation gave an adequate description of the interaction of uranium and
thorium with UTEVA resin in 8M HNO; provided that the rate constants set are based on the 0.01
g resin dataset (Figures 4.1. and 4.2.). This basic simulation did not however, fully describe

sorption and desorption mechanisms for the two ion exchange materials.

Y[(exp — sim)/exp]?
(n—1)

Aq(%) = 100X Equation 4.12.
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Figure 4.1.

Comparison between experimental data and numerical simulation of sorption/desorption of uranium
between 8M HNO; and UTEVA resin.

The basic simulation was used (Equations 4.8. and 4.9.).

The solid lines represent simulations using shared input parameters (E =2.263 and k = 4.483 x 10'3) for
the three experimental conditions depicted.

The dashed lines represent input parameters based on the initial and final data points obtained under a
particular experimental condition (0.1 g sorption or 0.1 g desorption).

The numerical simulation method used input parameters based on an aqueous volume of 10 mL for each
experiment. No external mass transfer was included.
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Figure 4.2.

Comparison between experimental data and numerical simulation of sorption/desorption of thorium
between 8M HNO; and UTEVA resin.

The basic simulation was used (Equations 4.8. and 4.9.).

The solid lines represent simulations using shared input parameters (E =1.730 and k = 2.656 x 10'3) for
the three experimental conditions depicted.

The dashed lines represent input parameters based on the initial and final data points obtained under a
particular experimental condition (0.1 g sorption or 0.1 g desorption).

The numerical simulation method used input parameters based on an aqueous volume of 10 mL for each
experiment. No external mass transfer was included.
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4.2.1.2. Numerical simulation — Introduction of internal mass transfer

The initial sorption/desorption slopes for anion exchange resin and zirconium phosphate could be
simulated by the basic model, however, this did not account for the observed slowing of kinetics
before equilibrium was reached (see difference between experimental data points and dashed
lines in Figures 4.5.-4.7.). This phenomenon was largest for zirconium phosphate and is due to
slow intraparticle diffusion of the analyte. lon exchange materials often have porous structures
within which species can migrate internally. The speed of this internal transfer can depend on a
number of variables such as the viscosity within the pores, the availability of active sites, the pore
diameter and the radius and diffusivity of the ionic species. For the numerical simulation of
intraparticle diffusion, surface diffusion has been assumed with sorbed species being transferred

347 " In addition, the Fick model of

between active sites located on the internal pore surfaces
diffusion has been applied whereby an analyte moves according to its own concentration gradient

. . .42
with no influence from other species™.

The basic numerical simulation coding was therefore modified to include internal mass transfer.
This involves splitting the lumped solid fraction up into two or more sections. For a two section
split, the ODE solver would have three input and output variables and henceforth three
differential equations (Equations 4.13.-4.15.) as well as three fraction constants and an additional
rate constant (ki,t). The initial concentrations for the outer and inner fractions were both set to

Zero.

d[s; _
% = kint[s]outer — Kint [S]inner Equation 4.13.
d[s] R -
dogter - k[aq] - k[s]outer
v Equation 4.14.
- (kint [S]outer - kint[s‘)‘]inner)>< (%)]
s,outer
dla - > V.

Lag] = (k[s]outer - k[aCI])X —souter Equation 4.15.
dt Vag

To determine the magnitude of internal mass transfer as well as appropriate solid fractionation,
different size zirconium phosphate particles were investigated. The raw material was analysed by
sieving to have a particle size distribution of 57 % 710-1000 um, 31 % 500-710 pm, 11 % 250-500
pm and <1 % 125-250 um. This range of sizes is due to the fragility of the material and its

tendency to break into smaller pieces; this was observed via scanning electron microscopy (Figure
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4.3.) and utilised to obtain smaller particle size ranges by grinding the material using a pestle and

mortar followed by separation into a 125-250 um sample and a 250-500 um sample.

Figure 4.3.
Scanning electron microscopy image of the zirconium phosphate material as supplied.
Some breakage of the spherical solid particles has occurred upon adhesion to the backing material.

Sorption of barium-133 from 10 mL of seawater was compared for both the particle sizes as well
as the raw material (0.1 g of solid in each experiment). As there were no data for pore size
available and no pores were visible under electron microscopy, the additional model constants
were determined by trial and error. By assuming an initial penetration of the analyte into the
outermost 5 um of the particle and average radii for each of the size ranges of 93.75 um, 187.5
pm and 375 um, the outer and inner fractions were set. As the diffusion length and diffusivity are
constant, the change in k;,; between each particle size is related to the area of the division
between the two sections and the volume of the inner section. As the inner section is a sphere;
area/volume can be simplified to % radius and a simple formula for determining the ratio

between two internal rate constants employed (Equation 4.16.).

kint,a _ Aa Vinner,b _ rinner,b

=— Equation 4.16.
kint,b Ab Vinner,a rinner,a

The rate constants have been increased to account for the reduction in the volume of the solid
phase which can exchange directly with the aqueous solution. The new constants are based on
sorption of barium into the outer fraction of the 125-250 um sample (0.1 g experiment) and

applied to the other two particle sizes.

68



Chapter 4

Setting ki, for the smallest particle size to 1.0 x 10” allowed the modified numerical simulation
method to give an adequate description of the dataset with a Aq(%) of 40 % (Table 4.1.).
Unfortunately, calculating the associated internal mass transfer constants for the other two
particle sizes did not fully simulate the observed data. In comparison to the basic simulation for
the original 125-1000 um sample, however, the simulation using two internal fractions was an
improvement with a reduction in Ag(%) from 217 % to 123 %. This implies that internal mass

transfer does impact sorption kinetics but that a two fraction division is an oversimplification.

Table 4.1.

Goodness of fit between experimental data and results of numerical simulation method with and
without the inclusion of intraparticle diffusion.

Comparison has been made using normalised standard deviation (Aq(%)) analysis (Equation 4.12.).

The numerical simulation method used input parameters based on an aqueous volume of 10 mL for each
experiment. No external mass transfer was included.

Aq(%)
Sorptive Solid mass 2 3
P . Analyte Notes Basic . .
material (g) ] . internal internal
simulation . .
fractions | fractions
0.1 Sorption 8
Uranium 0.1 Desorption 4 N/A N/A
UTEVA 0.01 Sorption 10
resin 0.1 Sorption 13
Thorium 0.1 Desorption 6 N/A N/A
0.01 Sorption 17
0.1 Sorption 104* 64*
Ani Uranium 0.1 Desorption 49 633 N/A
nion 0.01 Sorption 43* 78*
exchange -
resin 0.1 Sorption 84 20
Thorium 0.1 Desorption 42 28 N/A
0.01 Sorption 104* 45*
0.1 Sorption (125-250 um) N/A 40 27
. . 0.1 Sorption (250-500 um) 68 21
Zirconium . -
Barium 0.1 Sorption (125-1000 pum) 217* 123* 52%
phosphate -
0.1 Desorption (125-1000 pum) 53* 36* 34*
1 Sorption (125-1000 pum) 259* 226* 38*

*Large uncertainties on experimental data (average for dataset > 20%)

Each particle size was therefore split into three sections based on an initial 5 um penetration
followed by an additional 25 um. The numerical simulation coding was modified to include four
input variables including an additional differential equation, volume fraction and internal mass
transfer constant. Increased k;,; values for exchange between the outer and mid sections were
calculated to reflect the decrease in volume and k;,; values for exchange between the mid and

inner sections were also calculated based on the same fitted value. This three-internal section
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modification generated good simulated data for all three particle sizes as well as desorption from

the 125-1000 um sample (Figures 4.4. and 4.5.).

10000
1000
100+
[s]
[ag]x p,
104
1-/' * 125-1000 pm
o 250 -500 um
® 125-250 um
0.1+ . . : : .
1 10 100 1000 10000 100000

Time (mins)

Figure 4.4.
Comparison between experimental data and numerical simulation of sorption of barium between

seawater and zirconium phosphate for three particle sizes.
Three internal fractions based on radial penetrations of 5 um and 30 um were assumed.
The solid lines represent simulations using shared input parameters (E =1.311 and k = 4.283 x 10_4) for

the three particle sizes depicted.
The numerical simulation method used input parameters based on an aqueous volume of 10 mL and a
solid mass of 0.1 g for each experiment. No external mass transfer was included.
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Figure 4.5.

Comparison between experimental data and numerical simulation of sorption/desorption of barium
between seawater and zirconium phosphate for a single particle size.

The solid lines represent simulations using three internal fractions based on radial penetrations of 5 um

and 30 um and modified rate constants (E =1.311and k = 4.283 x 10_4).
The dashed lines represent simulations based on no internal mass transfer and without any modification

to the rate constants (E =2.244x102and k = 7.334 x 10°).
The numerical simulation method used input parameters based on an aqueous volume of 10 mL for each
experiment. No external mass transfer was included.

The experimental dataset generated using the greater mass of solid (1 g) was also simulated using
the two- and three-internal section approaches. The k;,; values were modified by multiplying the
0.1 g values by the ratio of the two solid volume fractions (Equation 4.17.). Although this
modification to the k;,; values generated simulated datasets that better described the
experimental data, there is not enough evidence whether a linear relationship between the
solid/aqueous ratio and the rate of intraparticle diffusion exists (see Chapter 5 for further

discussion).

kint V
_inta _ s Equation 4.17.
kint,b Vs,b
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The internal fractionation approach was also applied to the experiments conducted using anion
exchange resin. Although only a single particle size was investigated an estimation of the rate of
diffusion within the particle was made. As with the zirconium phosphate simulation, an initial
penetration of 5 um was assumed and the particle was split into inner and outer sections. Using
these fractions and a ki value of 2.0 x 10™ for the 0.1 g experiments and 2.0 x 10 for the 0.01 g
experiments Aq(%), statistics of <45 % were produced for thorium (Table 4.1.). It was therefore
concluded that the two-internal fraction simplification was suitable for the simulation of analyte

interaction with anion exchange resin from 8M HNO; (Figures 4.6. and 4.7.).

10001

100+
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Figure 4.6.

Comparison between experimental data and numerical simulation of sorption/desorption of thorium
between 8M HNO; and anion exchange resin.

The solid lines represent simulations using two internal fractions based on a radial penetration of 5 um
and modified rate constants (I_c) =0.8267 and k = 2.684 x 10_3).

The dashed lines represent simulations based on no internal mass transfer and without any modification
to the rate constants (E =0.2031 and k = 6.593 x 10_4).

The numerical simulation method used input parameters based on an aqueous volume of 10 mL for each
experiment. No external mass transfer was included.
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Figure 4.7.

Comparison between experimental data and numerical simulation of sorption/desorption of uranium
between 8M HNO; and anion exchange resin.

The solid lines represent simulations using two internal fractions based on a radial penetration of 5 um

and modified rate constants (I_c) =0.2274 and k = 1.723 x 10_2).
The dashed lines represent simulations based on no internal mass transfer and without any modification

to the rate constants (E =5.586x 102 and k = 4.232 x 107).
The numerical simulation method used input parameters based on an aqueous volume of 10 mL for each
experiment. No external mass transfer was included.

Although it has been shown to be an adequate method of simulating ion exchange processes
under the experimental conditions investigated, splitting the solid particle into separate internal
fractions to represent intraparticle diffusion is still a simplified model. The physical process of
surface diffusion is a continuous movement of analyte molecules between all active sites within
the particle. It is therefore hypothesised that the accuracy of the numerical simulation method in
describing the kinetics of sorption/desorption in porous materials could be improved by
increasing the number of internal fractions or by using a PDE solver to numerically solve the
concentration change in the solid particle in terms of both time and radial position. In addition,
the mechanism of intraparticle diffusion may be more complex than homogeneous surface
diffusion. Diffusion within the pore solution may also take place with a different associated rate
constant. The structure of the pores may also not be homogeneous; a bidispersed structure may

|43,47

be present with macro- and micro-pores either in series or paralle Finally, interactions
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between dissolved and/or sorbed species may occur; therefore intraparticle diffusion may be

better described using the Maxwell-Stefan model of diffusion®’.

4.2.1.3. Numerical simulation — Effect of external mass transfer

The experiments already described were conducted under constant tumbling conditions to avoid
external mass transfer effects. Under stationary conditions, however, a stagnant layer builds up
around the surface of the particles. The impact of this process on experimentally determined
sorption datasets was assessed and the numerical simulation method modified to include

aqueous phase diffusion.

As with internal mass transfer where the solid particle was divided into multiple fractions,
external mass transfer can be represented by splitting the aqueous volume into a bulk fraction
and a surface fraction. Aqueous diffusion occurs between the bulk and surface whereas sorption
and desorption occurs between the surface and solid (or outer solid if internal fractionation is also
applied). The numerical simulation coding is therefore modified to include an additional
input/output variable and consequent differential equations (Equations 4.18. and 4.19.),
amended aqueous volume fractions and an external mass transfer constant. The initial
concentrations for the bulk and surface fractions were both set to the same value as previously

used in the basic simulation for the combined aqueous fraction.

d [aq]surface
dt

V.
«— - '( t )
+ (k[s](outer) - k[aq]surface)>< <u>]

Vaq,surf ace

= Kext[aqlpuik — Kext [aCI]surface
Equation 4.18.

dlaqlpur

dt = (kext [aQ]surface — kext [aq]bulk)>< (

1%
M) Equation 4.19.

Vaq,bulk

Comparison of batch experimental data between well-mixed and stationary conditions was used
by Paxton at al.®® to calculate the thickness of the stagnant layer surrounding a single anion
exchange bead. For the material investigated (AG 1x4 bead, ~760 um diameter) this was
determined to be 153 um in the stationary solution, falling to 16 um under acoustic mixing
conditions. In the current study, a set mass (0.1 g) was used as opposed to a single particle. The
solid particles therefore settled down onto the base of the vial to form a thin bed consisting of
more than one layer. Trial and error manipulation of aqueous volume fractions and ke values to

achieve a good fit to the experimental data indicated that in the case of a settled bed of particles,
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the thickness of the stagnant layer is dependent on the bed volume. This is, in turn, dependent
on the density of the particles and the packing geometry. Packing volumes were calculated by
volumetric displacement measurements. For both ion exchange materials, close random packing
with a packing density of 0.625 was determined; a 0.1 g bed of anion exchange resin would
therefore fill a volume of 0.145 mL whereas a 0.1 g bed of zirconium phosphate would fill a
volume of 0.094 mL. For UTEVA resin a packing density of 0.345 was determined; this looser
structure could be due to repulsive hydrophobic forces between the organically coated particles.

A 0.1 g bed of UTEVA would fill a volume of 0.264 mL.

Taking into account these differences in packing it was discovered that the size of the surface
fraction could be calculated by multiplying the bed volume by 23. The significance of this factor is
not known but it is thought to be related to the dimensions of the vial used in the experiments. In
addition, agreement has not yet been reached regarding the maximum thickness of the stagnant
layer in the process of film diffusion. It is therefore unclear whether the differential equations
used (Equations 4.18. and 4.19.) describe diffusion in the bulk solution or diffusion over a thick
film layer. Further investigations using a range of aqueous volumes and mixing containers of
different geometries would help improve understanding of the formation of stagnant zones. As
film diffusion was not quantified under the constant tumbling conditions, it can be assumed to be
incorporated into the forward and reverse rate constants describing transfer between the
aqueous phase and the lumped (outer) solid phase. This is similar to the linear driving force

. . . . . . 42 64
approximation commonly used in the simulation of chromatographic processes™ ™.

The calculated surface and bulk volume fractions for each of the three materials were used to set
kex: Values for each analyte/resin system by taking into account the cross-sectional area of the vial
(CSA), the dimensions of the total volume occupied (solid and aqueous phases combined) and the
diffusion coefficient for the analyte being simulated (Equation 4.20.). Estimated D values were
taken from literature values for diffusion in water at 25°C>° (0.426 x 10° cm?/s for %U0,*"; 0.620 x

107 cm?/s for '/5Ce** - as a proxy for Th®*; 0.847 x 10° cm?/s for %Ba”").

Equation 4.20.
Vsurface Lbulk

kext =

Simulation of sorption under external mass transfer limited conditions was run for the five
datasets collected. The modified LabVIEW coding was tailored for each material; no internal
fractionation was introduced for UTEVA resin, 2 internal fractions were used in the simulation of

anion exchange resin systems and zirconium phosphate was split into 3 internal fractions.
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This approach gave a good description of the processes occurring (Figures 4.8.-4.10.) with low

Aq(%) statistics (Table 4.2.).
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Figure 4.8.

Comparison between experimental data and numerical simulation of sorption for UTEVA resin under
stationary and constant tumbling conditions.

The solid lines represent simulations using two aqueous fractions based on the settled resin bed.

The dashed lines represent simulations based on no external mass transfer.

No internal fractions have been included for the simulations.

The numerical simulation method used input parameters based on an aqueous volume of 10 mL for each
experiment and an internal diameter of the reaction vessel of 2.4 cm.
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Figure 4.9.

Comparison between experimental data and numerical simulation of sorption for anion exchange resin
under stationary and constant tumbling conditions.

The solid lines represent simulations using two aqueous fractions based on the settled resin bed.

The dashed lines represent simulations based on no external mass transfer.

Two internal fractions have been included for the simulations.

The numerical simulation method used input parameters based on an aqueous volume of 10 mL for each
experiment and an internal diameter of the reaction vessel of 2.4 cm.
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Figure 4.10.

Comparison between experimental data and numerical simulation of sorption for zirconium phosphate
under stationary and constant tumbling conditions.

The solid lines represent simulations using two aqueous fractions based on the settled resin bed.

The dashed lines represent simulations based on no external mass transfer.

Three internal fractions have been included for the simulations.

The numerical simulation method used input parameters based on an aqueous volume of 10 mL for each
experiment and an internal diameter of the reaction vessel of 2.4 cm.

Table 4.2.

Goodness of fit between experimental data and results of numerical simulation method with the
inclusion of aqueous phase diffusion.

Comparison has been made using normalised standard deviation (Aq(%)) analysis (Equation 4.12.).

The numerical simulation method used input parameters based on an aqueous volume of 10 mL for each
experiment. Sorption was carried out under stationary conditions.

. . Solid mass Aq(%)
Sorptive material Analyte - — -
(g) Simulation including external mass transfer

UTEVA resin Uran.lum 0.1 12

Thorium 0.1 17

. . Uranium 0.1 65*

Anion exchange resin -
Thorium 0.1 24
Zirconium phosphate Barium 0.1 50*

*Large uncertainties on experimental data (average = 25% for uranium sorption on anion exchange resin
and 39% for barium sorption on zirconium phosphate)
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4.2.1.4. Numerical simulation — Effect of analyte and interferent concentration

The three sorptive materials investigated can be used to separate or concentrate analytes from
aqueous or dissolved samples. In this real-life scenario, both interacting and non-interacting
species will be present alongside the analyte being isolated. Depending on their concentration
and speciation interferents can have various effects including synergistic sorption, competitive

. ape . 66,67
sorption or competitive complex formation™"".

As previously mentioned, a significant reduction in kp for barium sorption on zirconium phosphate
was observed when deionised water (adjusted to ~pH 8) was used as the matrix rather than
seawater. Additionally, the magnitude of the reduction was linked to the amount of NaOH used
in the titration. Furthermore, ICP-MS measurement of the concentration of zirconium present in
the aqueous phase after contact with the solid particles indicated a dissolution process. The rate
of zirconium leaching was calculated to be ~1.7 x 10 g/s per gram of solid material. Due to the
added complexity of solid dissolution and the need to control pH, no further investigations into
the effect of analyte and interferent concentrations were conducted for zirconium phosphate in

this study.

The presence of a high concentration of both magnesium and calcium was investigated for both
UTEVA and anion exchange resins. An 8M HNOj; solution containing 440 ppm Mg, 440 ppm Ca,
230 ppb U and 230 ppb Th (all values given to 2sf) was prepared. Using a solid/aqueous ratio of
0.1 g / 10 mL, sorption values of uranium and thorium on both materials were unaffected by the
presence of these interferents with negligible difference in Aq(%) statistics between the
experimental data points and the numerical simulation (including internal mass transfer for anion
exchange resin) when comparing sorption with and without Mg/Ca (Table 4.3. and Figures 4.11.
and 4.12.). In addition, measurement of the level of sorption of magnesium and calcium by ion
chromatography indicated little interaction with either UTEVA resin or anion exchange resin (kp

<5). Both of these species are therefore non-competing interferents.
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Table 4.3.

Goodness of fit between experimental data and results of numerical simulation method with or
without the presence of interferents.

Comparison has been made using normalised standard deviation (Aq(%)) analysis (Equation 4.12.).

The numerical simulation method used input parameters based on an aqueous volume of 10 mL for each
experiment.

. . . Aq(%)
Sorptive material Analyte Solid mass
L : ¥ ! (e) No interferent Mg/Ca interferents
UTEVA resin Uran‘lum 0.1 8 12
Thorium 0.1 13 18
Anion exchange Uranium 0.1 64* 47*
resin Thorium 0.1 20 21

*Large uncertainties on experimental data (average = 33 % for no interferent and 21 % for Mg/Ca
interferents)
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Figure 4.11.

Comparison between experimental data and numerical simulation of sorption of uranium and thorium
between 8M HNO; and UTEVA resin in the presence of Mg/Ca interferents.

The experimental data relates to sorption of uranium and thorium from a solution containing 440 ppm
Mg and 440 ppm Ca.

The numerical simulation method used input parameters based on the optimised rate constants as well
as an aqueous volume of 10 mL and a solid mass of 0.1 g for each experiment. No internal or external
mass transfer was included.

80



Chapter 4

100+

[5]

[ag]x p,

104 {{}

e Uranium 0.1 g sorption
Thorium 0.1 g sorption

1 10 100 1000 10000
Time (mins)

Figure 4.12.

Comparison between experimental data and numerical simulation of sorption of uranium and thorium
between 8M HNO; and anion exchange resin in the presence of Mg/Ca interferents.

The experimental data relates to sorption of uranium and thorium from a solution containing 440 ppm
Mg and 440 ppm Ca.

The numerical simulation method used input parameters based on the optimised rate constants as well
as an aqueous volume of 10 mL and a solid mass of 0.1 g for each experiment. Two internal fractions
based on a radial penetration of 5 um were included. No external mass transfer was included.

As UTEVA resin showed favourable sorption of both uranium and thorium, conducting kinetic
experiments from a solution containing a high concentration of one of the species and a low
concentration of the other could provide simultaneous kinetic information on the effect of high
analyte concentration and the effect of a competing interferent. A solution of 8M HNO;
containing 470 ppm U and 240 ppb Th (2sf) was hence prepared and mixed with UTEVA resin
using a solid/aqueous ratio of 0.1 g / 10 mL. The high concentration of uranium caused a

decrease in the kpvalues of both uranium and thorium.

In order to modify the LabVIEW coding to simulate the sorption of uranium and thorium
simultaneously, information on the concentration of complexant molecules and their
stoichiometric relationship with the analytes must be obtained. This was achieved by conducting
a series of experiments using 8M HNOs solutions containing only a single interacting species at

varying concentrations. At high initial aqueous concentrations (>1000 ppm) the concentration on
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the lumped solid phase at equilibrium tended towards a constant value indicating saturation of
the complexant molecules. The value for uranium was approximately double that of thorium
although large uncertainties were present when measuring concentration changes after sorption
equilibrium had been obtained at high initial aqueous concentrations. As it has been suggested
that the uranyl nitrate species present in 8M HNO; undergoes a 1:2 stoichiometric reaction with
the extractant’® (Equation 4.21.) it is therefore proposed that thorium nitrate undergoes a 1:4
stoichiometric reaction with the extractant (Equation 4.22.); this is a theoretically valid

assumption as there are twice as many nitrate ligands surrounding the metal ion.

UOZ(NO3)2 + 2F & U02(N03)2E2 Equation 4.21.

Th(NO3), + 4E & Th(NO3)4E, Equation 4.22.

The numerical simulation coding was modified to include a lumped solid extractant concentration
model constant ([s]¢) of 1.5 mol/dm?, rate constants for uranium and thorium and the solid and
aqueous concentration input variables for both species along with four associated differential
equations (Equations 4.23.—4.26.). Assuming the proposed reaction mechanisms are single step
reactions with no intermediate products (i.e. Equations 4.21 and 4.22. are the rate determining
steps) the rate order with respect to the extractant is 2 in the case of uranium sorption and 4 in
the case of thorium sorption. For the modified numerical simulation method, the forward rate
constants used in the basic simulation were divided by [s]:" where n = 2 (uranium) or 4 (thorium).
From the lumped solid extractant concentration model constant ([s]¢) of 1.5 mol/dm?, it follows
that if UTEVA resin was fully saturated with a single analyte, the lumped solid concentration
would be 162 mg/g (uranium) or 79.1 mg/g (thorium). These values are similar to the reference
capacity for uranium on UTEVA resin (96 mg/g) as calculated from the original characterisation

data by Horwitz et al”

. The deviation from this quoted value could be due to the difference in
experimental methods of determination. The quoted capacity was determined by measuring the
amount of sorbed analyte after saturating the column; as the loading concentration of uranyl
nitrate used in this measurement has not been specified, it cannot be known whether true

saturation or equilibrium was achieved.

= EU[aq]U([S]E — 4[s]yn — 2[s]y)? — (I;U[s]u Equation 4.23.

7 Vs
T [kU[S]U —kylaqly([slg — 4[s]lrn — Z[S]U)Z]X (V_> Equation 4.24.
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d[S]Th
dt

= krnlaqlrn([slg — 4ls]ra — 2[s10)* = kralslrn Equation 4.25.

dlaq]rn

- 7 Vs
i [krnlslrn — krnlaqlen ([s]g — 4slrn — 2[s]y)*] % (V_> Equation 4.26.

aq

The simulation was run for each analyte at a range of aqueous concentration inputs whilst
constraining the other species inputs to zero. The sorption value once equilibrium had been
achieved was then plotted against initial aqueous concentration and compared to the
experimental data (Figure 4.13.). A good fit was observed for both uranium (Aq(%) = 15 %) and
thorium (Aq(%) = 27 %).
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Figure 4.13.

Comparison between experimental data and numerical simulation of uranium and thorium sorption
equilibrium positions between 8M HNO; and UTEVA resin at a range of initial aqueous concentrations.
The solid lines represent the final values obtained from simulations using differential equations including
both species as well as a lumped solid extractant concentration model constant of 1.5 moI/dm3
(Equations 4.23.—4.26.).

The numerical simulation method used input parameters based on an aqueous volume of 10 mL and a
solid mass of 0.1 g for each experiment. The initial aqueous concentration of the species not being
simulated was constrained to zero. No external mass transfer was included.

Returning to the mixed analyte solution (470 ppm U and 240 ppb Th), the simultaneous

simulation approach accurately predicted the reduction in kp value for both analytes in
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comparison to a mixed solution containing low concentrations (250 ppb U and 260 ppb Th). The
kinetics of sorption were also accurately captured (Figure 4.14.) with Aq(%) values for the high

uranium solution of 11 % (uranium) and 6 % (thorium).
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e 250 ppb U /260 ppb Th - uranium sorption
250 ppb U / 260 ppb Th - thorium sorption

= 470 ppm U /240 ppb Th - uranium sorption
470 ppm U / 240 ppb Th - thorium sorption

T

1 10 100 1000
Time (mins)

Figure 4.14.

Comparison between experimental data and numerical simulation of sorption of uranium and thorium
between 8M HNO; and UTEVA resin using different initial uranium concentrations.

The solid lines represent simulations using differential equations including both species as well as a
lumped solid extractant concentration model constant of 1.5 mol/dm3 (Equations 4.23.-4.26.).

The numerical simulation method used input parameters based on an aqueous volume of 10 mL and a
solid mass of 0.1 g for each experiment. No external mass transfer was included.

4.2.2. Comparison to commonly used kinetic and thermodynamic classifications

The numerical simulation approach to sorption modelling describes the rate of uptake via a
combination of processes including both external and intraparticle diffusion and sorption kinetics.
The concentration of both analytes and interferents and their stoichiometric relationship with the
complexant or active sites is also taken into account. Examples of simulated datasets produced
by this method were assessed under the commonly applied pseudo-first-order/pseudo-second-

order classification system.

Although several linear and non-linear forms of the PFO and PSO equations exist, this assessment

is based on two of the most commonly used linear forms (Equations 4.27. and 4.28.). Using these
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equations, labelling of a sorptive system as either PFO or PSO is determined by plotting In(ge-q:)
against time (PFO) or t/q, against time (PSO) and applying linear regression to assess the goodness
of fit. This method has been carried out on a selection of the simulated sorption curves (Table
4.4.). A subset of the simulation values produced has been taken as the size of the datasets
produced can be very large. Although the size of these subsets vary (33 — 103 data points), in
each case they encompass the whole sorption process up to equilibrium (ge.-g: = 0) and contain

evenly time spaced data points.

ln(‘le - Qt) = ln(qe) — kit Equation 4.27.
t 1 1
— = >+ —t Equation 4.28.
qe  kxqc  qe

As multiple rate constants were used in the simulation, the two examples including internal
diffusion and the example including external diffusion were hypothesised to fit neither of the
simplified rate equations. All three examples, however, were approximately linear over the
temporal subset selected for both the PFO and the PSO with R? values greater than 0.994. The
pseudo-second-order rate equation fitted the data better with R* values greater than 0.9998 and
much more accurate estimations of the position of equilibrium (predicted q.) despite this value
being integral to the PFO plot (y-intercept). This observation is due to an initial faster rate
indicating a period of complexation or exchange controlled uptake before diffusion processes
begin reducing the effective concentration of either analyte molecules (external mass transfer) or
sorption sites (internal mass transfer). The presence of a faster rate can be observed as a
deviation from linearity by selecting an alternative subset of the simulation data (Figures 4.15.
and 4.16. inset plots). This trend was also observed when a recently developed combined surface
reaction and diffusion-controlled kinetic equation was plotted under the usual PSO parameters'®.
In the three examples described in this chapter, it was found that the deviation from linearity was
more severe for the PFO plots (Figure 4.15.). This accounts for the inaccuracy of the predicted q.
values as this form of the PFO equation relies on the y-intercept for determination of g.. On the
other hand, the PSO equation uses the gradient of the slope meaning that linear regression
analysis of PSO plots is a more reliable method for q. determination. It is important, however,
that the correct time period has been sampled. For example, taking a different simulation data
subset (Figure 4.16.), gives a less accurate predicted g value of 1.164 x 10 for barium sorption

on zirconium phosphate.
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Figure 4.15.

Comparison between simulated datasets and the pseudo-first-order and pseudo-second-order
equations using the single analyte numerical simulation method for uranium sorption from a non-
stirred 8M HNO; solution (10 mL) onto UTEVA resin (0.1 g).

PFO equations are plotted as In(ge — g:) on the left hand axis, simulated data points are given as closed
symbols and linear regression is given as a solid line.

PSO equations are plotted as t/q; on the right hand axis, simulated data points are given as open symbols
and linear regression is given as a dashed line.

The larger plot shows the numerically simulated dataset until equilibrium has been reached whilst the
inset plot shows the initial 10 minutes only. Two external fractions have been used in the simulation.
The dotted line represents linear regression analysis for the PFO equation for the initial 10 minutes only.
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Figure 4.16.

Comparison between simulated datasets and the pseudo-first-order and pseudo-second-order
equations using the single analyte numerical simulation method for barium sorption from a stirred
seawater solution (10 mL) onto zirconium phosphate (0.1 g).

PFO equations are plotted as In(ge — g:) on the left hand axis, simulated data points are given as closed
symbols and linear regression is given as a solid line.

PSO equations are plotted as t/q; on the right hand axis, simulated data points are given as open symbols
and linear regression is given as a dashed line.

The larger plot shows the numerically simulated dataset until equilibrium has been whilst the inset plot
shows the initial 1000 minutes only. Three internal fractions have been used in the simulation. The
dotted line represents linear regression analysis for the PSO equation for the initial 1000 minutes only.

Data produced using the modified numerical simulation method including rate orders for both
analytes and extractant molecules (based on stoichiometry) was also analysed for correlation with
PFO and PSO equations. As with the diffusion based examples, simulated sorption data using a
high initial agueous concentration of (one of) the analyte(s) showed a faster initial rate in both
plots although high R* values were obtained (>0.990) when selecting a subset encompassing the
entire sorption process. The non-exact description of the simulated datasets to either of the PFO
or PSO equations reflects the added complexity to the sorption process once the analyte
concentration becomes significant and the extractant is no longer in excess. The R® values
obtained for the simultaneous simulation of both uranium and thorium on UTEVA resin are lower
indicating a more complex rate equation due to the competition between analytes. Conversely,
the simulated datasets for sorption at low initial aqueous concentrations showed a good fit to the
PFO equation (Figure 4.17.) independently of the temporal subset chosen, the stoichiometry and
corresponding rate order and whether competing analytes were included. This suggests that the
pseudo-first-order equation can be used to describe sorption when the analyte concentration(s)

is/are significantly lower than the extractant concentration; this conclusion contradicts the

87



Chapter 4

theoretical derivation of the PFO and PSO equations by Azizian et al'’*. The analyte concentration
is determined to be significantly low when the sorption value at equilibrium is at the maximum

(Figure 4.13.).
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Figure 4.17.

Comparison between simulated datasets and the pseudo-first-order and pseudo-second-order
equations using the multiple analyte numerical simulation method.

Uranium and thorium sorption from a stirred 8M HNO; solution (10 mL) onto UTEVA resin (0.1 g) is
simulated. Both analytes were simulated simultaneously using rate orders based on stoichiometric ratios
of 1U:2E and 1Th:4E and initial aqueous analyte concentrations of 250 ppb U and 260 ppb Th.

PFO equations are plotted as In(ge — g:) on the left hand axis, simulated data points are given as closed
symbols and linear regression is given as a solid line.

PSO equations are plotted as t/q; on the right hand axis, simulated data points are given as open symbols
and linear regression is given as a dashed line.

Based on this analysis of numerically simulated datasets, it is suggested that the classification of
experimentally determined sorption data to either PFO or PSO kinetics relies greatly on the times
sampled and the initial aqueous analyte concentration. Whether equilibrium has been obtained
or not is particularly important for the PFO equation as an estimation of g. is needed to produce
the plot. As the difference between the goodness of fit between the two equations is often
marginal, the magnitude of uncertainties on the experimental measurements can also be
important. In general, the PSO equation provides a better estimation of g. and has the added

benefit of not requiring prior knowledge of this value.
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The numerical simulation method for UTEVA resin including stoichiometry based rate orders was
also compared to the thermodynamic Langmuir isotherm (Equation 4.29.). Simulating a single
analyte solution, the solid (qe.) and aqueous (Ce) concentrations at equilibrium for a range of initial
aqueous concentrations were generated and the resulting plots (Figures 4.18. and 4.19.) analysed

using linear regression.

C, Equation 4.29.

Simulations using a 1:1 stoichiometry (analyte:extractant) fitted the Langmuir isotherm exactly (R?
= 1.000) whereas sorptive systems where the analyte reacts with a greater ratio of extractant
molecules show a deviation from linearity. This deviation increases when moving from a 1:2
stoichiometry (R? = 0.9997) to a 1:4 stoichiometry (R* = 0.9990). This subtle difference can be

observed at the low end of the concentration range (Figures 4.18. and 4.19. inset plots).
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Figure 4.18.

Comparison between simulated equilibrium values and the Langmuir isotherm for uranium sorption.
Uranium sorption from a stirred 8M HNO; solution (10 mL) onto UTEVA resin (0.1 g) is simulated.

Rate orders were based on stoichiometric ratios of 1U:2E and 1U:1E. The lumped solid extractant
concentration model constant was set to 1.5 moI/dm3 for 1U:2E and 0.75 moI/dm3 for 1U:1E.

Linear regression has been applied to both datasets across the entire concentration range simulated.

The inset plot shows a zoomed in view of the low end of the concentration range.

90



Chapter 4

2000+
30
201
1500+
104
— 0+ . .
< 0 500 1000 1500
2
élz 1000+
(0]
O
500+
1Th:1E
1Th:4E
0-

0 20000 40000 60000 80000 100000 120000
Ce (Mg/L)

Figure 4.19.
Comparison between simulated equilibrium values and the Langmuir isotherm for thorium sorption.

Thorium sorption from a stirred 8M HNO3 solution (10 mL) onto UTEVA resin (0.1 g) is simulated.

Rate orders were based on stoichiometric ratios of 1Th:2E and 1Th:4E. The lumped solid extractant
concentration model constant was set to 1.5 moI/dm_3 for 1Th:4E and 0.375 moI/dm_3 for 1Th:1E.

Linear regression has been applied to both datasets across the entire concentration range simulated.

The inset plot shows a zoomed in view of the low end of the concentration range.

Other models describing sorption isotherms have been developed***®, including the Freundlich,

Sips and the Redlich-Peterson isotherms; the latter two both include the Langmuir isotherm as a

special case. None of these models, however, fully describe the data produced by the numerical

simulation method.
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4.3. Conclusions

A numerical simulation method has been developed using LabVIEW visual programming. This
method has been applied to three contrasting sorptive materials under a range of experimental
conditions. Internal diffusion must be included to describe sorption for the porous ion
exchangers investigated; the accuracy of the simulation can be improved by increasing the
number of fractions the solid material is divided up into. The impact of external diffusion was
explored by simulating stationary batch experiments and found to impact upon the settled
particle bed. The relationship that solid and aqueous volumes and experimental geometry has on
external diffusion related simulation parameters is an area for future research. The effect of
analyte and competing species concentrations was also successfully simulated for UTEVA resin.
Extending the simulation to include exchange site concentration parameters for anion exchange
resin and zirconium phosphate could be more complex due to the lower selectivity of these
materials meaning more competition between species. In addition, there is a competing
dissolution process occurring for zirconium phosphate. The numerical simulation approach
developed fitted a Langmuir isotherm if a 1:1 stoichiometry and elementary reaction kinetics
between the analyte and extractant was assumed. It was also proposed that under all
stoichiometric ratios and at low initial aqueous concentrations, sorption of an analyte could be
described by pseudo-first-order kinetics providing rate was not diffusion controlled. At high initial
aqueous concentrations and if diffusion was included, the simulated sorption process did not fit
either pseudo-first-order or pseudo-second-order equations. This is in contradiction to predicted

behaviour based on theoretical derivations of the PFO and PSO equations by Azizian et al*’".

Development of the numerical simulation method in LabVIEW benefitted from the graphical
nature of the programming environment. Modification of the basic simulation by extending
arrays, adding connections and duplicating and editing VIs was relatively simple. The ODE solver,
however, required the differential equations to be in certain formats to avoid mass balance
errors. For example; Kint[Slouter — Kint[Slinner Was acceptable whereas Kin([Slouter —[Slinner) g€nerated
incorrect concentrations. Another limitation of this numerical simulation method was the length
of time taken to generate data, this could be reduced by lowering the amount of data passed
between each iteration of the while loop or selecting a shorter wait time although the latter could
increase the CPU loading of the simulation and effect the execution of other software. As
described, this method was developed using an ODE solver; it is possible that diffusion processes
could be better simulated using a partial differential equation (PDE) solver whereby concentration

change is solved both temporally and spatially. Currently, there are limited options for PDE
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solvers within the LabVIEW development system; these are based on Helmholtz, heat, and wave

equations in one or two dimensions and are expected to further add to simulation run times.

The numerical simulation method could be easily adapted from suspended particles in a
contained solution to other geometries such as a thin film of particles on the container wall or
inserted probe or a fixed-bed or column through which an aqueous solution can flow. It is
hypothesised that the same processes will apply under these geometries although the aqueous
mass transfer component may be more complex in flow through systems as flow rate will impact

upon the magnitude of processes such as molecular diffusion and eddy dispersion.
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Chapter 5: A Numerical Simulation Method for Modelling Chromatographic

Column Breakthrough of Inorganic Species on Three Contrasting Materials

Abstract

A numerical method for simulating the transfer of inorganic species between an aqueous solution
and a sorptive solid under batch conditions has previously been developed for three contrasting
materials (UTEVA resin, anion exchange resin and zirconium phosphate) using LabVIEW visual
programming software (Chapter 4). This chapter proposes an adaptation of this numerical
simulation method to describe chromatographic breakthrough profiles. The differential equations
and kinetic rate constants determined for the three sorptive materials in a closed batch system
were directly applied to a simulated flow-through column by considering the resin bed as a series
of discrete vertically stacked sections. Analyte transfer between the solid and aqueous phases
was simulated within each section to produce an array of solid and aqueous concentration values;
this was followed by advancement of the aqueous phase values by one array position. This
process was repeated in an iterative manner with the aqueous concentration value in the final
array position generating the simulation of column output. The simulated breakthrough profiles
were compared to experimental data for a range of flow rates and bed lengths. Observed
inconsistencies between the simulated and experimental datasets have been evaluated by taking
into consideration solid and aqueous phase diffusion, eddy dispersion, errors in the simulation
input parameters and additional physical phenomena associated with the experimental column

set-up.

5.1. Introduction

Column-based liquid chromatography is a widely used technique for analysis of complex samples
via separation of the individual components or for purification of products for commercial
purposes. In the field of radioanalytical chemistry, chromatographic separations are used to
isolate analytes from the bulk matrix and interfering species to facilitate quantification by
radiometric or mass spectrometric detection techniques. Modelling and simulation of
chromatographic processes can therefore be a very useful tool in optimising column operating

parameters to reduce analysis time, improve separation factors or maximise profit.

Mathematical equations have hence been developed to describe the movement of dissolved

species in a packed bed. These equations often describe the concentration change with respect
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to time and can be solved to predict the concentration either on the column or in the column
output solution at any given time. Depending on the complexity of the equations chosen and any
assumptions made, the solution can be obtained using either algebraic or numerical methods**%.
The most complete approach to chromatographic simulation is known as the general rate model.
This approach employs a series of partial differential equations describing concentration change
in terms of both time and location whilst distinguishing between the aqueous and solid phases
(pore concentration and sorbed concentration), axial position on the column and radial position
within the solid particles. Concentration change can occur via any of the four main
chromatographic processes*®®: (1) fluid flow and aqueous phase dispersion; (2) diffusion across
the stagnant layer surrounding the solid particles (film diffusion); (3) diffusion within the sorptive
material (intraparticle diffusion); and (4) the chemical reaction (e.g. ion exchange or

complexation). Due to its complexity, the general rate model can only be solved using a

computational partial differential equation solver.

Simplifications can, however, be applied to reduce the description of chromatographic processes
to a series of ordinary differential equations. It has already been shown (Chapter 4) that
numerical simulation methods employing an ordinary differential equation solver can be used to
describe the kinetic transfer of species between solid and aqueous phases for porous and non-
porous materials. This method uses a lumped solid simplification and was successfully applied to
a closed system under either well mixed or stationary conditions; however, it is hypothesised that
the same equations can also be applied to flow-through column geometry. In this chapter, this
hypothesis is tested using the materials, analytes and matrices that were previously modelled
under batch sorption/desorption conditions. Initially, a discrete volume containing the analyte(s)
was added to the top of the sorptive bed and washed through using the same matrix as the
loading solution. The position, width and symmetry of the resulting breakthrough peak(s) was
shown to be dependent upon the bed length and flow rate through the column. The numerical
simulation method was applied using the rate constants and differential equations developed
under batch conditions along with adaptations to include the column dimensions, packing density

and flow of the aqueous phase.

Column breakthrough is a more complex system to simulate than batch sorption/desorption due
to the increased input parameters and uncertainties in their definition. Inaccurate input or over
simplification of one of these parameters may have a significant impact on the breakthrough
simulation. Combined parameter errors may also have either an additive or opposing effect
depending on the operating conditions; it is therefore difficult to isolate input errors. In addition,

the rate of movement of a species down a column is not only determined by interaction with the
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solid phase but by molecular diffusion within the aqueous phase and the velocity range of the
solution due to different paths through the packed bed. The combination of the latter two factors
is known as axial dispersion and is dependent on the molecular diffusivity of the species, the

column packing density, the linear flow velocity and the particle size****.

An assessment of the magnitude of aqueous phase diffusion as well as physical diffusion in the
pores of the lumped solid phase was made by investigating the breakthrough of a discrete volume
of tritiated water from each of the sorptive materials. The relationship between the two axial

dispersion processes was also examined for the non-porous material at the slowest flow rate.

The numerical simulation method for describing sorption/desorption under batch conditions had
indicated that internal diffusion in the two porous materials could be simulated by assuming that
surface diffusion was the dominant mechanism and that the rate of this was proportional to the
solid-aqueous ratio. These assumptions are re-evaluated in this chapter. An analysis of the
sensitivity of the numerical simulation method to errors in input parameters was also conducted
to discuss the difference in breakthrough profiles obtained under repeated conditions. Additional

physical processes such as backpressure and leaching of the extractant are also considered.

5.2. Results and discussion

5.2.1. Modification of numerical simulation method to describe column conditions

A numerical simulation method has previously been developed to successfully describe batch
sorption/desorption for three contrasting sorptive materials (see Chapter 4). A “Lego® approach”
was taken whereby a basic model was modified in order to describe more complex processes®.
The basic model is built upon the lumped kinetic model whereby concentration is averaged over
the solid phase with no internal concentration gradients. Aqueous concentration gradients are

also neglected and an averaged value is again assumed.

For the kinetic transfer of low concentrations of uranium and thorium between 8M HNO; and
UTEVA resin under constant tumbling conditions, the basic model was found to be sufficient. This
method involved the simultaneous solution of just two differential equations (Equations 4.8. and
4.9. — reproduced below for clarity) requiring 4 model constants; the forward rate constant (E),
the reverse rate constant (I:), the volume fraction of the lumped solid phase (V) and the volume
fraction of the aqueous phase (V) as well as two input variables; the initial analyte concentration
in the aqueous phase [aq] and the initial analyte concentration in the lumped solid phase [s].
The two rate constants were determined from the experimental data and the other inputs from

knowledge of the experimental set-up.
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— = E[aq] — E[s] Equation 4.8.

= (E[S] - E[aCI])X <V£> Equation 4.9.

Due to the porous nature of the material, it was necessary to modify the model for describing
transfer of uranium and thorium between 8M HNO; and anion exchange resin (under constant
tumbling conditions) was modified to include internal mass transfer. This was achieved by
division of the lumped solid into two fractions and the introduction of an internal rate constant
(kint).  In this modification, three differential equations are used (Equations 4.13.-4.15. -

reproduced below for clarity), requiring 6 model constants and three input variables.

d[s]; _
% = kint[s]outer — Kint [S]inner Equation 4.13.
d|[s] - -
dO;AteT = klaq] — k[s]outer
v Equation 4.14.
— | Rine[slouter — Kine[Slinner) X (%)]
s,outer
dla - - V.

Lag] = (k[s]outer - k[aCI])X —_souter Equation 4.15.
dt Vag

In the case of kinetic transfer of barium between seawater and zirconium phosphate (under
constant tumbling conditions), two solid fractions was found to be insufficient in simulating
internal diffusion processes. For this material, three solid fractions were employed although it
was suggested that this simplification would lack accuracy when simulating batch experiments
with higher solid/aqueous ratios. The fractionation of the two porous materials was based on an
assumption of an initial penetration of 5 um. Rate constants were determined from the
experimental data and calculated for different particle sizes, fractionation choices and
solid/aqueous ratios based on a constant rate of diffusion throughout the material and the

observation that flux was proportional to the solid/aqueous ratio.

The magnitude of external diffusion was also investigated by conducting batch experiments under
stationary conditions. Two processes can occur; the diffusion of species through the bulk
aqueous solution to a settled resin bed and diffusion across a stagnant layer surrounding each
solid particle (film diffusion). The magnitude of film diffusion depends on the tumbling speed

with the length of the stagnant layer shorter in faster mixing conditions. The length of the
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42,47

stagnant layer under stationary conditions, however, has not reached consensus with some

. . . 175
authors arguing a maximum is reached

and others suggesting an infinite length, blurring the
line between the two diffusive processes. It was found that bulk aqueous diffusion / thick film
diffusion had a significant kinetic impact under these conditions, particularly for UTEVA resin as
this material exhibited the fastest sorption/desorption kinetics under constant tumbling
conditions. The kinetics of film diffusion under constant tumbling conditions was not empirically

guantified; instead this process was incorporated in the forward and reverse rate constants

describing transfer between the aqueous phase and the lumped (outer) solid phase.

In this chapter, the numerical simulation method detailed above has been modified to describe
chromatographic column breakthrough. A packed bed of sorptive material interacts with the
species in solution in much the same way as in a closed batch experiment, however, in this open
system, the aqueous phase is mobile meaning that the concentration in contact with the
stationary solid phase can change. As a consequence, the probability of a molecule in the solid
phase to either remain or transfer back into the aqueous phase can also change. This dynamic
system can be approximated by representing the column as a set of axially distributed closed
systems (Figure 5.1.). Within each closed system, species may transfer between the two phases
as well as between the radial fractions of the solid in the case of porous materials in an attempt to
reach equilibrium. The concentration in each phase/solid radius of a closed system is given as an
average value and changes over time as a product of the competing rate equations. As the
solution flows through the column, the aqueous phase moves into the next axial division and a

new closed system is initiated.
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Figure 5.1.
Graphical depiction of numerical simulation method for chromatographic breakthrough.
Note: Not to scale.

This simplified model of sorption/desorption within a column can be numerically simulated in
LabVIEW by modification of the batch simulation method. Rather than single value ODE solver
input variables, a 2D array is used representing the concentrations in each volume fraction for
each axial division. The final time simulation parameter for the ODE solver is equal to the
duration of solution residence time within each axial division; this is programmatically calculated
by dividing the volume (mL) of the agueous phase in each division by the flow rate (mL/min) and
converting this to seconds. After each iteration, an array of final values is extracted from the
temporal concentration output of the ODE solver. From this array the aqueous concentration
values are passed along one array position and a new value is input into the top array position
representative of the concentration in the solution being delivered to the top of the column. The
aqueous concentration value in the bottom array position is extracted and becomes the column
output. The new 2D array is passed through the while loop shift register to become the new input

variables for the next iteration.

This numerical simulation method for chromatographic column breakthrough was operated using
the relevant equations and rate constants for each material as determined under the batch
conditions. The simulated datasets were compared to experimental datasets under a range of

flow rates and bed lengths.
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5.2.2. Comparison of numerical simulation method with experimental data

In order to simulate a chromatographic column breakthrough, the experimental conditions must
be known or estimated. The final time simulation parameter that controls how many seconds the
ODE solver simulates on each iteration is equivalent to the duration of solution residence time in

each axial division (Equation 5.1.).

2
VagXTTXT“X60X Lo,

duration (s) = Equation 5.1.

uxn

This is calculated programmatically by dividing the volume of the aqueous phase in each axial
division by the flow rate (u - converted to mL/s). This volume is calculated from the effective
cross-sectional area and length of each division; knowledge of the internal radius of the column
(r) and volume fraction of the aqueous phase (V) are needed as well as a suitable number of
divisions (n) for the bed length (L.,). For all the experiments conducted in this study, the same
design of chromatographic column was used and r was set to 0.35 cm. The volume fraction of the
aqueous phase depends on the packing density of the sorptive material; this was calculated by
volumetric displacement measurements. For anion exchange resin and zirconium phosphate
close random packing was observed whereas UTEVA resin exhibited a looser structure, possibly

due to repulsive hydrophobic forces. From these measurements, V,, was set to 0.375 for anion

aq
exchange resin and zirconium phosphate simulations and to 0.655 for UTEVA resin simulations.
Additional inputs are flow rate (mL/min), loading concentration, loading volume (mL) and bed
length (cm). These all vary according to the experiment conducted. As the differential equations

used in this chapter do not include a lumped solid extractant constant, the concentration

magnitude and units do not have an impact on the simulated profile.

To simulate breakthrough experiments, the initial concentration in all phases was set to zero and
the loading concentration was introduced into the top aqueous phase array position for the
amount of iterations equivalent to the loading volume divided by the volume of the aqueous
phase in each axial division (a correction to the loading concentration in the last iteration was
made if this value was not an integer to ensure an overall mass balance), following which the

loading concentration was programmatically set to zero.

An assessment was carried out to determine the lowest number of axial divisions needed to
achieve an accurate simulation without unnecessarily increasing the computational load and

simulation execution time (Figure 5.2.). From this test an axial division length of 0.1 cm was
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chosen; the number of divisions (n) therefore alters according to bed length. As n must be an
integer, when column lengths are given to the nearest 0.05 cm, the number of divisions is

rounded up and the length of the axial divisions is slightly less than 0.1 cm.

— 100 divisions
10 divisions

— b divisions

— 3 divisions

Concentration

Volume

Figure 5.2.

Comparison between numerical simulations of breakthrough profiles using different numbers of axial
divisions.

The following hypothetical parameters were kept constant: bed length = 1 cm; column radius = 0.35; flow
rate = 1 mL/min; loading volume = 0.025 mL; Vaq = 0.655; V5 = 0.345; k= 1; k =0.01. Agueous phase
diffusion has not been included in the simulations.

5.2.2.1. Simulation using parameters determined under batch conditions

As previously mentioned, the numerical simulation method for describing batch
sorption/desorption was successfully applied to three sorptive materials providing accurate rate
constants and solid volume fractions were input. The values determined under the batch
conditions were tested for suitability as inputs for the adapted numerical simulation method for
chromatographic breakthrough. The internal rate constants and solid volume fractions for the
two porous materials were corrected for the larger solid fraction in the packed bed (compared to
the batch conditions); anion exchange resin was modelled using two solid fractions and one
internal rate constant whereas zirconium phosphate was modelled using three solid fractions and

two internal rate constants.

Simulations were initially run to describe a series of discrete loading breakthrough experiments
for the three sorptive materials using a range of bed lengths and flow rates (Table 5.1.). These
experiments involved the loading of a small volume followed by a wash step using the same

matrix as the loading solution (8M HNO; for UTEVA resin and anion exchange resin experiments
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and seawater for zirconium phosphate experiments). As the loading and wash solutions were

identical, no changes to the rate constants were made between the two steps.

The simulated profiles were compared to the experimental results by plotting the simulated value
(y axis) against the experimental value (x axis) for the closest possible breakthrough fraction (mL).
A linear trendline was applied to the resulting plot and forced through the origin. Regression
analysis of the trendline generated a slope value and an R? value. The slope value gives
information on the agreement between the peaks of the two datasets; an exact match between
the two datasets would give a slope value of 1 whereas an overestimation in the time taken for
the breakthrough profile to peak would give a slope value <1. The R? value gives information on
agreement between the shapes (width and symmetry) of the simulated and experimental
datasets. It should be noted, however, that the experimental concentration values are given for
the mid-point of a collected volume so are averaged over a larger volume than the concentration
values (averaged over 0.1 mL) in the simulated data. Additionally, some experimental datasets do

not cover the whole breakthrough profile although a peak in concentration is always reached.
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Table 5.1.

Linear regression analysis for comparison of experimental data to simulated breakthrough profiles
without the inclusion of aqueous phase diffusion.

Experimental data (x-axis) is plotted against simulated data (y-axis) to generate R’ and slope values.

The numerical simulation method uses rate constant and solid volume fractions calculated from batch
sorption/desorption experimental data.

In addition to the variable input parameters listed for each experiment, a column radius of 0.35 cm is
assumed with V,, = 0.655 for UTEVA resin and V,, = 0.375 for anion exchange resin and zirconium
phosphate. The axial division length is set to 0.1 cm except for experiment 8 where it is 0.95/10 cm.

. . Bed length | Flow rate Loading 2
Expt. Sorpt t | Analyt Sl R
Xp orptive materia (cm) (mL/min) | volume (mL) nalyte ope
1 UTEVA resin 1 2.12 0.025 Uranium | 0.7813 | 0.9725
) ’ Thorium 0.7784 0.9685
2 UTEVA resin 1.1 3.60 0.025 Uranium | 0.8915 | 0.8754
Thorium | 0.8964 | 0.3169
3 UTEVA resin 2 1.89 0.025 Uranium | 0.8374 | 0.7746
Thorium | 0.8160 | 0.9640
4 UTEVA resin 2 1.89 0.025 Uranium | 0.9791 | 0.9985
Thorium 1.1003 | 0.9782
5 UTEVA resin 1 5.48 0.025 Uranium | 0.9274 | 0.6450
Thorium | 0.8915 | 0.1869
. Uranium | 0.7498 0.7745
6 UTEVA resin 3.9 28.8 0.025 Thorium 07535 07181
7 UTEVA resin 2 0.230 0.025 Uranium | 0.8235 | 0.9155
’ ’ Thorium 0.9691 0.9537
Anion exchange Uranium | 0.2282 | 0.9016
8 . 0.95 1.70 0.025 "
resin Thorium | 0.2080 | -0.6483
Anion exchange Uranium | 0.5548 | -0.0110
9 resin 2 1.07 0.025 Thorium | 0.1583 | -2.0435
Anion exchange Uranium | 0.8160 | 0.4924
10 resin 19 0.475 0.025 Thorium | 0.0546 | 0.5348
Anion exchange Uranium | 0.8038 | 0.5264
11 resin 3.8 1.14 0.025 Thorium | 0.0835 | 0.7173
Anion exchange Uranium | 0.5326 | 0.5430
12 resin 3.8 3.46 0.025 Thorium | 0.3961 | -4.9171
13 Anion ethange 37 102 0.025 Uran}um 0.1426 | 0.8790
resin Thorium | 0.1834 | -1.2835
14 Anion ethange 33 0236 0.025 Uran}um 1.0715 0.9040
resin Thorium 1.4777 | 0.3451
15 Anion ethange 37 357 0.988 Uran}um 2.4847 | 0.4161
resin Thorium | 0.2525 | -0.1738
16 Zirconium 2 1.82 1.0015 Barium | 2.1677 | 0.5707
phosphate
17 Zirconium 4 1.82 1.0138 Barium | 1.0424 | 0.4666
phosphate
18 Zirconium 4 0.931 05 Barium | 0.1372 | 0.8567
phosphate
19 Zirconium 5 0.142 05 Barium | 2x10° | -0.3328
phosphate
20 Zirconium 3 0.125 05 Barium | 3x 107 | -0.0896
phosphate*

*This experiment was based on a particle size of 125-250 um. All other zirconium phosphate
experiments used a particle size of 125-1000 um.
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In general, both the slope and R? values show a better fit for UTEVA resin than for anion exchange
resin and zirconium phosphate. The best fit was observed for UTEVA resin experiment 4 as
characterised by slope and R? values close to 1 and verified through visual comparison of the two
datasets for both uranium and thorium (Figure 5.3.). The ability of the numerical simulation
method to describe the breakthrough profile on UTEVA resin shows similar trends for uranium
and thorium. This could be due to the similar chemical behaviour with this material; equilibrium
had been reached in less than 10 minutes for both analytes under batch conditions (Chapter 4)
using a relatively low solid/aqueous ratio (0.1 g / 10 mL). The strong retention and fast kinetics
generated approximately Gaussian shaped experimental and simulated profiles at slow flow rates
(<2 mL/min) although the tailing slope was slightly longer than the leading one. Faster flow rates
and shorter columns produced a higher degree of tailing in the experimental datasets with less
wash solution required to reach peak breakthrough concentration. Although these results were
reflected in the simulated data, an initial spike was also generated which was not seen in the
experimental data even if corrections were made for the difference in resolution. The size of this
spike increased with flow rate. In addition, the simulations of breakthrough profiles at the fastest

flow rates (>5 mL/min) significantly misrepresented the shape of the leading slope.

e Uranium breakthrough
Thorium breakthrough

Concentration (ppb)
/

0 100 200 300 400 500

Volume (mL)
Figure 5.3.
Comparison between experimental data and numerical simulation of uranium and thorium
breakthrough profiles from UTEVA resin in 8M HNO; under conditions corresponding to experiment 4
(Table 5.1.).
The two analytes have been simulated separately. Axial division length = 0.1 cm. Aqueous phase
diffusion has not been included in the simulations.
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Thorium also showed a strong interaction with anion exchange resin in 8M HNO; under batch
conditions. The rate of transfer was slower than for UTEVA resin, however, and showed some
dependence on the rate of diffusion within the solid particles. This behaviour appeared to
generate highly asymmetrical profiles with significant tailing although the tailing region of the
chromatogram was only covered in a few experimental datasets (8, 13 and 15 and to a lesser
extent in experiment 12). The numerical simulation method failed to describe either the position
of the peak or shape of the breakthrough profile for this analyte. At the slowest flow rate (0.236
mL/min), a more gradual leading slope was observed and a better estimation of the position of
peak breakthrough was made. The interaction of uranium with anion exchange resin in 8M HNO;
is much less favourable. This is reflected in the experimental and simulated datasets by a sharp
initial breakthrough, the exact position of this peak and shape of the tailing slope are, however,
not correctly described by the numerical simulation method particularly at faster flow rates. The
magnitude of this interaction has been estimated under batch conditions but has a larger
associated uncertainty due to the small difference between initial and final aqueous
concentrations. A more accurate estimation of the distribution constant (sorption value at
equilibrium) could be made by using a larger solid/aqueous ratio in the batch sorption
experiments. This would improve the numerical simulation of the position of the uranium

breakthrough peak.

Barium sorption/desorption between zirconium phosphate and seawater was shown to have the
slowest kinetics under batch conditions with considerable dependence upon internal diffusion
rate. The experimental data for chromatographic breakthrough showed the highest degree of
asymmetry. At the faster flow rates tested (>0.9 mL/min) the majority of the barium passed
through the column in the first 10 mL of washing. There was, however, still a measureable
activity of Ba-133 in fractions collected after 100 mL of washing indicating a slow release from the
solid pores. For example, mass balance calculations for experiment 18 suggested that
approximately 65% of the activity added remained on the column after 339 mL of (loading plus
wash) solution had been collected. Broader peaks were seen for slower flowing experiments
(<0.2 mL/min) and a more gradual leading slope was seen for a chromatographic column loaded
with a ground up sample of zirconium phosphate (125-250 um). This could be due to the higher
surface area and lower average particle diameter increasing the kinetics of sorption. The
numerical simulation method described above predicted the early breakthrough profiles and low
levels of breakthrough after longer washing at the faster flow rates but failed to accurately
describe the tailing slope. At slower flow rates, simulated profiles were much more symmetrical

and had later peaks than those observed experimentally.
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The lack of agreement between experimental and simulated datasets could be due to incorrect
description of sorption/desorption/diffusion kinetics, errors in input parameters describing the
experimental conditions or the presence of hydrodynamic/physical processes that have not yet

been included in the numerical simulation method.

5.2.2.2. Investigation into hydrodynamic processes

The numerical simulation method described thus far models the chromatographic column as a
series of closed systems, however, this simplification does not accurately quantify the impact of
hydrodynamic processes. In addition to sorption onto the solid phase and incorporation in the
downwards flow of the aqueous phase, species can transfer between the aqueous phases in two
adjacent divisions by molecular diffusion. This can lead to a broadening of the breakthrough
profile. Another contribution to broadening is eddy dispersion; this term refers to the non-linear
flow of dissolved species travelling down the column. In a packed bed, the presence of the solid

35,42,47
. The

particles force the fluid stream to separate and recombine as it travels downwards
multiple different paths available are not equal in length meaning that although an average
residence time within each axial division can be assumed from the flow rate, column dimensions
and packing density, the actual residence time for any given molecule will sit in a range
determined by the fastest and slowest routes through the bed. The contributions from molecular

diffusion (Dgi) and eddy dispersion (Deqq,) are usually combined additively (Equation 5.2.) into a

single axial dispersion term (D,,).

Dax = VaiffDaisr + YeadyDeaay Equation 5.2.

The molecular diffusion contribution is a product of the molecular diffusion coefficient (m?/s) and
a correction factor (yqirr). Several different empirical estimations of y4i have been suggested with

values typically close to 0.7**%.

As this factor is thought to be related to tortuosity, other
equations have been proposed for calculating ya# based on column porosity”’. The rate of
diffusion is dependent on molecular radius and viscosity; hence the molecular diffusion coefficient
is specific to each dissolved species and the solution through which it is diffusing. A more
thorough description of molecular diffusion can also include the contribution of diffusion within
the stationary phase although this is usually of a much smaller magnitude to aqueous phase

. . 26,35
diffusion™>".
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The eddy dispersion term also has an associated correction factor (yeqay) Which can be estimated
by a range of different equations®’. Some of the commonly used equations include column
parameters such as porosity and the dimensionless Reynolds and Schmidt numbers. Eddy
dispersion can be calculated (Equation 5.3.) from the aqueous phase velocity (u. in m/s — often
referred to as the interstitial fluid velocity) multiplied by the average diameter of the solid

particles (d, in m).

Deqay = uedp Equation 5.3.

As axial dispersion is acting concurrently to the downwards flow through the column, it can be
useful to define the column Péclet number (Equation 5.4.). The larger this number is, the less
contribution axial dispersion has to the shape of the breakthrough profile. The Péclet number can
be included in the Van Deemter equation (Equations 5.5. and 5.6.). This equation is used to
guantify the efficiency of chromatographic columns by defining a measure known as the height
equivalent of a theoretical plate (HETP). For columns of the same bed length, a lower HETP value

would mean better separation of analyte breakthrough peaks.

u,L
Pe = — col Equation 5.4.
Dax
2Lcol .
HETP = ——+ Cu, Equation 5.5.
Pe
2V qirrDai B
HETP = 2y,4qyd, + w +Cup = A+ —+ Cu, Equation 5.6.
e e

The three terms that make up the HETP value are: eddy dispersion (A) which is independent of
aqueous phase velocity; molecular diffusion (B/u.) which is inversely proportional to aqueous
phase velocity and the kinetics of interaction with the solid phase (Cu.) which is proportional to
aqueous phase velocity. This last term encompasses external film diffusion, internal diffusion
within the solid phase and sorption/desorption. The three plate terms can be combined to
calculate the flow rate at which the column exhibits the lowest HETP / highest efficiency (Figure

5.4.).

108



Chapter 5

Height equivalent

Aqueous Phase Velocity

Figure 5.4. (Reproduction of Figure 1.1.)
Diagram depicting the contributions to HETP at different aqueous phase velocities.
This includes eddy dispersion (A), molecular diffusion (B) and aqueous-solid transfer kinetics (C).

The numerical simulation method developed thus far simulates solid phase interaction (Cu.). This
is reflected in the simulated datasets by a broadening and increase in asymmetry with flow rate
due to the shorter time allowed for transfer between the aqueous and solid phases in each
iteration. The molecular diffusion term (B/u.) can also be included in the LabVIEW coding by
modifying the differential equation for the change in concentration in the aqueous phase with
respect to time (Equation 5.7.). With this modification, species in the aqueous phase in axial
division z can either pass into the solid phase in axial division z or into the aqueous phase in
neighbouring divisions (z-1 and z+1). The proportion following each transfer route depends on
the difference in concentration between the phases/divisions and the rate constant associated
with transfer. The magnitude of the aqueous diffusion rate constant (kgs) is dependent on the
diffusion coefficient for the analyte (A) in the solution matrix (D,) and the length (L.y) of the axial

divisions selected (Equation 5.8.).

dlaql, s - Vs
dt [(k[s] B k[aq])x (Eq)] Equation 5.7.

+ kaigpl([aqlz+1 — [aql,) + (lagl,-1 — [aq],)]

D Vg XTXT? D
4 a4 =4 Equation 5.8.

k . = —X =
W™ Lax " VagXTXT2XLay Loy
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The axial division length was previously set to 0.1 cm as a compromise between accuracy and
computation time. This length, however, is a direct representation of the eddy dispersion term
(B) as it represents the range associated with the average aqueous phase velocity. A short axial
division length would indicate little difference between the slowest and fastest routes through
the packed bed whereas a larger length represents a greater range of paths. This length acts as a
constant baseline upon which the other two terms are added; their relative importance varying
with flow rate. A better understanding of the aqueous phase diffusion and aqueous-solid

interaction terms would allow for a more informed choice of axial division length.

An attempt to probe the complex interaction of diffusive and dispersive forces was made by
examining the experimental breakthrough profiles of a discrete volume of tritiated water from
each of the three sorptive materials (Figure 5.5.). Tritium (as HTO) is assumed to not undergo
chemical uptake by any of the sorptive materials; this was verified by batch equilibrium
measurements which showed no sorption with the drop in aqueous concentration being less than
measurement uncertainty (values before and after sorption within 5.0 + 0.1 Bqg/g). The removal
of sorption/desorption kinetics leaves aqueous phase diffusion, film diffusion, solid phase pore

diffusion and eddy dispersion as the main breakthrough profile contributors.

For each sorptive material, three hypothetical scenarios were simulated. Firstly, no diffusion and
minimal eddy dispersion was simulated (solid line). This assumes that the solid phase is

impenetrable to tritium, that the range of flow rates is very small and that there is no molecular

diffusion up/down the column. This was simulated by setting all rate constants (E, E, Kint and kgis)
to zero and the length of the axial divisions to 0.01 cm. This generated a sharp breakthrough
profile with the same width as the input volume (0.025 mL). The position of the simulated peak
was slightly later for UTEVA resin due to the greater aqueous phase volume fraction (V) in each

axial division.

The second simulated scenario (dashed line) again assumes no interaction with the solid phase

(E, I:, kint = 0) and minimal eddy dispersion but introduces aqueous phase diffusion. Keeping the
length of the axial divisions to 0.01 cm, kg Was set to 230 s™. This corresponds (via Equation 5.8.)
to a diffusion coefficient (Da) of 2.3 x 10° m?/s which is 3 orders of magnitude faster than values

found in the literature for the self-diffusion coefficient of water at 25°C**%

Setting kg to the
more realistic value of 0.23 s produced little deviation from the no diffusion scenario at the
experimental flow rates. Neither of the values of kg chosen included any correction for

tortuosity. The hypothetically large diffusion has been included to illustrate the broadening effect
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of including diffusion in the numerical simulation; this broadening is both forwards and backwards

from the breakthrough peak with greater effect on the tailing slope.

UTEVA resin

3H activity (Ba/g)
N

0+—*=e
3 : Zirconium phosphate
2 i
4
i
:' =
0+—= : ~ * . .
0 2 3 4 5
Volume (mL)
Figure 5.5.
Comparison between experimental data and numerical simulation of breakthrough profiles of tritium
in MQ water.

Common parameters for all three materials: bed length = 4 cm; column radius = 0.35; loading volume =

0.025 mL
For UTEVA resin: flow rate = 1.86 mL/min; Vaq = 0.655

For anion exchange resin: flow rate = 1.86 mL/min; Vaq =0.375

For zirconium phosphate: flow rate = 1.74 mL/min; V,, = 0.375
Details of the three simulated scenarios (solid, dashed and dotted lines) are given in the main body of

text.

The final scenario (dotted line) assumes a physical transfer between the aqueous and solid phases

but no aqueous phase diffusion and minimal eddy dispersion. Fast film and internal diffusion

kinetics have been simulated (axial division length = 0.01 cm, kg = 0) based on estimations of the
pore volume fraction of each of the solid materials. As the process of diffusion is the movement
of species towards a uniform concentration and the solid materials are only partially accessible to
dissolved species, the lumped solid (solid framework plus pores) concentration at equilibrium
would be lower than the aqueous concentration at equilibrium. The porosity of UTEVA resin was
calculated as 48 % from literature data’®, porosity of 42 % for anion exchange resin was taken

from product information®® and a value of 36 % was estimated for zirconium phosphate based on
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gravimetric water exclusion tests. The forwards, reverse and internal rate constants were set to
fast enough values to ensure that equilibrium between the aqueous and solid phases was reached
in each iteration. As the solid phase is fixed and the aqueous phase mobile a new equilibrium is
established after each iteration. This produced characteristic Gaussian shaped profiles with the

peak position related to the non-interacting scenario peak and the available pore volume.

None of these three hypothetical scenarios matched the experimental data. The experimental
breakthrough datasets exhibited broad, asymmetrical profiles with the asymmetry more
pronounced for the ion exchange materials and largest for zirconium phosphate. For UTEVA
resin, the experimental data indicated that tritium can diffuse into the immobilised organic
solvent and that this process is not instantaneous, i.e. there is a rate constant associated with this
process. At the flow rate investigated, it appears that this process is the greatest contributor to
the shape of the breakthrough profile. Similar experiments investigating breakthrough of a
discrete volume of tritium at different flow rates could help quantify diffusion rates. Slower flow
rates would help obtain a better estimation of aqueous phase diffusion, whereas faster flow rates
may help identify whether the rate of transfer between the two phases is dominated by diffusion
within the organic solvent or by film diffusion. The latter process is related to flow rate as fluid
dynamics alter the thickness of the stagnant layer surrounding the solid particles. Better

estimations of diffusion rates would then help quantify the eddy dispersion length.

The greater retention associated with the two ion exchange materials indicates that internal
diffusion is a rate limiting factor at the flow rates investigated. Previous description of internal
diffusion for interacting species was based on surface diffusion within the pores; movement
within the solid phase was modelled as being due to hopping of species between exchange

4347 " As tritium has been shown to diffuse into/out of the solid material without a chemical

sites
interaction, this suggests that surface diffusion is not the only process. Tritium diffusion is slower
for zirconium phosphate, indicating pore diffusion with a kinetic dependence on pore diameter.
More detailed experimental data regarding tritium breakthrough could help better quantify the
rate of pore diffusion for these materials as well as the rate of film diffusion. It should be noted,
however, that dissolution of zirconium phosphate was observed in low ionic strength solutions as
evidenced by the presence of zirconium in the aqueous phase after contact with MQ water. This
could complicate attempts to quantify pore diffusion using tritiated water. The amount of solid
fractions used in the numerical simulation method to describe intraparticle diffusion may need to

be increased and possibly a better description of the pore structure given. Separate rate

constants for the two diffusion mechanisms may be needed and/or a bidispersed pore
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description. The pore structure may also be non-homogeneous; for example, a dendritic

structure would give narrower pores and lower porosity towards the centre of the particle.

For the numerical simulation of batch sorption/desorption of chemically interacting species on
UTEVA resin; film diffusion, organic phase diffusion and complexation kinetics were expressed by
a single pair of forward and reverse rate constants. This simpler system transferred much more
straightforwardly to the numerical simulation of chromatographic column breakthrough and
could also be used to investigate diffusion and eddy dispersion effects. Simulation of the UTEVA
resin chromatographic experiment conducted at the slowest flow rate (Experiment 7 - Table 5.1.),
gave a significantly worse fit to the experimental data if an axial division length of 0.01 cm was
chosen instead of the previous 0.1 cm (Figures 5.6. and 5.7. and Table 5.2.). This observation

suggests that sorption/desorption kinetics is not the only contributor to breakthrough profile

shape at this slow flow rate.

12
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Figure 5.6.

Comparison between experimental data and numerical simulation of thorium breakthrough profiles
from UTEVA resin in 8M HNO; under conditions corresponding to experiment 7 (Table 5.1.).

The two analytes (uranium and thorium) have been simulated separately.

See Table 5.2. for information on the simulation conditions.
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Figure 5.7.

Comparison between experimental data and numerical simulation of uranium breakthrough profiles
from UTEVA resin in 8M HNO; under conditions corresponding to experiment 7 (Table 5.1.).

The two analytes (uranium and thorium) have been simulated separately.

See Table 5.2. for information on the simulation conditions.

Table 5.2.

Linear regression analysis for comparison of experimental data to simulated breakthrough profiles using
various axial division lengths and kg values.

Experimental data (x-axis) is plotted against simulated data (y-axis) to generate R’ and slope values.

The numerical simulation method uses rate constant and solid volume fractions calculated from batch
sorption/desorption experimental data.

The experimental data and numerical simulation method input parameters correspond to experiment 7
(Table 5.1.).

Axial division 1 . 2
length (cm) Kair (S7) Analyte Figure Plot Slope R
Uranium 5.7. — 0.8235 0.9155
0.1 0
Thorium 5.6. 0.9691 0.9537
Uranium 5.7. - 1.0992 0.7692
0.01 0
Thorium 5.6. 1.2762 0.8897
Uranium 5.7. —_— 0.8756 0.9259
0.08 0
Thorium 5.6. 1.0341 0.9673
Uranium 5.7. - 0.8768 0.9177
0.01 4
Thorium 5.6. 1.0184 0.9640
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A better fit to the experimental data was obtained when either setting the axial division length to
0.08 cm (kgits = 0) or by setting the axial division length to 0.01 cm and introducing aqueous phase
division (kg = 4). This aqueous diffusion rate constant corresponds to a diffusion coefficient of 4
x 10 cm?/s which is two orders of magnitude faster than the quoted values of 0.620 x 10” cm?/s
for */5Ce®* (proxy for Th*") and 0.426 x 10° cm?/s for %UO,*" in water at 25°C™. In addition, the
composition of the 8M HNO3; matrix and the geometry of the packed bed could lower the
expected diffusion rate due to the higher viscosity and tortuosity. The fit obtained by a 0.01 cm
axial division length and kg of 4 is therefore not a realistic estimation of these two parameters.
Multiple axial division length (between 0.01 and 0.1 cm) and aqueous diffusion rate constant
(between 0 and 4) combinations are possible to generate almost identical simulated datasets.
Further chromatographic breakthrough experiments using UTEVA resin and the same column
dimensions at a range of slow (<0.5 mL/min) flow rates could be used to obtain better estimations
for axial division length and aqueous diffusion rate constants for both species. The separation of
the two axial dispersion processes may be further complicated by film diffusion which may
contribute to broadening of breakthrough profiles at slower flow rates due to an increase in the

thickness of the stagnant layer surrounding the solid particles.

Although the preliminary investigations into the contributions of diffusion (aqueous phase, film
and pore) and eddy dispersion to chromatographic breakthrough profiles suggest that further
similar experiments could lead to an estimation of numerical simulation input parameters to
describe these processes, there are some additional considerations that have not yet been

discussed.

Firstly, the axial division length has been thus-far assumed to be independent of flow rate;
however, equations for estimating the coefficient term (yedq,) that feature the Reynolds number
have a linear flow velocity dependency®’. A variation on the Van Deemter equation (Equation
4.11.) proposes Au.”? as the eddy dispersion term; this is known as the Knox equation®>. The
relationship between flow rate and eddy dispersion could be due to or in addition to higher fluid
pressures causing compression or distortion of the packed bed. The packed bed may also not
consist of evenly packed spheres but may include irregular particle shapes, broken particles or a
large particle size distribution range. Depending on the column packing method this could cause
a non-homogeneous bed structure due to different settling rates. In addition to vertical eddy
dispersion, flow rate variations across the column radius can be encountered due to temperature
induced viscosity gradients or non-uniformities in packing structure®’. For example, faster fluid
progression in the centre of a chromatographic column as observed using computed tomography

was suggested to be due to denser packing at the column walls as a product of frictional forces
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during slurry packing®®. This imaging technique could also be used in further investigations into
the structure of packed beds of the three contrasting sorptive materials to quantify the
relationship between of column radius and eddy dispersion and hence improve the estimation of

axial division length.

Some thought should also be given to the inclusion of the aqueous volume contained within the
frits securing the top and bottom of the packed bed in the chosen experimental set up as well as
the droplet that collects in the outlet of the column before dripping into the collection vessel.
These volumes are estimated to contain a maximum of 200 pL of fluid. It should be noted,
however, that mixing could take place in the solution below the lower frit prior to collecting in the

vessel below and that diffusion could take place into and out of the frits.

Small volume loading solutions (0.025 mL) in discrete chromatographic experiments were
pipetted on to the top of the upper frit before the lid was re-connected and pumping
commenced; this delay could allow for either slow flow or diffusion onto the top axial division of
the packed bed. It was also observed that the columns used in this study did not have a constant
radius (tapering slightly from top to bottom) meaning that aqueous phase velocity could be faster

at the bottom than at the top of the packed bed.

5.2.2.3. Intraparticle diffusion in porous ion exchange materials

As discussed earlier, the numerical simulation method showed poor accuracy in describing
chromatographic breakthrough profiles for anion exchange resin and zirconium phosphate using
forward and reverse rate constants as well as solid fractionation and internal rate constants
determined from batch sorption/desorption experiments. Previous investigations into the change
in kinetics between different solid/aqueous ratios under batch conditions showed a decrease in
the time taken to reach equilibrium for zirconium phosphate experiments with 1 g of solid in
comparison to 0.1 g of solid (aqueous volume = 10 mL in each case). From this evidence it was
suggested that the rate of internal diffusion was dominated by surface diffusion (species hop
between exchange sites) and that the kiwema Vvalues had a linear relationship with the
solid/aqueous ratio. It was also suggested that the numerical simulation method required more
internal fractions to accurately describe the experimental dataset obtained under the higher

solid/aqueous ratio conditions.

The investigation into breakthrough profiles of tritiated water indicated that pore diffusion is also
possible for both anion exchange resin and zirconium phosphate and that this is likely to be a

faster process than internal surface diffusion. A better understanding of different internal
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diffusion processes and the level of detail required to describe them at higher solid/aqueous
ratios as present in packed bed geometries could help improve the accuracy of the numerical
simulation method in describing chromatographic breakthrough from porous ion exchange
materials. Zirconium phosphate showed particularly slow kinetics with equilibrium between
barium in seawater and the solid material taking over 2 weeks to be achieved under batch
conditions (0.1 g solid / 10 mL aqueous solution). Evidence of slow release from the pores of this

material was also seen in the chromatographic experiments.

A further investigation into the rate of internal diffusion in a packed bed geometry was
undertaken over the course of 16 days. This experiment involved pumping a large volume of
seawater containing Ba-133 through a packed bed of zirconium phosphate (4 cm bed length) for
~8 hours a day and collecting outlet fractions. The pump operated at a speed of around 1.7
mL/min but this fluctuated slightly with a decrease in speed daily and over the course of the
experiment due to distortion of the peristaltic tubing. The pump was switched off over night and
over the weekend and the column capped to prevent it drying out. After 6 days of loading (plus
one final night), the column inlet was switched to seawater without additional barium. This

solution was then run through the column for ~8 hours a day for 6 days (Figure 5.8.).
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Figure 5.8.
Comparison between experimental data and numerical simulation of barium breakthrough profiles

from zirconium phosphate in seawater for an extended loading and wash experiment.

The plot is split into the 6 days during which the solution of seawater plus Ba-133 was loaded (top) and
the 6 days during which non-active seawater solution was loaded (bottom). The first ~4 hours of the
experiment is highlighted (inset).

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that

determined from 0.1 g solid batch sorption/desorption experiments.

Common simulation parameters: bed length = 4 cm; column radius = 0.35; V,, = 0.375; loading
concentration = 1.72 Bq/g (horizontal dotted line); axial division length = 0.1 cm. Aqueous phase
diffusion has not been included in the simulations.

Average flow rates for each day and stationary periods set programmatically.

118



Chapter 5

The experimental data showed that after 192 hours of interaction with the loading solution
(flowing and stationary) there was ongoing net transfer of Ba-133 towards the solid phase. This is
evidenced by the outlet concentration not being equal to the inlet concentration at the end of the
6" day loading. There was also a reduction in concentration in the collected fractions following a
stationary period indicating slow internal diffusion over the course of ~16 hours (overnight) which
also reduced in the outer solid concentration meaning that a greater rate of uptake from the
aqueous phase was seen for several hours before returning to the internal diffusion controlled
rate. This reduction in outlet concentration was greater after the fifth day of loading when the
aqueous phase was stationary for ~64 hours over the weekend. An opposite trend was seen
when the column inlet was switched to the wash solution (seawater without Ba-133 spike) with
increased concentration in fractions collected after a stationary period and activity still

measureable after 176 hours of contact with the wash solution (flowing and stationary).

Numerical simulation of this extended experiment was achieved by addition of a case structure to
the LabVIEW coding. This additional coding allowed for simulation of the entire experiment in a
continuous, programmatically determined sequence. A case was written for each flowing and
stationary period with the appropriate flow rate input value (mL/min) for that period. The
numerical input was selected according to the while loop iteration (via a subVI). The flow rate for
each ~8 hour flowing period was calculated from the total volume collected divided by the total
running time for that day whereas the flow rate for a stationary period was selected such that a
single iteration lasted for the total time the pump was stopped. The numerical simulation
method used a single loading concentration of 1.72 Bg/g although five different stock solutions
were used with an average concentration of 1.718(4) Bq/g. Additionally, the average flow rate for
each day is a simplification as a decrease in flow rate was observed over the ~8 hour pumping

period.

Using the forward and reverse rate constants for zirconium phosphate determined under batch
conditions with three solid phase fractions and internal rate constants scaled up for the higher

solid/aqueous ratio in a packed bed (same values as selected in Table 5.1.), the numerical

simulation method did not describe the experimental data. Using the same k and k values and
solid phase fractions but selecting lower internal rate constants equal to those that were used in
the numerical simulation of batch sorption/desorption between 10 mL of aqueous solution and
0.1 g of solid material, however, the numerical simulation method generated a better description
of the experimental data. This observation suggests that either the assumption made from the

batch investigations that internal rate constants are linearly proportional to the solid/aqueous
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ratio is incorrect or that the rate of diffusion within porous materials is more complex; it may not
be a constant value with internal radius and/or may consist of both pore diffusion and surface

diffusion contributions.

A comparison between the two models of internal diffusion (that internal rate constants are
linearly proportional to solid/aqueous ratio and that internal rate constants are independent of
solid/aqueous ratio) has been made for anion exchange resin and zirconium phosphate under
both batch and column conditions. Statistical analysis of data from the batch experiments shows
that the numerical simulation method operated using the assumption that the rate of internal
diffusion is independent of solid/aqueous ratio fitted the experimental data less well than the
model based on the assumption that internal rate constants are linearly proportional to
solid/aqueous ratio (Table 5.3. and Figures 5.9.-5.11.). It should, however, be noted that all three
experimental datasets had large uncertainties associated with the distribution constant
measurements (average for dataset >20 %) with the low sorption of uranium on anion exchange
resin being particularly hard to accurately quantify (uncertainty average for dataset = 163 %). In
addition, one data point for the sorption of thorium on 0.01 g of anion exchange resin appeared
to be anomalously low. Repetition of this data point may help discriminate between the two

models for this material.

Table 5.3.

Goodness of fit between experimental data and results of numerical simulation method using different
models of intraparticle diffusion.

Comparison has been made using normalised standard deviation (Aq(%)) analysis (Equation 4.12.).

The batch sorption/desorption numerical simulation method used input parameters based on an
aqueous volume of 10 mL for each experiment. No external mass transfer was included.

Forward and reverse rate constants for each analyte-sorption material system are kept the same
between the two models of internal diffusion. Values for internal rate constants are either equal to
(Kinternal independent of solid/aqueous ratio) or calculated from (kinermai pProportional to solid/aqueous
ratio) those determined from 0.1 g solid batch sorption/desorption experiments.

Aq(%)
K
ti li N b f . . internal
Sorp |Ye Analyte Solid . umber 0. Kinternal I'mearly independent of
material mass (g) | internal fractions proportional to .
. . solid/aqueous
solid/aqueous ratio .
ratio
Anion Uranium 0.01 2 78 69
exchange
resin Thorium 0.01 2 45 95
Zirconium . 3 38 49
Barium 1
phosphate 5 22 57
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Figure 5.9.
Comparison between experimental data and numerical simulation of sorption of uranium between 8M

HNO; and anion exchange resin using different models of intraparticle diffusion.
Two internal fractions based on a radial penetration of 5 um were included.
The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that

determined from 0.1 g solid batch sorption/desorption experiments.
The numerical simulation method used input parameters based on an aqueous volume of 10 mL for each

experiment. No external mass transfer was included.
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Figure 5.10.
Comparison between experimental data and numerical simulation of sorption of thorium between 8M

HNO; and anion exchange resin using different models of intraparticle diffusion.
Two internal fractions based on a radial penetration of 5 um were included.
The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that

determined from 0.1 g solid batch sorption/desorption experiments.
The numerical simulation method used input parameters based on an aqueous volume of 10 mL for each

experiment. No external mass transfer was included.
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Figure 5.11.

Comparison between experimental data and numerical simulation of sorption of barium between
seawater and zirconium phosphate using different models of intraparticle diffusion.

The numerical simulation method using three internal fractions assumes values for the internal rate
constants are either equal to (dashed line) or calculated from (solid line) those determined from 0.1 g
solid batch sorption/desorption experiments.

The numerical simulation method using five internal fractions assumes values for the internal rate
constants are calculated from (dotted line) those determined from 0.1 g solid batch sorption/desorption
experiments.

The numerical simulation method used input parameters based on an aqueous volume of 10 mL for each
experiment. No external mass transfer was included.

Comparing chromatographic breakthrough profiles generated by the numerical simulation
method indicated that the assumption that the rate of internal diffusion is independent of
solid/aqueous ratio gave a better description of the experimental data in general (Table 5.4.).
Two internal fractions have been used for the numerical simulation of anion exchange resin and
three internal fractions have been used for zirconium phosphate. The numerical simulation
method did not, however, include any description of aqueous phase diffusion and used a set axial
division length of 0.1 cm. As previously discussed, these processes have a greater impact at

slower flow rates.
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Table 5.4.
Linear regression analysis for comparison of experimental data to simulated breakthrough profiles

using different models of intraparticle diffusion.
Experimental data (x-axis) is plotted against simulated data (y-axis) to generate R’ and slope values.

The numerical simulation method uses rate constant and solid volume fractions calculated from batch
sorption/desorption experimental data. The experimental data and numerical simulation method input
parameters correspond to experiments 8-20 (Table 5.1.).

Values for internal rate constants are either equal to (Kiernal independent of solid/aqueous ratio) or
calculated from (kinernat Proportional to solid/aqueous ratio) those determined from 0.1 g solid batch

sorption/desorption experiments.
Figures for all the experiments and simulations summarised in this table are shown in Appendix A.

Sorptive Kinternal linearly proportional to Kinternal independent of
Expt . Analyte solid/aqueous ratio solid/aqueous ratio
material 3 3
Slope R Slope R

3 Anion exchange Uranium 0.2282 0.9016 0.4107 0.9833

resin Thorium 0.2080 -0.6483 0.5800 0.7943

9 Anion exchange Uranium 0.5548 -0.0110 1.0427 0.5354

resin Thorium 0.1583 -2.0435 0.8732 0.3984

10 Anion exchange Uranium 0.8160 0.4924 1.2114 0.4090

resin Thorium 0.0546 0.5348 0.7552 0.9334

11 Anion exchange Uranium 0.8038 0.5264 1.2006 0.3827

resin Thorium 0.0835 0.7173 0.8637 0.9913

12 Anion exchange Uranium 0.5326 0.5430 0.9042 0.6272

resin Thorium 0.3961 -4.9171 1.1081 -1.8196

13 Anion exchange Uranium 0.1426 0.8790 0.2235 0.9392

resin Thorium 0.1834 -1.2835 0.4855 0.6415

14 Anion exchange Uranium 1.0715 0.9040 0.7340 0.0431

resin Thorium 1.4777 0.3451 1.2868 0.7120

15 Anion exchange Uranium 2.4847 0.4161 2.7832 0.4865

resin Thorium 0.2525 -0.1738 0.7847 -0.3324

16 Zirconium Barium 2.1677 0.5707 2.1774 0.5733
phosphate

17 Zirconium Barium 1.0424 0.4666 1.0812 0.4854
phosphate

18 Zirconium Barium 0.1372 0.8567 0.3507 -1.0925
phosphate

19 Zirconium Barium 2x10° -0.3328 0.6608 -0.8957
phosphate

20 Zirconium Barium 3x107 -0.0896 0.0879 -0.1438
phosphate*

*This experiment was based on a particle size of 125-250 um.
experiments used a particle size of 125-1000 um.

As previously discussed, thorium showed a strong interaction with anion exchange resin in 8M
HNO; under batch conditions and generated highly asymmetrical breakthrough profiles.
numerical simulation method using the assumption that the rate of internal diffusion is
independent of solid/aqueous ratio managed to estimate the rough position of the breakthrough
profile peak in all but the experiments with the fastest flow rate (Experiment 13) and the shortest
bed length (Experiment 8). This is in contrast to simulated datasets using the assumption that the

rate of internal diffusion is proportional to solid/aqueous ratio which only managed a rough
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estimation of peak position for the experiment at the slowest flow rate (Experiment 14), but
greatly over-estimated the position of peak breakthrough under most of the other conditions

tested (for an example see Figure 5.12.).
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Figure 5.12.

Comparison between experimental data and numerical simulation of thorium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 10 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.

In the case of the two experiments (8 and 13) where the independent model did not describe the
breakthrough peak, it gave a superior description of the tailing slope than the proportional model.
For these two experiments and others with flow rates greater than 3 mL/min (or >1 mL/min for
the shorter bed lengths tested) an initial spike was also generated by both models which was not
seen in the experimental data even if corrections were made for differences in resolution. As
with the spike seen in the simulations of breakthrough profiles for UTEVA resin, the magnitude
was greater for simulations with faster flow rates or shorter bed lengths with the largest spikes

accompanied by poor description of the leading slope.

One explanation for the presence of these spikes in the simulated datasets is that the delay
between pipetting the discrete loading solution (0.025 mL) on to the top of the upper frit, re-
connecting the lid and commencing pumping was not included in the numerical simulation

method. In order to accurately simulate this process, a better understanding of aqueous phase
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diffusion as well as some knowledge of the interaction of the solution with the frit must be
gained. A spike was also observed in both simulated datasets for the experiment where a larger
discrete loading solution (~¥1 mL) was directly pumped on to the upper frit (Experiment 15). A
possible explanation in this case is that the first collected fraction was of a significantly lower
mass than all subsequent fractions indicating that the flow rate was not immediately at the
average rate for that experiment. Both of these explanations for the appearance of concentration
spikes will be discussed in more detail with regards to the numerical simulation of

chromatographic breakthrough experiments using UTEVA resin.

In order to improve the numerical simulation method for the description of the breakthrough of
thorium from anion exchange resin under 8M HNOj; conditions, further investigations into internal
diffusion processes must be made. These investigations could include more batch
sorption/desorption experiments using a range of solid/aqueous ratios as well as additional
packed bed experiments with a longer period of fraction collection in order to cover the shape of
the tailing slope. Once more evidence in support of either the independent or proportional
models has been gathered, additional slow flow rate column experiments could help quantify

aqueous phase diffusion and eddy dispersion.

As with the batch sorption data, the breakthrough profiles for uranium from anion exchange resin
in 8M HNO; gave less evidence for either model. Some experimental datasets seemed to switch
between favouring the independent model, the proportional model and back to the independent

model over the course of the tailing slope (for an example see Figure 5.13.).
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Figure 5.13.

Comparison between experimental data and numerical simulation of uranium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 13 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.

As previously mentioned, a more accurate estimation of the distribution constant could be made
by using a larger solid/aqueous ratio in the batch sorption experiments. This would improve the
numerical simulation of the position of the breakthrough peak for this weakly interacting species.

This additional investigation could also help improve the understanding of internal diffusion

processes.

For the two zirconium phosphate chromatographic experiments using a flow rate of 1.82 mL/min
(Experiments 16 and 17), the numerical simulation method using either assumption gave similar
results; both assumptions simulated the early breakthrough peak and low levels of Ba-133 still
measureable after lengthy washing but failed to accurately describe the shape of the tailing slope.
At the slowest flow rates (Experiments 19 and 20) the independent model generated earlier peaks
than the proportional model. For experiment 20, the simulated peak was still later than that seen
in the experimental dataset whereas the simulated profile for experiment 19 more closely

matched the position of the experimental breakthrough peak but also exhibited a shoulder
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(Figure 5.14.). The numerical simulation method assuming that the rate of internal diffusion is
independent of solid/aqueous ratio also generated a peak in the incorrect position when using

the experiment 18 input parameters.
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Figure 5.14.

Comparison between experimental data and numerical simulation of barium breakthrough profiles
from zirconium phosphate in seawater under conditions corresponding to experiment 19 (Table 5.1.).
Axial division length = 0.1 cm. Aqueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.

Taking into account the experimental data from the extended loading/wash investigation as well
as the discrete volume chromatographic breakthrough tests it appears that the independent
model better describes internal diffusion within zirconium phosphate. Using three internal
fractions and an assumption of a homogeneous rate of surface diffusion throughout the solid
particle is an oversimplification and does not fully describe the experimental profiles. This lack of
consistency between the simulated and experimental data is particularly significant at faster flow
rates in the shape of the breakthrough peak and the initial response to changes in inlet
concentration (Figure 5.8. inset plot). This seems to indicate that either the rate of internal
diffusion is greater at the outer radius of the particle or that pore diffusion plays a significant role
in overall sorption/desorption kinetics. A greater number of internal fractions than three may be
needed to describe these processes. For an even more accurate description, a PDE solver can be

employed. This solves a set of partial differential equations calculating concentration change with

128



Chapter 5

respect to time and radial coordinate within the solid particles. A more complex model of
diffusion than Fickian diffusion might be required; for example, the Maxwell-Stefan model takes
into account frictional forces due to the presence of solvent molecules as well as other dissolved
species*’. Further batch experiments at a range of solid/aqueous ratios would help assess these

possibilities.

5.2.3. Tolerance of numerical simulation method to errors in input parameters

It was shown that the numerical simulation method should be able to describe the breakthrough
of uranium and thorium from a packed bed of UTEVA resin in 8M HNO; at fast flow rates (>1
mL/min) without the inclusion of aqueous phase diffusion and using an estimated axial division
length of 0.1 cm. The accuracy of this method was proven using experiment 4 (Figure 5.3.).
Reasons for the drop in accuracy seen in the simulation of other experimental datasets could be
explained by differences in the experimental conditions between them leading to errors in input
parameters. This possibility has been explored by altering the packed bed dimensions, flow rate,
solution density and position of equilibrium to obtain a good fit for experiment 3 (Table 5.5.).

Table 5.5.

Linear regression analysis for comparison of experimental data to simulated breakthrough profiles

using different input parameters.

Experimental data (x-axis) is plotted against simulated data (y-axis) to generate R’ and slope values.

The experimental data corresponds to experiment 3 (Table 5.1.).

The listed inputs for the numerical simulation method have been chosen to fit the position of the

concentration peak in the experimental data. The axial division length is set at 0.1 cm except for the

simulation using a bed length of 1.75 cm where it is 1.75/18 cm. Aqueous phase diffusion has not been
included in the simulations.

Fl
Bed Column raot‘;v Densit
length Vag radius Y % k Analyte | Slope R’
(mL/ | (g/mL)
(cm) (cm) .
min)
2.263 4.483 10_3 U i 0.8374 0.7746
2 0655 | 035 | 1.89 | 1.25 X ramium

1.73 2.656x 10" | Thorium | 0.8160 | 0.9640
2.263 | 4.483x10° | Uranium | 0.9531 | 0.9893
1.73 2.656x 10" | Thorium | 1.0105 | 0.9521
2.263 | 4.483x10° | Uranium | 0.9592 | 0.9897

1.75 0.655 0.35 1.89 1.25

2 0.7 0.35 1.89 1.25 3 -
1.73 2.656 x 10 Thorium | 1.0184 | 0.9485
) 0.655 0.327 1.89 195 2.263 | 4.483x10° | Uranium | 0.9573 | 0.9904
' ) ) ) 1.73 2.656 x10° | Thorium | 1.0144 | 0.9526
) 0.655 035 4.8 1.5 2.263 | 4.483x10° | Uranium | 0.6660 | -0.3269
' ) ) ) 1.73 2.656x 10" | Thorium | 0.6985 | -2.6070
) 0.655 0.35 215 11 2.263 | 4.483x10° | Uranium | 0.9524 | 0.9908
' ) ) ) 1.73 2.656x 10" | Thorium | 1.0042 | 0.9614
) 0.655 0.35 1.89 1.5 2 4.483x10° | Uranium | 0.9498 | 0.9901
' ) ) ) 1.5 2.656x 10" | Thorium | 1.0222 | 0.9442
) 0.655 0.35 1.89 1.5 2.263 5.1x10" Uranium | 0.9836 | 0.9927

1.73 3.1x10° Thorium | 1.0746 | 0.9872
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Experiment 3 was chosen as all these input parameters were recorded or assumed to be identical
to those for experiment 4. The experimental results, however, showed earlier breakthrough
peaks for both uranium and thorium for experiment 3 in comparison to both experiment 4 and
the simulated breakthrough profile. Fitting input parameters to account for the difference in the
breakthrough shape and peak position will therefore offer guidance on the sensitivity of the
numerical simulation method to changes in input parameters and the level of accuracy needed

when measuring or estimating these values.

The percentage reduction in bed length required to achieve a good fit to both sets of
experimental data is greater than the percentage reduction in column radius required. This is due
to the contribution of each of these factors to the duration of solution residence time in the
column (Equation 5.9.). As the column radius is squared, a smaller percentage error makes a

larger difference to the volume of the total aqueous phase than a similar error in the bed length.

2
VagXTTXT“X60X Loy

duration (s) = Equation 5.9.

flow rate (mL min~1)

The bed length was measured to the nearest 0.05 cm so it is unlikely that an error of 0.25 cm
could have been made in the measurement. The internal diameter of the column is less easily
measured; dissection of a column and the use of calipers gave a diameter of 0.683 cm at the
bottom of the column, 0.713 cm around the middle and 0.760 cm at the top of the available
packed bed region (before the column broadens to accommodate a reservoir of solution). These
measurements indicate that the columns used in these experiments taper and the single column
radius input may be an oversimplification. Shorter bed lengths would also have a smaller average
column radius than longer beds. The column radius of 0.327 cm needed to fit the experimental
data is, however, even smaller than that measured at the lower region of the column. As the
internal dimensions of only one column were measured, there could be some variation between

experiments.

A reduction in aqueous volume fraction would also reduce the solution residence time in the
column giving less time for transfer onto/from the solid phase. The associated increase in solid
volume fraction would, however, increase the interphase area allowing for a greater flux between
the two phases. The effect of errors in the solid/aqueous ratio is therefore more complex. Under
these conditions, a drop from 0.345/0.655 to 0.3/0.7 is needed to achieve a good fit to the

experimental data. The original ratio was calculated from volumetric displacement
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measurements where dry particles were added to MQ water and allowed to settle into a bed.

This calculated ratio is closer to the published free column volume (V,,) of 0.65 mL/mL".

It is also possible that both the bed length and packing density may change over the course of an
experiment. Depending on the flow rate, fluid pressures may compress the packed bed. This
would decrease the bed length and increase the solid/aqueous ratio. As these two changes
appeared to have opposing effects it is hard to estimate the net effect on the breakthrough
profile. Another possible physical change is the swelling or shrinking of the particles. If the
electrostatic forces keeping the UTEVA resin particles in their loosely packed structure were
unaffected, this could change both the available interphase area and bed length without altering
the solid/agueous ratio. Swelling or shrinking is normally seen after changes to the aqueous
environment such as pH or acid strength changes. In the experiments conducted in this study, a
reduction in the bed length was observed for anion exchange resin when changing from MQ
water to 8M HNOs. To minimise physical changes due to bed compression, shrinking or swelling,
the packed bed was always preconditioned by pumping the same matrix as the loading solution
through the column at a moderate flow rate (2 mL/min) for 5 minutes. The bed length

measurement was made after this procedure.

Another phenomenon that is unaccounted for in column dimension and phase fraction inputs is
the presence of air bubbles. Although the practice of slurry packing (for UTEVA resin and anion
exchange resin) and capping of the column during set-up to avoid the bed drying out both help
avoid the formation of bubbles, some may still be present. The presence of air bubbles would

impact on the available aqueous phase volume without affecting the other measured dimensions.

Flow rate has an inverse relationship with the duration of solution residence time in the column.
In order to accurately simulate the position of the experimental breakthrough peak, the flow rate
had to be increased from 1.89 mL/min to 4.8 mL/min. This change also significantly affected the
shape of the breakthrough profile for both species. Much broader peaks were generated as
quantified by the negative R* values. This poor description of the breakthrough profile shape and
calculated standard deviation of 0.01 mL/min associated with the average flow rate value makes
this large error in flow rate a very unlikely cause of the earlier uranium and thorium breakthrough
peak positions seen for experiment 3 in comparison to experiment 4. The flow rate input value
was calculated from the average of the collected fractions. The flow rate in each of these
fractions was calculated by dividing the mass collected by the collection time. Another factor
causing a change in the average volumetric flow rate would therefore be the assumed density of

the solution. A density of 8M HNO; at room temperature of 1.25 g/mL>> was used in both the
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calculation of the flow rate input value and the volume of each collected fraction. A better fit
between the experimental and simulated datasets was achieved by using a density of 1.1 g/mL;
this altered the volumetric position of the breakthrough peak in both sets of data. This would
correspond to a molarity of ~3M which is far outside the expected uncertainty range on the

laboratory prepared solution.

The final set of input parameters that impact the simulation of chromatographic breakthrough of
uranium and thorium from UTEVA resin in 8M HNOj; are the forward and reverse rate constants.
These were determined empirically from the initial slope of sorption using a solid/aqueous ratio
of 0.01 g/10 mL and the average distribution constant (sorption value at equilibrium) based on all
the data collected under batch conditions. The distribution constant is calculated from
knowledge of the initial aqueous concentration of the species ([aq],) and the aqueous
concentration at equilibrium ([aqleq) as well as the volume of the aqueous phase (V,4) and the
mass of the solid phase (W;). This can be used to calculate the concentration in the solid phase at
equilibrium ([s]eq) if the density of the solid phase (ps) is known (Equation 5.10.). As the numerical
simulation method for UTEVA resin uses a single pair of differential equations to describe
sorption/desorption kinetics the ratio of solid phase concentration to aqueous phase
concentration at equilibrium is equal to the ratio of the forward rate constant to the reverse rate

constant (Equation 5.11.).

_ ([aQ]O - [aCI]eq)XVaq _ [S]eq

kp = = Equation 5.10.
b [aq]eqxWs [aqleq>ps
[sleg _ K
k === Equation 5.11.
DPs [aq]eq %

The rate constants for UTEVA resin used thus far have been based on kp values of 459 for uranium
and 592 for thorium (in 8M HNO3). The range of both of these values measured over all batch
experiments conducted was quite large however, with a standard deviation of 25 for uranium and

61 for thorium.

In order for the numerical simulation method to generate a breakthrough profile with the peak in

an earlier position, I_c)/(lz must be smaller. This was achieved by either reducing the forward rate
constant or increasing the reverse rate constant. The precision of the fitted rate constant value
was only given to two significant figures but corresponded to approximate kp values of 405 for
uranium and 510 for thorium. It was also observed that the breakthrough profiles simulated

when the reverse rate constant was increased gave a better description of the experimental
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datasets for both uranium and thorium with the best R? values of any of the fitted parameter

tests. Using the same approximate E/IE ratio, a larger magnitude of both values produced a
narrower breakthrough profile than that generated using smaller values (Figures 5.15. and 5.16.).

Although the fitted rate constants are out of the range seen in the batch sorption/desorption

experiments, it is possible that a difference in E/IE due to either a different batch of UTEVA resin
or 8M HNO;, a variation in temperature or a different length of time stored in slurry form could

explain the difference between the breakthrough profiles observed for experiments 3 and 4.

e Uranium breakthrough
Thorium breakthrough

Concentration (ppb)
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Volume (mL)
Figure 5.15.
Comparison between experimental data and numerical simulation of uranium and thorium
breakthrough profiles from UTEVA resin in 8M HNO; under conditions corresponding to experiment 3
(Table 5.1.) — Simulations with and without an amendment to the forward rate constant.
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.

Agueous phase diffusion has not been included in the simulations.
The numerical simulation uses either k and k determined from batch sorption/desorption data (dashed
lines) or fitted values (solid lines) of k=2 (uranium) and k=15 (thorium).
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Figure 5.16.

Comparison between experimental data and numerical simulation of uranium and thorium
breakthrough profiles from UTEVA resin in 8M HNO; under conditions corresponding to experiment 3
(Table 5.1.) — Simulations with and without an amendment to the reverse rate constant.

The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The numerical simulation uses either k and k determined from batch sorption/desorption data (dashed
lines) or a fitted values (solid lines) of k=51x10" (uranium) and k=31x10° (thorium).

As mentioned earlier, an initial spike was seen in the simulated datasets for UTEVA resin column
experiments with flow rates >2 mL/min (Experiments 1, 2, 5 and 6). This spike could be due to an
improper representation of flow rates at the beginning of the experiment. The delay between
pipetting the solution (0.025 mL) on to the top of the upper frit, reattaching the lid and
commencing pumping was not included in the numerical simulation method. During this time,
the dissolved species may be able to pass through the frit to interact with the sorptive material.
There are two ways that this may happen; the solution could flow through the frit or the species
could diffuse through it. Although there is no pumping pressure, solution would continue flowing
due to gravity although surface tension forces would slow this process if the reservoir above the
column was empty. Flow through the frit could be possible if it was already dry and could be
helped by the increased pressure associated with the attachment of the lid. Additionally, the
tapered column dimensions mean that the upper frit does not sit as tightly in the column as the
lower frit; solution could therefore flow around the edge of the frit. The rate of diffusion through
the frit is dependent upon the porosity and thickness of the frit. If the dissolved species were able
to enter the aqueous phase in the top division of the column before the pumping was

commenced they could transfer into the solid phase or the next aqueous phase due to diffusion.
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As the flow rate was ~0 mL/min for up to a minute before pumping was commenced, the latter

process could be significant.

The length of this delay was not recorded; whether or not species did pass through the frit during
this time and the process by which they might have are not known. A low estimate of ~10
seconds delay in the uppermost division was simulated for the four chromatographic experiments
with flow rates >2 mL/min (Experiments 1, 2, 5 and 6) without the inclusion of any aqueous phase
diffusion. This was achieved by programming a flow rate of 0.15 mL/min for the iteration after
addition of the discrete loading volume before returning to the average flow rate for that
experiment. This modification greatly reduced the size of the initial spike for both uranium and
thorium breakthrough profiles (Figures 5.17.-5.19.), completely removing it in the slower flowing
experiments (Experiments 1 and 2). In addition to this change, the delay modification caused a
shift in the position of the peak to a later volume fraction. This could be due to not including
diffusion in the numerical simulation method or by errors in the input parameters such as a

different batch of resin having lower distribution constants.

e Uranium breakthrough
Thorium breakthrough
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Figure 5.17.

Comparison between experimental data and numerical simulation of uranium and thorium
breakthrough profiles from UTEVA resin in 8M HNO; under conditions corresponding to experiment 1
(Table 5.1.) — Simulations with and without a delay after loading.

The two analytes have been simulated separately. Axial division length = 0.1 cm. Agqueous phase
diffusion has not been included in the simulations.

The numerical simulation has been run either with (solid lines) or without (dashed lines) a slower flow
rate (0.15 mL/min) for the iteration after the addition of the discrete loading volume.
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Figure 5.18.
Comparison between experimental data and numerical simulation of uranium and thorium
breakthrough profiles from UTEVA resin in 8M HNO; under conditions corresponding to experiment 2
(Table 5.1.) — Simulations with and without a delay after loading.
The two analytes have been simulated separately. Axial division length = 0.1 cm. Agqueous phase
diffusion has not been included in the simulations.
The numerical simulation has been run either with (solid lines) or without (dashed lines) a slower flow
rate (0.15 mL/min) for the iteration after the addition of the discrete loading volume.
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Figure 5.19.
Comparison between experimental data and numerical simulation of uranium and thorium
breakthrough profiles from UTEVA resin in 8M HNO; under conditions corresponding to experiment 5
(Table 5.1.) — Simulations with and without a delay after loading.
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.
The numerical simulation has been run either with (solid line) or without (dashed line) a slower flow rate
(0.15 mL/min) for the iteration after the addition of the discrete loading volume.
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It was also observed that the flow rate in the first collected fraction for these four experiments
was lower than the average flow rate through the rest of the experiment (Figure 5.20.). This
gradual build-up of flow rate could be due to the competing processes of backpressure and
compression of the air in the volume above the column. An accumulation of solution in this
headspace volume was visible at the highest flow rates. The length of time taken to build-up flow

appeared to be related to the final flow rate.

Normalised flow rate

-»- Experiment 1
-o- Experiment 2
-= Experiment 5
-+ Experiment 6

0.7 y ' r "
0 10 20 30 40

Volume (mL)

Figure 5.20.

Graph to show gradual build-up of flow rate at the start of the experiment.

The flow rate in each collected fraction is normalised by dividing by the average flow rate across the
entire experiment.

The volumetric mid-point of each collected fraction has been used to plot the x-coordinate.

An estimation of the gradual build-up of flow rate was made for the experiment ran at the fastest
flow rate (Experiment 6.). The LabVIEW code was modified to include this estimation by
programmatically setting 6 lower flow rates for a set number of iterations prior to the final
average flow rate of 28.8 mL/min. This modification generated simulated breakthrough profiles
without an initial spike for both uranium and thorium (Figures 5.21. and 5.22.). The programmed
step changes in flow rate are seen in the shape of the leading slope. The position of the simulated
breakthrough peak and shape of the tailing slope were later than the experimental data and very

similar to those simulated when applying the ~10s delay modification (Table 5.6.).
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Figure 5.21.

Comparison between experimental data and numerical simulation of uranium breakthrough profiles
from UTEVA resin in 8M HNO; under conditions corresponding to experiment 6 (Table 5.1.) —
Simulations with either a gradual build-up of flow rate or a delay after loading.

The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The numerical simulation has been run either with a gradual build-up of flow rate (solid line) or with a

slower flow rate (0.15 mL/min) for the iteration after the addition of the discrete loading volume (dashed
line).
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Figure 5.22.

Comparison between experimental data and numerical simulation of thorium breakthrough profiles
from UTEVA resin in 8M HNO; under conditions corresponding to experiment 6 (Table 5.1.) —
Simulations with either a gradual build-up of flow rate or a delay after loading.

The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The numerical simulation has been run either with a gradual build-up of flow rate (solid line) or with a
slower flow rate (0.15 mL/min) for the iteration after the addition of the discrete loading volume (dashed
line).

Table 5.6.

Linear regression analysis for comparison of experimental data to simulated breakthrough profiles
using different descriptions of the initial flow rate.

Experimental data (x-axis) is plotted against simulated data (y-axis) to generate R’ and slope values.

The experimental data corresponds to experiment 6 (Table 5.1.).

The numerical simulation method has been modified to include a ~10s delay by including a single
iteration at 0.15 mL/min or a gradual build-up using iterations of 0.15, 6, 12, 18, 22 and 26 mL/min.

The axial division length is set at 0.1 cm. Aqueous phase diffusion has not been included in the
simulations.

Amendments to - — 2
Analyt Slo R
initial flow rate k k yte pe
None 2.263 4.483x10° Uranium 0.7498 0.7745
1.73 2.656 x 10° Thorium 0.7535 0.7181
~10s dela 2.263 4.483x10° Uranium 0.7134 0.6548
Y 1.73 2.656x 10> Thorium 0.7444 0.3248
2.263 4.483x10° Uranium 0.7206 0.6854
1.73 2.656x 10> Thorium 0.7503 0.3728
Gradual build-u 1.4 4.483x10° Uranium 0.8692 0.8405
P 0.92 2.656 x 10° Thorium 0.9533 0.7405
2.263 7.0x10° Uranium 0.9681 0.9703
1.73 5.0x10° Thorium 1.1167 0.9430
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As differences in the distribution constant at equilibrium and associated forward and reverse rate
constants between experiments was seen as a possible cause of peaks in experimental
breakthrough profiles appearing earlier than simulated, the input values of k and k were changed
to fit the experimental data. By increasing the value of the reverse rate constant, an improved fit

to the position of the peak of the breakthrough profile and the shape of the tailing slope could be
achieved (Figures 5.23. and 5.24.).
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Figure 5.23.

Comparison between experimental data and numerical simulation of uranium breakthrough profiles
from UTEVA resin in 8M HNO; under conditions corresponding to experiment 6 (Table 5.1.) —
Simulations with and without an amendment to the reverse rate constant.

The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

A gradual build-up of flow rate has been programmatically simulated using either k and k determined
from batch sorption/desorption data (dashed line) or using a fitted value of k =0.007 (solid line).
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Figure 5.24.

Comparison between experimental data and numerical simulation of thorium breakthrough profiles
from UTEVA resin in 8M HNO; under conditions corresponding to experiment 6 (Table 5.1.) —
Simulations with and without an amendment to the reverse rate constant.

The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

A gradual build-up of flow rate has been programmatically simulated using either k and k determined
from batch sorption/desorption data (dashed line) or using a fitted value of k =0.005 (solid line).

The alternative approach of decreasing the value of the forward rate constant failed to generate a

simulated dataset that described the experimental data. Using a similar ratio of E/(IE, the
simulated breakthrough profile using smaller rate constant inputs gave a worse description of
both the position of the peak and shape of the profile. The fitted rate constant values
corresponded to a decrease in kp from 459 to 294 for uranium and from 592 to 315 for thorium.
These amended distribution constants are far outside the range observed under the batch

conditions.

The much larger reverse rate constants could be due to increased leaching of the solvent
extractant under the high fluid pressure. Evidence for this phenomenon has been observed for
other extraction chromatographic resins either directly through measurement of organic species
in the effluent’ or indirectly through loss of efficiency on repeated use of the same resin bed"®.
The extent of leaching was also suggested to be related to flow rate™®* and could be reduced by

saturating the chromatographic reagents with the organic phase solvent®®. An evaluation of
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extractant loss was also carried out by Horwitz et al. in their initial characterisation of UTEVA
resin’®. After washing a column with ~100 free column volumes of 2M HNO;, analysis of the
effluent for phosphorus indicated a total extractant loss of 5.8 %. The loss of extractant would
provide an additional mechanism for transfer of the complexed species from the lumped solid
phase into the aqueous phase. The relationship between flow rate and the mobilisation of the
organic solvent from UTEVA resin could be explored by measuring total organic content present in
collected fractions. The extent of extractant loss is also important when considering regeneration

and reusability of the sorptive material.

5.3. Conclusions

A LabVIEW based numerical simulation method developed for the description of batch
sorption/desorption kinetics has shown the potential to accurately simulate chromatographic
breakthrough profiles. Due to the mechanistic and modular nature of numerical simulation, the
accuracy of the method depends on the level of the descriptive detail regarding the experimental

and kinetic parameters.

The transfer of uranium and thorium between an 8M HNO; solution and UTEVA resin was
simulated using a single pair of differential equations and associated rate constants. This was
found to be suitable for describing kinetics within the closed system providing the mixture was
constantly tumbling. This model was also able to accurately simulate chromatographic
breakthrough of these species under moderate flow rates without a detailed understanding of
aqueous phase diffusion or additional dispersion processes. Further investigations into
breakthrough profiles produced under slow flow rate conditions would help to quantify these
processes. This could also help to define the conditions under which diffusion becomes a
significant contributor to the shape of breakthrough profiles and should be included in the
numerical simulation method. At faster flow rates, physical forces such as competition between
backpressure and compression of the air in the headspace above the column and leaching of
solvent extractant become significant. Measurements of total organic content in the column
output solution could help to confirm and quantify the latter process. The gradual build-up of
flow rate at the start of the experiment would be hard to accurately simulate. It could instead be
reduced by employing an alternative column configuration with less dead volume such as pre-

packed cartridges.

The kinetics of sorption/desorption for anion exchange resin and zirconium phosphate are more
complex and require knowledge of the rate of internal diffusion within the solid particles. Division

of the solid phase into two fractions (inner and outer) was sufficient to describe the kinetics of the
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transfer of uranium and thorium between an 8M HNO; solution and anion exchange resin under
batch conditions with a solid/aqueous ratio of 0.1 g / 10 mL. Three fractions (inner, mid and
outer) were needed to describe the transfer of barium between seawater and zirconium
phosphate with the same ratio. The batch experiments also suggested that the rate of internal
surface diffusion between the solid fractions was dependent on the solid/aqueous ratio and that
more fractions were required to accurately describe the kinetics of transfer at higher
solid/aqueous ratios. Numerical simulation of the chromatographic breakthrough experiments
was not very accurate. The experimental results under column conditions suggest that the
relationship between solid/aqueous ratio and the rate of internal diffusion is more complex. The
chromatographic breakthrough profiles of tritiated water from these two materials indicate that
physical diffusion within the solid pores is also possible and may need to be included in the
numerical simulation method. Further batch investigations into sorption/desorption at different
solid/aqueous ratios would help improve the accuracy of the numerical simulation method in
describing chromatographic breakthrough. It might, however, be concluded that an ODE solver is
not sufficient and the change in concentration with respect to both time and radial position in
porous particles must be solved using a partial differential equation (PDE) solver. Once internal
diffusion has been accurately described, the additional processes of aqueous phase diffusion and

eddy dispersion can be better quantified.

As this mechanistic method is able to produce temporal data on the concentration of species
within the solid and aqueous phases in all the axial divisions, complex loading and elution
sequences involving multiple species, changes in flow rate or input matrix, volume or
concentration can easily be simulated. This is an advantage of the numerical simulation method

over simpler models of chromatographic breakthrough.
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Chapter 6: Implementation of Numerical Simulation as a Radiochemical

Tool for Routine Analysis and Method Development

Abstract

A numerical method for simulating the breakthrough profiles of discrete volumes of uranium or
thorium in 8M HNOs from a bed of UTEVA resin has previously been developed using LabVIEW
visual programming software. This method involves representing the chromatographic column as
an array of solid and aqueous concentration values. The temporal change in concentration in
each division is determined by the solution of two simultaneous differential equations. The
aqueous concentration values progress according to the flow rate and column dimensions with
the aqueous concentration in the bottom array position generating the column output. This
chapter extends the application of the method to include simultaneous simulation of two analytes
from varying loading volumes and at different loading concentrations. In addition, the effect of
changing eluent has been explored. These developments indicate that the prediction of elution
profiles from typical radiochemical separation sequences is possible. The mechanistic nature of
the numerical simulation method is also shown to be superior to single equation models. Finally,
the potential to develop the LabVIEW coding into user friendly software is discussed. Although
access to the coding would be restricted, the database of kinetic data could be added to and the
application of the software extended. This software will be a useful tool to radiochemists

particularly in the development of new analytical methods using automated separation systems.

6.1. Introduction

The large workload of radioanalytical laboratories and the need to improve emergency
preparedness have led to the development of rapid, semi-automated and automated
chromatographic separation techniques. The introduction of new sorptive materials, advances in
measurement instrumentation such as the ICP-QQQ that is capable of a much higher degree of
online interferent filtering as well as the economic and environmental desire to reduce reagent
use and waste volumes (both radioactive and not) have all led to previously established elution
sequences are being reassessed and new sequences developed. Method development can be an
extensive process even if experimental optimisation techniques are followed; this process is
complicated if vacuum box or pump technology is available to vary the flow rate through the

column. A software tool capable of simulating elution profiles under a range of flow rates, bed
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dimensions, sample volumes and matrices would therefore be very useful in method

development as well as optimising routine analysis to cover any sample type.

A numerical method for simulating the breakthrough profiles of inorganic species from
chromatographic columns has previously been developed using LabVIEW visual programming
software. This method built upon earlier work simulating the transfer between aqueous and solid
phases in a closed batch system. The differential equations and kinetic rate constants determined
for the three sorptive materials under these conditions were directly applied to a simulated flow-
through column by considering the resin bed as a series of discrete vertically stacked sections.
Analyte transfer between the solid and aqueous phases was simulated within each section to
produce an array of solid and aqueous concentration values; this was followed by advancement of
the aqueous phase values by one array position. This process was repeated in an iterative
manner with the aqueous concentration value in the final array position generating the simulation

of column output.

From comparison of the simulated profiles with experimental datasets, it was concluded that
further investigations into internal mass transfer were needed before the numerical simulation
method could be applied to porous materials. The potential complexity required and associated
computational demand restricts the current use of this method for accurately describing and
predicting chromatographic processes for these materials. Radiochemical extraction
chromatographic resins such as UTEVA resin, however, consist of a solvent extractant immobilised
on a solid support meaning that internal diffusion is not a rate determining step in the
sorption/desorption process. This allows for the concentration in the solid particles to be
represented by an average value and transfer of a single analyte between the aqueous and solid
phases to be described by only two differential equations. At moderate flow rates, the numerical
simulation method was shown to accurately describe breakthrough profiles for uranium and
thorium in 8M HNO; from UTEVA resin without detailed knowledge of axial dispersion processes

or the physical impacts of high fluid pressures.

The experimental data successfully simulated in the previous work related to the loading of a
discrete volume (0.025 mL) of 8M HNO; containing low concentrations of uranium and thorium
followed by washing with 8M HNOs;. This is not however, indicative of typical radioanalytical
procedures where samples of various volumes and complex matrices are loaded onto the sorptive
material and the analytes eluted separately using a sequence of different reagents. This chapter
develops the numerical simulation method for UTEVA resin in a packed bed geometry to simulate
multiple analytes simultaneously as well as accounting for the effect of concentration and loading

volume. The numerical simulation method is compared to the Gaussian theoretical plate model
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of chromatographic breakthrough as well as the Bohart-Adams model, demonstrating the limits
that single equation models have in predicting breakthrough profiles. Finally, the potential to
refine the coding to produce a software tool with a graphical user interface and an expandable
database of rate constants for any extraction chromatography resin, dissolved species, sample
matrix composition and eluting reagent is discussed. Guidance on determination of the necessary

parameters is given, along with an example of a complex elution sequence.

6.2. Results and discussion

6.2.1. Simulating chromatographic breakthrough profiles of multiple analytes simultaneously

In Chapter 5, a numerical simulation method for the description of chromatographic
breakthrough profiles was developed and successfully applied to uranium and thorium
breakthrough from UTEVA resin in 8M HNO;. This method was based upon axial division of the
chromatographic column into equal length sections; each containing the lumped solid phase and
the aqueous phase in a known ratio. Each section is thought of as a temporarily closed system,
wherein species can transfer between the two phases for a set duration before the aqueous
phase progresses onto the next section. This model of a packed bed of UTEVA resin was
represented in LabVIEW visual programming language as a 2D array of solid [s] and aqueous [aq]
concentration values. As the numerical simulation method only simulated the breakthrough of a
single analyte at once, the size of the array was 2 x n (number of axial divisions). The temporal
change in concentration for each array value was determined by the solution of two simultaneous

differential equations (Equations 4.8. and 4.9. — reproduced below for clarity) using an ODE solver

Vi.
@ = E[aq] — E[s] Equation 4.8.
dt
dlaq] - o V; _
P (k[s] - k[aq])x (Zq Equation 4.9.

The model constants for the ODE solver were the forward (E) and reverse ((I;) rate constants for
the system being simulated and the volume fractions of the aqueous (V;4) and solid (V;) phases.
The rate constants were determined from batch sorption/desorption data and are unique to the
analyte, sorptive material and solution composition. The volume fractions for a packed bed of
UTEVA resin were calculated from volumetric displacement measurements to be 0.655 for the
aqueous phase and 0.345 for the lumped solid phase. The input variables were the array values

which were initially set to zero. The simulation parameters include a final time value which is
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equal to the duration of solution residence time in each axial division. After the ODE solver has
run, the final time and concentration output values are extracted and processed; the aqueous
concentration value in the bottom array position becomes the column output, all other aqueous
concentration values are passed along one array position and a new concentration value is input
into the top array position according to the solution being delivered to the top of the column. The
amended array is passed through the while loop shift register to become the new input variable
for the next iteration while the column output is displayed on an XY-graph and saved to file. The
length of time simulated in each iteration is programmatically calculated (Equation 5.1. —
reproduced below for clarity) from the effective cross sectional area, the flow rate in mL/min (u)
and the length of each axial division (L,,). For the experiments simulated in the previous chapter
and the current study, the same batch of columns with an assumed average internal radius (r) of

0.35 cm was used.

Voo X Xr2Xx60XL
aq ax Equation 5.1.

duration (s) =
u

The axial division length relates to eddy dispersion within the column and can be calculated by
subtracting the effects of molecular diffusion in the aqueous phase at slow flow rates. Not
enough experimental data for breakthrough profiles from UTEVA resin using slow flow rates has
been gathered to separate these two axial dispersion processes. An estimated axial division
length of 0.1 cm was therefore used in the numerical simulation method along with no inclusion
of aqueous phase diffusion. This simplified model of chromatographic breakthrough was able to
describe experimental data using a flow rate of ~2 mL/min. The accuracy of the method was,
however, sensitive to input parameters, particularly the distribution constant of the batch of resin
used. At faster flow rates, additional physical complications were observed including a gradual
build-up of flow rate at the start of the experiment due to backpressure and possible elevated

leaching of the solvent extractant.

It is hypothesised that the numerical simulation method for describing the chromatographic
breakthrough of single analytes detailed above was able to accurately simulate breakthrough
profiles of uranium and thorium from a discrete volume of 8M HNO; containing a mixture of both
analytes without accounting for competition between the analytes due to the small volume
(0.025 mL) and low analyte concentration (~25 ppm for each species) of the loading solution. This
hypothesis is based on experimental data collected from batch sorption of uranium and thorium

from 8M HNO; onto UTEVA resin at a range of initial aqueous concentrations. This data helped
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develop a modified numerical simulation method for the simultaneous transfer of both species in

the closed batch system.

The concentration of complexant molecules and their stoichiometric relationship with the
analytes was determined from isotherm experiments measuring the change in sorption of a single
analyte with concentration. The results suggested an extractant concentration of 1.5 mol/dm?, a
stoichiometric reaction of uranyl nitrate with the extractant of 1:2 (Equation 4.21. — reproduced
below for clarity) and a 1:4 stoichiometric reaction for thorium nitrate (Equation 4.22. —
reproduced below for clarity); this corresponds to one extractant molecule per nitrate ligand. The
proposed reaction mechanisms are assumed to be single step reactions with no intermediate
products meaning that the rate order with respect to the extractant is 2 in the case of uranium

sorption and 4 in the case of thorium sorption.

UOZ(NO3)2 + 2F & U02(N03)2E2 Equation 4.21.

Th(NO3), + 4E & Th(NO3)4E, Equation 4.22.

The numerical simulation method for single analyte sorption/desorption under batch conditions
was therefore modified to include both species and their relationship with the extractant. This

involved an expansion from two differential equations to four (Equations 4.23.-4.26.). In these

d[s];
dt

equations, the temporal change in analyte concentration in the solid phase ( ) is equal to the

forward rate constant (Ei) multiplied by the analyte concentration in the aqueous phase ([aq];) as

well as the concentration of available extractant sites (taking into account the respective rate

order) minus the reverse rate constant (k;) multiplied by the analyte concentration in the solid

phase ([s];). The temporal change in analyte concentration in the aqueous phase (%) is equal
to — d(Elst]i multiplied by the ratio of the volume fractions of the aqueous (V) and solid (V;) phases.

The concentration of available extractant sites includes a lumped solid extractant concentration

model constant ([s]g).

d[;gu - EU[GCI]U([S]E — 4[slrn — 2[s]y)* - EU[S]U Equation 4.23.
d - - Vs
—[ZZ]U = [kU[S]U — kylaqly([slg — 4[slrn — Z[S]U)Z]X (V_> Equation 4.24.
aq
d - %
[csl]tTh = kTh[aCI]Th([S]E - 4[S]Th - Z[S]U)4 - kTh[S]Th Equation 4.25.
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dlaq]rn

- 7 Vs
i [krnlslrn — krnlaqlen ([s]g — 4slrn — 2[s]y)*] % (V_> Equation 4.26.

aq

For the numerical simulation of multiple analytes method, the reverse rate constants for
uranium/thorium and initial aqueous/solid concentration input variables were set to the same
values as those used for single analyte simulation whereas the forward rate constants were
corrected to account for [s]gz. The multiple analyte numerical simulation method was able to
accurately describe the reduction in equilibrium position due to an increase in initial aqueous
concentration for sets of experimental isotherm data for uranium and thorium (single analyte 8M
HNO; solutions). This supported the proposed stoichiometric relationships with the extractant
(Equations 4.21. and 4.22.). When the initial aqueous concentrations of both analytes were low
(<300 ppb), both the single and multiple analyte numerical simulation methods generated
accurate descriptions of the batch experimental kinetic datasets. For sorption from an 8M HNO;
solution containing a high concentration of uranium (470 ppm) and a low concentration of
thorium (240 ppb), the multiple analyte method was also able to accurately describe the change
in kinetics and equilibrium position for both analytes (in comparison to the low concentration
conditions). This supported the competitive relationship between uranium and thorium

described in the differential equations (Equations 4.23.-4.26.).

Modification of the numerical simulation method for chromatographic breakthrough to include
the combined uranium and thorium differential equations is also possible. This is expected to
have an impact on the shape and peak position of the breakthrough profiles generated when the

loading concentration of one or both of the analytes is high.

6.2.1.1. Comparison of multiple analyte numerical simulation method with experimental data

The LabVIEW coding for simulation of breakthrough profiles was therefore modified in order to
accommodate the four differential equations including both species (Equations 4.23.-4.26.); the
input variable array was increased in size to 4 x n, two separate analyte loading concentrations
were included, the forward rate constants were amended and the lumped solid extractant
concentration model constant determined from the batch sorption/desorption experimental data
was also included. This improved numerical simulation method generated temporal column

output data for both uranium and thorium simultaneously.

The single analyte and multiple analyte numerical simulation methods were compared to

experimental datasets for the breakthrough of mixed solutions of uranium and thorium in 8M
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HNO; from UTEVA resin at a range of loading volumes and loading concentrations (Table 6.1.).
The experimental conditions of bed length (¥2 cm) and flow rate (~2 mL/min) were kept to
approximately the same as those that were known to produce breakthrough profiles that could
be simulated without inclusion of aqueous phase diffusion or gradual build-up of flow rate. In
each of these experiments, after the loading solution had been totally delivered to the top of the

column, the feedstock was switched to an 8M HNO; wash solution.

For experiments with either a low loading concentration of both analytes or a small loading
volume (Experiments 21-24), both numerical simulation methods showed accurate descriptions of
the position of the breakthrough peak of both species (indicated by the closeness of the slope of
experimental against simulated datasets to 1) and the shape of the profiles (indicated by the R’
value). The slight differences in goodness of fit between the two methods could be due to the
precision of forward rate constants without inclusion of a lumped solid extractant concentration
model constant and the corrected forward rate constants; both were given to 4 significant figures
so some differences in kinetics due to rounding may have been present. Alternatively, the slight
difference may be due to the loading concentrations approaching values where a change in
breakthrough profile between the single and multiple analyte methods is observed. For the
experiment with a higher loading concentration of uranium and a moderately large loading
volume (Experiment 25), the single analyte method failed to describe either the shape or peak
position of the experimental breakthrough profiles for both uranium and thorium. The multiple
analyte method, on the other hand, generated breakthrough profiles with a much better fit to the

experimental data.

A change in the shape of the breakthrough profiles (both experimental and simulated) can be
seen when comparing small loading volumes of 0.025 mL (Experiment 21) and 1.004 mL
(Experiment 22) to a large loading volume of 258.59 mL (Experiment 23) whilst keeping the

concentrations of both analytes low (Figure 6.1.).
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Figure 6.1.

Comparison between experimental data and multiple analyte numerical simulation of uranium and
thorium breakthrough profiles from UTEVA resin in 8M HNO; under low concentration conditions
whilst varying the loading volume.

The top plot shows experimental conditions corresponding to experiments 21 and 22 (Table 6.1.).
Experiment 21 (square points, dashed line) is plotted on the right hand axis and experiment 22 (circular
points, solid line) is plotted on the left hand axis.

The lower plot shows experimental conditions corresponding to experiment 23 (Table 6.1.). The vertical
dotted line shows the volume at which the column input was switched from the loading solution to the
wash solution.

The increase in loading volume from 0.025 mL to 1.004 mL caused an increase in the height of the

breakthrough profiles but not a significant change in the position or shape of the peak. The slight
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differences in the position and width of the simulated breakthrough peaks are due to the small
differences in bed length, flow rate and loading concentrations between the two experiments. At
the large loading volume of 258.59 mL, however, the concentration of both uranium and thorium
in the column outlet fractions keeps rising beyond the peak position seen for the smaller loading
volumes. The breakthrough profiles for both species are wider and more asymmetrical with the
peak for uranium showing a plateau in concentration. These shapes are depicted in the
experimental and numerically simulated datasets although the simulated profiles are shifted to
slightly later positions. This could be due to errors in the assumed distribution constant due to
the properties of the batch of resin used in this experiment. As all three experiments use
different bed lengths, flow rates and loading concentrations a direct analysis of the effect of
loading volume on the shape of the breakthrough profile cannot be made. A set of simulations
where these parameters have been constrained and only the loading volume varied has, however,
been carried out and will be discussed in the context of comparison of the numerical simulation

method with single equation models.

An increase in the concentration of uranium in the loading solution of approximately 20 fold did
not significantly change the position or shape of the experimental breakthrough profiles for either
uranium or thorium when the loading volume was small (0.025 mL, Experiments 21 and 24).
Again, the slight differences in the position and width of the simulated breakthrough peaks are
due to the small differences in bed length, flow rate and loading concentrations between the two
experiments. Using a much larger loading volume of 24.64 mL (Experiment 25), however, this
elevated uranium concentration did have an impact on the peak position and shape of the
breakthrough profiles for the experimental datasets for both analytes (Figure 6.2.). The peak
positions are earlier than would be expected if no relationship between concentration and
sorption kinetics was considered; i.e. the single analyte numerical simulation method. In addition,
the experimental datasets for both species are more asymmetrical than the single analyte
simulations with a longer tailing slope and a shorter leading slope. These observations indicate
that concentration of complexant molecules in the extractant is a limiting factor under these
experimental conditions and provides evidence for the competing relationship between the two
analytes as described in the differential equations (Equations 4.23.-4.26.). The peak positions and
shapes of the breakthrough profiles are accurately described using the multiple analyte numerical
simulation method. The slightly lower height of the simulated thorium peak in comparison to the
experimental data could be due to uncertainty in the thorium loading concentration or variation

in distribution constants between different batches of resin.
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Figure 6.2.

Comparison between experimental data and multiple analyte numerical simulation of uranium and
thorium breakthrough profiles from UTEVA resin in 8M HNO; under conditions varying both the
loading concentration and volume.

The top plot shows experimental conditions corresponding to experiments 21 and 24 (Table 6.1.).
Experiment 21 (square points, dashed line) and experiment 24 thorium concentration (open circular
points, solid line) are plotted on the right hand axis and experiment 24 uranium concentration (closed
circular points, solid line) is plotted on the left hand axis. Only simulated data using the multiple analyte
method is shown on this plot.

The lower plot shows experimental conditions corresponding to experiment 25 (Table 6.1.). The vertical
dotted line shows the volume at which the column input was switched from the loading solution to the
wash solution. Both sets of simulated data from the single analyte method (dashed lines) and multiple
analyte method (solid lines) are shown on this plot.
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From the experimental breakthrough data generated by varying the loading concentration and
volume, qualitative relationships have been proposed (Table 6.2.). At sufficiently slow flow rates
and low loading concentration, equilibrium is obtained down the whole length of the column.
The breakthrough profile is Gaussian for discrete loading volumes and increases to a plateau for
continuous loading. Under these conditions, the total amount of analyte loaded is not a useful

parameter in predicting the shape of the breakthrough profile.

If the loading concentration is high enough for concentration of sorption sites to become a rate
limiting factor, the position of equilibrium shifts and the kp value is reduced. If the loading
volume is small in relation to the length of the column, the reduced k, value only applies to the
top of the column where the elevated concentration is introduced and equilibrium is quickly re-
established throughout the column. Under these conditions, the total amount of analyte loaded
as a percentage of the total capacity of the column may be a useful measure to predict the extent
of peak position shift and distortion away from a Gaussian shaped peak. A concentration of
uranium of ~500 ppm was previously shown to cause a significant (50 %) reduction in kp (Figure
4.13.) whilst complete saturation of the solid material was only observed for uranium

concentrations above 2,500 ppm (0.25 %).

Two of the column experiments conducted (Experiments 24 and 25) could therefore be
considered to have a moderate loading concentration of uranium. For a small loading volume
(0.025 mL, Experiment 24), the total amount of uranium loaded (1.61 x 102 mg) is significantly
below the amount required to saturate a 2 cm long column. The total column capacity has been
calculated to be 28.5 mg of uranium if using the reference capacity (37 mg/mL bed) from the
original UTEVA resin characterisation data by Horwitz et al’® or 47.3 mg if using the lumped solid
extractant concentration model constant ([s]¢) of 1.5 mol/dm>. For the moderate loading volume
(24.64 mL, Experiment 25), however, the total amount of uranium loaded is 14.7 mg. Whilst this
is below either estimation of the total column capacity, it is above the recommended loading

amount of 20 % total capacity.
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Table 6.2.

Qualitative description of the effect of loading concentration and volume on the position and shape
of breakthrough peaks for a column operated under a slow flow rate.

. Ratio of loading Position of Symmetry of
Loading Column saturated or
. volume to e peak breakthrough
concentration equilibrated? .
column length breakthrough profile
Low (within Small Equilibrated: kp Constant value Gaussian shaped
linear part of Moderate applies down whole Increased Gaussian shaped
sorption Large length of column Plateau rather Symmetrical with
isotherm) than peak plateau
Small Reduced kp at top of | Insignificant effect on peak shape
Mgderate (above column, equilibrium
linear p.art of re-established by
_ sorption bottom of column
|sotherm‘but Moderate Reduced kp down Reduced Higher degree of
below ma.X|mum whole length of asymmetry
sorptl.on column
capacity)
Very small Saturation at top of Insignificant effect on peak shape
column, equilibrium
re-established by
High (above bottom. of column .
. Small Saturation at top of Reduced Higher degree of
maximum
. column, reduced kD asymmetry
sorption
. at bottom of column
capacity)
Moderate Saturation down Immediate Highly
whole length of breakthrough asymmetrical
column

Another factor that can cause deviation from equilibrium conditions is flow rate. If solution is
flowing through the column sufficiently fast that equilibrium is not obtained, kp is reduced down
the whole length of the column and experiments with low loading concentrations (within the
linear part of the sorption isotherm) can exhibit non-Gaussian breakthrough profiles. As all of
these column parameters (loading concentration, loading volume, column length and flow rate)
can affect the position and shape of the breakthrough profiles, a large amount of experiments
would need to be conducted to assess the values at which each parameter becomes a significant
contributor. This assessment is more easily achieved using a numerical simulation method based

on robust knowledge of sorption kinetics. This will be carried out in the context of comparison

with single equation models.

6.2.1.2. Comparison of multiple analyte numerical simulation method with the Gaussian model

Numerical simulation methods for the description of chromatographic breakthrough profiles use a
computational tool (the ODE solver) to solve an array of ordinary differential equations via a

numerical method based on iterative comparison and readjustment of values until the equations
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are met to a specified level of accuracy. Under certain conditions, the differential equations can
also be solved algebraically. This can only be achieved if a number of simplifications and

assumptions are applied.

The lumped kinetic model of chromatography operates under the assumption that transfer of
species between the aqueous and lumped solid phases can be modelled using a linear driving

force (LDF) approximation®®44347

. This approximation models the contribution of mass transfer
processes (film diffusion and/or intraparticle diffusion) to sorptive kinetics as a first-order rate
equation. The driving force is for the concentration gradient between two neighbouring regions
to be zero; i.e. to achieve local equilibrium. Although following a less mechanistic approach to
modelling sorptive processes, equations based on the LDF approximation have been shown to
generate comparable breakthrough profiles to more complex equations based on the Fick model
of diffusion®. The algebraic solution of the lumped kinetic model using the assumptions of a
linear sorption isotherm, an infinitely narrow rectangular pulse injection and sufficiently high
column efficiency, allows the concentration profile of a chromatographic column output to be
described using a single equation®. As this equation generates symmetrical breakthrough profiles
with a Gaussian distribution, it can be referred to as the Gaussian model. Although often used to
plot output concentration as a function of time, the equation for plotting output concentration as
a function of volume (Coyuv) has been provided (Equation 6.1.) for consistency with the previous
plots of simulated and experimental breakthrough profiles (Figures 6.1. and 6.2.). The analyte
concentration (C;,) and volume (V;,) of the loading solution are input into the Gaussian model
equation along with the calculated retention volume (Vg) for the analyte of interest and the

standard deviation (o)"’.

CinVin - (V_VR)Z .
Couty = CinVinf (V) = " e ‘ov2 Equation 6.1.

The retention volume is equal to the volume at which the peak of the breakthrough profile is
observed whilst the value of the standard deviation dictates the width of the symmetrically
shaped profile; the peak width at half the maximum concentration is equal to 2.3550 (Figure 6.3.).
The standard deviation value is calculated from the retention volume and a kinetic term, N
(Equation 6.2.) whereas the retention volume is calculated from the volume of the mobile phase

(Vm) and a thermodynamic term, k’ (Equation 6.3.)%°.
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Figure 6.3. (Reproduction of Figure 1.2.)
Diagram depicting the Gaussian distribution.
VR
o =——= Equation 6.2.
VN
Vg = vy (1 + k") Equation 6.3.

In relation to the input parameters used in the numerical simulation method, the volume of the
mobile phase is the volume fraction of the aqueous phase (V,4) multiplied by the total bed
volume. It is therefore a measure of the total volume of the aqueous phase in volumetric units
(mL). The thermodynamic term, k’ is known as the retention factor (or number of free column

. 19,20
volumes to peak maximum™

) and is a measure of the partitioning of analyte between the
mobile and stationary phases at equilibrium. The retention factor can be calculated from analyte
uptake experiments conducted under batch conditions. These thermodynamic batch experiments
involve contacting a known mass of sorptive material in grams (W) with a known volume of
solution in mL (V,q) containing a known initial concentration of analyte ([aqly). The closed system
is left to reach equilibrium and the concentration remaining in the aqueous phase ([aq]eq) is

determined. This value, along with the experimental conditions can be used to calculate

(Equation 6.4.) the distribution constant (kp) for the analyte-sorptive material system
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investigated. The distribution constant is a measure of uptake per gram of sorptive material and
can be converted to the retention factor (k') by knowledge of the ratio of solid material (g) to
mobile phase volume (mL) in the packed bed (Equation 6.5.). The packing density of a column is
related to the composition of the sorptive material and the packing method (e.g. dry or slurry

packing).

([aQ]O - [aCI]eq) XVaq

ky, = Equation 6.4.
g [aq]eq X W
) Ws
k' =kp (—) Equation 6.5.
vm

The kinetic term, N is the number of theoretical plates in the column. A theoretical plate is a
vertical column division within which equilibrium between the aqueous and solid phases is
reached. The height equivalent of a theoretical plate (HETP) is calculated from the column length

divided by the number of theoretical plates (Equation 6.6.).

HETP =L/N Equation 6.6.

Quantification of HETP is a common method for evaluating the efficiency of a column and
optimising the operating conditions. A more efficient column has a higher number of theoretical
plates which leads to narrower analyte/interferent breakthrough peaks and better separation
between them. Both the kinetics of sorption/desorption and axial dispersion contribute to HETP
with sorptive processes dominating at faster flow rates and molecular diffusion becoming the
controlling factor at slower flow rates. HETP values can be calculated from the width of
breakthrough profiles (using Equations 6.2. and 6.3.). This method has been used to compare the
efficiency of Ln resin in terms of particle size, HDEHP loading, flow rate, temperature, packing

19,20
h*.

method, column diameter and bed lengt Like UTEVA resin, Ln resin is an extraction

chromatographic resin developed by Eichrom (distributed in Europe by TrisKkem). In addition, a

. 20,28,70-72,74
large amount of the literature™ """~

related to characterisation of this range of sorptive
materials describes analyte sorption using k’. This indicates that breakthrough profiles from
chromatographic columns using extraction chromatographic resins could be described using the
Gaussian model®®. Direct application of the Gaussian model to describe a chromatographic
system for determination of radionuclides has also been made®'. The system investigated used a
composite column of anion exchange resin and plastic scintillating beads for on-column detection

of Tc-99. The equilibrium-based preconcentrating technique used continuous sample loading
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until the concentration at the column output becomes equal to that being loaded; at this point
the system has reached equilibrium and the on-column activity is now constant. Under the
continuous loading condition, the breakthrough profile can be described by the integral of the
Gaussian distribution. This continuous loading Gaussian model was shown to provide a good fit to
the experimental data for the longer length column tested (2.9 cm) but not for a shorter column
(0.6 cm). It was concluded that an alternative low plate number model was needed if there were

less than (or equal to) 5 theoretical plates.

Another single equation model for describing the breakthrough profile from a continuous loading
experiment is the Bohart-Adams model. This model is often applied to organic sorptive materials
such as activated carbon and operates under the assumptions of a (highly favourable) rectangular
sorption isotherm, a quasi-chemical rate equation and negligible axial dispersion®. The
assumption of a rectangular isotherm means that the time/volume of breakthrough is directly
correlated to the loading concentration. Generally, a rectangular isotherm can only be applied to
very high analyte concentrations, limiting the applicability of the Bohart-Adams model. It has,
however, been suggested that the constant value for analyte concentration on the solid phase at
equilibrium can be substituted for an equation describing sorption using the more realistic
Langmuir isotherm®. This correction could extend the application to a larger concentration
range. A further modification of the Bohart-Adams model to enable description of discrete
loading experiments may also be possible (see Section 6.2.1.3.). Whilst the Bohart-Adams model
is not commonly used to describe discrete volume breakthrough profiles under low loading
concentrations so may not be applicable to radioanalytical procedures, it will also be included in

the following discussion.

An assessment of the ability of the Gaussian model to describe radioanalytical chromatographic
breakthrough profiles can be made by comparison with the developed multiple analyte numerical
simulation method. Narrow and highly symmetrical peaks are often seen in high performance
liquid chromatography (HPLC)**. HPLC columns use small particle sizes (2-20 pum) in order to
maximise column efficiency. This means that a relatively short column (10 cm) can be capable of
achieving plate numbers in excess of 5000 and the assumption of all peaks fitting a Gaussian
distribution is valid. The typical particle size used for radioanalytical separations is significantly
larger than for HPLC columns. For example, the UTEVA resin particle size used in this
investigation had a distribution of 100-150 um. A simulated column length of 20 cm was chosen
to fit the Gaussian model parameters as it was hoped this would generate sufficiently symmetrical
breakthrough profiles without an excessively long simulation time. The multiple analyte

simulation method was operated as previously described using the forward and reverse rate
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constants determined for uranium and thorium transfer between 8M HNO; and UTEVA resin as
well as the lumped solid extractant concentration value and solid and aqueous volume fractions
for UTEVA resin. The axial division length was set to 0.1 cm and aqueous phase diffusion was
included using estimated aqueous diffusion rate constants corresponding to the quoted diffusion
coefficients of 0.426 x 10™° cm?/s for /,U0,%* and 0.620 x 10™° cm?/s for */5Ce*" (as a proxy for Th*")
in water at 25°C>>. No correction for tortuosity has been applied. A small loading volume (0.1 mL)
containing a low concentration of uranium and thorium (1 x 10® mol/L; ~2 ppb of each analyte)
was employed along with a moderate flow rate (2 mL/min) and the previously used column radius

(0.35cm).

The retention volume (Vi) and standard deviation (o) terms in the Gaussian equation for plotting
output concentration as a function of volume (Equation 6.1) were calculated for uranium and
thorium using the simulated datasets corresponding to a 20 cm length column (Figure 6.4.). The
Vg values were taken from the volume at which the column output concentration of the simulated
datasets reaches a maximum; these values were 1333.2 mL and 1714.3 mL for uranium and
thorium respectively. The retention factor (k’) for each analyte can then be calculated using the
volume of the mobile phase (Equation 6.3.). For uranium, k’ was therefore determined to be 263
whereas a value of 339 was calculated for thorium. These values are of a similar order of
magnitude to the values quoted in the literature’ but in a different order regarding the affinity of
UTEVA resin for the two analytes in 8M HNO; (quoted k’ for U(VI) in 8 M HNO3 ~300; quoted k’ for
Th(IV) in 8 M HNO3; ~200; assuming kp/k’ = 1.7). Using the distribution constants previously
measured under batch conditions and the packing and solid material densities calculated via
volumetric and gravimetric displacement measurements (Chapter 4), predicted retention factors
are much closer to those determined using the Gaussian model analysis (calculated k’ for U(VI) in

8M HNO; = 266; calculated k’ for Th(IV) in 8M HNO; = 343; assuming kp/k’ = 1.726).

The width of the simulated peak at half the maximum concentration was divided by 2.355 to
calculate o for each analyte and hence the number of theoretical plates (Equation 6.2.). Under
the stated conditions, the breakthrough of uranium from the 20 cm column was calculated to
have an efficiency corresponding to 84 theoretical plates whereas the thorium breakthrough
profile corresponded to 66 plates. Whilst these plate numbers are over an order of magnitude
lower than those seen in HPLC columns, they are not so low that the Gaussian model would fail to
accurately predict column parameters as observed by Egorov et al. in the case of short columns
(N<5)*". The measured plate numbers can further be used to calculate the height equivalent of a
theoretical plate (HETP) for each analyte (Equation 6.6.). These values were determined to be

0.24 cm for uranium and 0.31 cm for thorium.
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Figure 6.4.

Comparison between the Gaussian model and multiple analyte numerical simulation of breakthrough
profiles for different bed lengths.

Both the Gaussian model (dashed lines) and numerical simulation method (solid lines) use the following
common parameters: loading volume = 0.1 mL; loading concentration of uranium and thorium =1 x 10°®
mol/L (~2 ppb); flow rate = 2 mL/min; column radius = 0.35 cm; V4 = 0.655.

The multiple analyte numerical simulation method uses rate constants calculated from batch
sorption/desorption experimental data. An axial division length of 0.1 cm was input along with estimated
aqueous phase diffusion rate constants. A lumped solid extractant concentration model constant and
stoichiometric relationships with the extractant of 1:2 for uranyl nitrate and 1:4 for thorium nitrate are also
included.

The Gaussian model parameters of k' and HETP for each analyte have been calculated from the simulated
datasets for a 20 cm length column (a) and applied to a 2 cm length column (b).
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The retention factors and HETP values for each analyte as determined from the simulated data for
a 20 cm length column can be used to generate a Gaussian model prediction of breakthrough
curves from any length column. By keeping all other column operating parameters (loading
volume, analyte concentration, flow rate and column radius) constant, a change in bed length
would have an impact on plate number (N) and retention volume (V) via a linear relationship
(Equations 6.3. and 6.6.). For example, the Gaussian model predicts the uranium breakthrough
profile from a 2 cm length column to have a concentration maximum at 133.3 mL and 8.4
theoretical plates. Comparison of the Gaussian model prediction to breakthrough curves
generated using the numerical simulation method for a 2 cm length column (other input
parameters same as for 20 cm column simulation), however, indicates that the Gaussian model
overestimates the volume at which the breakthrough maximum occurs (Figure 6.4.). Applying the
Gaussian model analysis to the simulated uranium breakthrough profile for the 2 cm column gives
a Vg value of 121.9 and a plate number of 7.4 (using the width of the simulated peak at half the
maximum concentration). A similar discrepancy between the predicted profile characteristics
using the single equation Gaussian model and the numerical simulation method is seen for the

breakthrough of thorium.

The discrepancy between the Gaussian model predictions and the simulated datasets is due to
simulated breakthrough profiles from shorter column lengths exhibiting shapes that correlate less
with the Gaussian distribution. The extent of deviation from the Gaussian distribution can be
guantified by calculating an asymmetry factor. This factor is determined by dividing the width (in
mL) from the centre of the peak to the tailing edge by the width from the centre of the peak to
the leading edge at 10 % of the maximum concentration’’. As the Gaussian distribution is
perfectly symmetrical, profiles exhibiting Gaussian shaped breakthrough/elution peaks would
have an asymmetry factor of 1. Asymmetry factors >1 are indicative of tailing, whilst factors <1

indicate fronting peaks.

The simulated breakthrough profiles for the 2 cm length column were significantly more
asymmetrical than those for the 20 cm length column with asymmetry factors of 1.51 for uranium
and 1.59 for thorium. The asymmetry of the simulated breakthrough profiles of both uranium
and thorium was observed to increase with decreasing bed length (Figure 6.5.). The asymmetrical
breakthrough profiles generated using the numerical simulation method are likely to be a more
accurate representation of experimental results as the symmetrical profiles predicted by the
Gaussian model show an immediate analyte breakthrough as evidenced by the positive column
output concentration at V=0. This is a physical impossibility unless the flow rate is very slow and

aqueous phase diffusion occurs faster than linear flow. In addition, the continuation of the
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leading edge of the Gaussian distribution to negative volumes creates a mass imbalance between
the total amount of analyte loaded and the total amount in the column output solution as

determined by calculation of the area under the breakthrough peak.
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Figure 6.5.

Bed length plotted against Vi ratio and asymmetry factor.

The left hand axis displays the ratio of the volume of maximum column output concentration as
predicted by the Gaussian model divided by the volume of maximum concentration resulting from the
multiple analyte numerical simulation method.

The right hand axis displays the asymmetry of the simulated breakthrough profiles.

The horizontal dotted line simultaneously represents an agreement between the Gaussian model and
numerical simulation method in terms of the retention volume and a perfectly symmetrical simulated
profile.

Both the Gaussian model and numerical simulation method use the following common parameters:
loading volume = 0.1 mL; loading concentration of uranium and thorium =1 x 10°® mol/L (~2 ppb); flow
rate = 2 mL/min; column radius = 0.35 cm; Vaq = 0.655.

The multiple analyte numerical simulation method uses rate constants calculated from batch
sorption/desorption experimental data.  An axial division length of 0.1 cm was input along with
estimated aqueous phase diffusion rate constants. A lumped solid extractant concentration model
constant and stoichiometric relationships with the extractant of 1:2 for uranyl nitrate and 1:4 for thorium
nitrate are also included.

The Gaussian model parameters of k' and HETP for each analyte have been calculated from the simulated
datasets for a 20 cm length column and applied to all other length columns.

The relationship between bed length and asymmetry indicates that the Gaussian model is not
suitable for describing experimental breakthrough/elution profiles from short columns. The
asymmetry factor is also shown to correlate with the level of discrepancy between the volume at
which the breakthrough maximum is predicted to occur and the resulting maximum

concentration value as generated by the numerical simulation method. It should be noted
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however, that the simulated breakthrough profiles for the 20 cm length column were also not
perfectly symmetrical with asymmetry factors of 1.13 for uranium and 1.15 for thorium. This may
mean that the retention factor and HETP values determined by Gaussian model analysis are
slightly inaccurate. It is predicted that a much longer length column would be needed to generate

simulated breakthrough profiles with an exactly Gaussian shaped distribution.

Generally, use of the Gaussian model for describing chromatographic systems assumes the
retention factor to be a constant whilst the HETP value is given as a function of the interstitial
velocity (ue). This function has been assessed for the multiple analyte numerical simulation
method by applying the Gaussian model analysis to breakthrough curves simulated using a range
of input flow rates. HETP values were calculated from the width of the simulated peak at half the
maximum concentration and the resulting HETP vs interstitial velocity plot compared to the Van

Deemter equation (Equation 6.7.).

B
HETP =A+—+ Cu, Equation 6.7.

Ue

The first term in the Van Deemter equation relates to eddy dispersion so was set to 0.1 in line
with the axial division length of 0.1 cm used in the numerical simulation method. The second
term relates to molecular diffusion; B was therefore set to the aqueous phase diffusion rate
constant (0.0008 for uranium and 0.002 for thorium). The final term is related to
sorption/desorption kinetics and was determined by linear regression analysis of the data points
above the interstitial velocity at which HETP is at a minimum. Comparing the relationship
between interstitial velocity and HETP as predicted by the Van Deemter equation and that derived
from the Gaussian model analysis of breakthrough profiles generated by the multiple analyte

numerical simulation method (Figure 6.6.), shows an imperfect fit.

Although the HETP minimum for both analytes in both the Van Deemter prediction and the
Gaussian model analysis of the simulated datasets is approximately equal to the axial division
length (0.1 cm), the exact position of the minima are not in agreement. As seen with the shorter
length columns, the reason for this discrepancy could be due to the increase in asymmetry with
decreasing number of theoretical plates. At flow rates away from the HETP minimum, the
efficiency of the column decreases due to either molecular diffusion or kinetic
sorption/desorption limitations; this causes breakthrough profiles to become broader and more
asymmetrical, reducing the validity of quantifying parameters according to an analysis method

based on the assumption of a Gaussian distribution. As the bed length chosen for the assessment
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of the relationship between interstitial velocity and HETP was 10 cm, the asymmetry factor for the

simulated breakthrough profiles of both analytes was >1.15, even for the flow rates at which the

narrowest peaks were generated.
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Figure 6.6.

Interstitial velocity plotted against HETP and asymmetry factor.

The left hand axis displays the height equivalent of a theoretical plate (HETP). The data points represent
the values determined by Gaussian model analysis of breakthrough profiles generated by the multiple
analyte numerical simulation method. The dashed lines represent the relationship between interstitial
velocity and HETP as predicted by the Van Deemter equation (Equation 6.7.).

The right hand axis displays the asymmetry of the simulated breakthrough profiles.

The horizontal dotted line simultaneously represents HETP if the second and third terms of the Van
Deemter equation (Equation 6.7.) were neglected and a perfectly symmetrical simulated profile.

The multiple analyte numerical simulation method uses the following parameters: loading volume = 0.1
mL; loading concentration of uranium and thorium =1 x 10°® mol/L (~2 ppb); bed length = 10 cm; column
radius = 0.35 cm; Vg, = 0.655; axial division length = 0.1 cm; aqueous phase diffusion rate constant for
uranium = 0.0008; aqueous phase diffusion rate constant for thorium = 0.002.

Rate constants were calculated from batch sorption/desorption experimental data. A lumped solid
extractant concentration model constant and stoichiometric relationships with the extractant of 1:2 for
uranyl nitrate and 1:4 for thorium nitrate are also included.

As a linear sorption isotherm is assumed in the Gaussian model, both k' and HETP are
independent of concentration. Increasing either the input concentration or the loading volume
increases the value of maximum concentration predicted by the Gaussian single equation model
(Equation 6.1.) but not the volume at which the maximum occurs or the width of the peak. For
UTEVA resin, it has already been shown that under discrete loading conditions, the shape and
position of a breakthrough profile is related to both analyte concentration and volume of the

loading solution. To further demonstrate this, a series of numerical simulations have been run
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using a range of sample loading conditions whilst maintaining a set bed length (2 cm) and flow

rate (2 mL/min) likely to be used in an automated radioanalytical procedure.

At sufficiently low analyte concentration, the shape and position of maximum output
concentration for simulated breakthrough profiles from small loading volumes (0.1 mL, 1 mL or 10

mL) does not vary significantly (Figure 6.7.).
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Figure 6.7.

Multiple analyte numerical simulation of uranium breakthrough profiles using different loading
volume inputs.

The vertical dotted line represents Vi as predicted by the Gaussian model using k’ calculated from the
simulated dataset for uranium breakthrough from a 20 cm length column (Figure 6.4.).

The multiple analyte numerical simulation method uses the following parameters: flow rate = 2 mL/min;
loading concentration of uranium and thorium = 1 x 10°® mol/L (~2 ppb); bed length = 2 cm; column
radius = 0.35 cm; V, = 0.655; axial division length = 0.1 cm; aqueous phase diffusion rate constant for
uranium = 0.0008; aqueous phase diffusion rate constant for thorium = 0.002.

Rate constants were calculated from batch sorption/desorption experimental data. A lumped solid
extractant concentration model constant and stoichiometric relationships with the extractant of 1:2 for
uranyl nitrate and 1:4 for thorium nitrate are also included.

At a loading volume of 500 mL, however, a plateau of maximum concentration is reached. This is
equivalent to continuous loading followed by a step change in analyte concentration (to O ppb).
For a loading volume of 100 mL, the shape of the breakthrough profile approaches that of
continuous loading with the volume at which maximum concentration occurs shifting from that of
the small volume loading simulations. The observed relationship between loading volume and

breakthrough profile shape could not be predicted by the single equation Gaussian model.

At higher analyte loading concentrations, the shape and position of maximum output

concentration for simulated breakthrough profiles can change significantly from that predicted by
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the Gaussian model. The volume at which column output concentration reaches a maximum
reduces at higher loading concentrations due to the limited capacity of the sorptive material
(Figure 6.8.). The analyte concentration at which this reduction becomes significant is related to
the volume of the loading solution. For example, at a loading concentration of 1 x 10 mol/L
(~200 ppm) of both uranium and thorium, the position of peak breakthrough for both analytes
drops to <20 mL for a 10 mL loading volume whereas little change from the breakthrough profiles
generated using a 1 x 10® mol/L (~2 ppb) loading solution is seen for a 0.1 mL loading volume. In
addition, the bed length was also observed to have an impact on the extent of the drop in the
position of peak breakthrough. For example, using the same loading conditions (concentration =
1 x 102 mol/L (~2000 ppm) for both uranium and thorium; volume = 1 mL) the reduction in the
volume at which the maximum concentration in the breakthrough profile occurs at is 16 % for
uranium and 29 % for thorium when simulating a 20 cm length column whilst it is 47 % for
uranium and 68 % for thorium when simulating a 2 cm length column. The simulated maximum
breakthrough volume is therefore related to the difference between the total amount of analyte
loaded and the total amount of available sorption sites. The loading volume is also important, as
the shape of the breakthrough profile is not identical for the same total amount of analyte loaded
in varying volumes. Comparing the results of the multiple analyte numerical simulation method
for 2.38 mg of uranium loaded in either 0.1 mL, 1 mL or 10 mL of nitric acid, the volume at which
the maximum concentration in the breakthrough profile occurs is 64.8 mL, 65.4 mL and 71.5 mL

respectively (for a 2 cm length column).

For simulations run under overloaded conditions, the difference in kinetics and stoichiometric
relationship with the extractant between the two analytes also causes a difference in the position
of maximum output concentration. This can be observed in the breakthrough profiles of uranium
and thorium using a 10 mL loading volume and a high concentration (0.1 mol/L; ~20,000 ppm) of
both analytes. The shape of the breakthrough profiles suggests that uranium is initially
transferred into the solid phase in preference to thorium followed by a replacement of 2 uranyl
nitrate molecules with 1 thorium nitrate molecule. Further experiments could be conducted in

order to compare this simulated result with empirical data.
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Figure 6.8.

Impact of analyte concentration and loading volume on breakthrough profiles generated by the
multiple analyte numerical simulation method.

(a) Comparison of volume at which column output concentration reaches a maximum for different
analyte concentration and loading volume inputs.

The horizontal dotted lines (upper = thorium, lower = uranium) represent Vy as predicted by the Gaussian
model using k' calculated from the simulated dataset for breakthrough from a 20 cm length column
(Figure 6.4.).

(b) The shape the breakthrough profiles generated using a loading concentration of 1 x 10" mol/L
(~20,000 ppm for both uranium and thorium) and a loading volume of 10 mL.

The multiple analyte numerical simulation method uses the following parameters: flow rate = 2 mL/min;
bed length = 2 cm; column radius = 0.35 c¢m; V,, = 0.655; axial division length = 0.1 cm; aqueous phase
diffusion rate constant for uranium = 0.0008; aqueous phase diffusion rate constant for thorium = 0.002.
Rate constants were calculated from batch sorption/desorption experimental data. A lumped solid
extractant concentration model constant and stoichiometric relationships with the extractant of 1:2 for
uranyl nitrate and 1:4 for thorium nitrate are also included.
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6.2.1.3. Comparison of multiple analyte numerical simulation method with the Bohart-Adams

model

The Bohart-Adams model has been employed for describing the breakthrough profile from
columns run under a continuous loading condition using the assumptions of a (highly favourable)
rectangular sorption isotherm, a quasi-chemical rate equation and negligible axial dispersion®®. As
the integral of the Gaussian equation for discrete sample loading could be used to describe
continuous sample loading, it is hypothesised that differentiating the continuous loading Bohart-
Adams equation could lead to an equation for describing breakthrough profiles observed under
discrete loading conditions. The proposed discrete loading Bohart-Adams equation (Equation
6.8.) as a function of volume (V) includes the flow rate through the column (u in mL/min), the
analyte concentration in the loading solution (C;,), the volume of the loading solution (V;,) and the
total volume of the solid phase (vs) as well as a term describing the analyte concentration on the
solid phase at equilibrium (g.) and the Bohart-Adams constant (kga) for each analyte. The total
volume of the solid phase is calculated from the volume fraction of the solid phase (V) multiplied

by the total bed volume. As the concentration is given in mol/L, v, V and V;, must be input in L.

kBacy b _c.
(Cin)ZVinkBAe u (qevs Can)

Kpa 2 Equation 6.8.
u (eT(QeVs_CinV) + 1)

Cout,V = CinVinf(V) =

It has also been suggested by Chu® that the constant g. value could be replaced by an equation
describing the Langmuir isotherm (Equation 6.9.) where g, is expressed in terms of the maximum
analyte concentration on the solid phase (gmax), the analyte concentration in the aqueous phase at
equilibrium (C.) and a constant (b) related to the ratio of the forward and reverse rate constants

for sorption following Langmuir kinetics.

_ ImaxbCe

= Equation 6.9.
1+ bC, a

de

At low concentrations the Langmuir isotherm (Figure 6.9.) tends to the linear isotherm with the
analyte concentration on the solid phase a function of the analyte concentration in the aqueous
phase (ge = gmaxbCe) Whilst at high concentrations it tends towards the rectangular isotherm with
the analyte concentration on the solid phase independent of the analyte concentration in the
aqueous phase (ge = gmax). The Bohart-Adams model with a Langmuir correction may therefore

behave similarly to the Gaussian model (linear isotherm assumed) at low concentrations and
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similarly to the Bohart-Adams model without a Langmuir correction (rectangular isotherm
assumed) at high concentrations; thereby extending the application of the Bohart-Adams model

to a larger concentration range.

e

— Linear
--- Rectangular
-+ Langmuir

Ce

Figure 6.9.
Diagram depicting the difference between linear, rectangular and Langmuir isotherms.

As with the Gaussian model, an assessment of the ability of the Bohart-Adams model to describe
radioanalytical chromatographic breakthrough profiles can be made by comparison with the
developed multiple analyte numerical simulation method. The model parameters were initially
fitted using the same pair of simulated datasets used for fitting the Gaussian model parameters
(i.e. uranium and thorium breakthrough from a 20 cm bed length — Figure 6.10.). The total
volume of the solid phase (vs) was calculated using the same volume fraction of the solid phase
value as input into the numerical simulation method. It was discovered that analogous to the Vi
term in the Gaussian model, varying g. changed the position of the volume at which maximum
column output concentration occurred and that a good fit was achieved using the distribution
constant in terms of volume (kp x ps) previously measured via batch experiments multiplied by the

loading concentration in mol/L (i.e. 5.05 x 10 mol/L for uranium and 6.51 x 10® mol/L for

thorium). These values are also equivalent to the ratio of E/E used in the single analyte
numerical simulation method (ratio calculated without adjustment of the forward rate constant
to account for the lumped solid extractant concentration value). Using these g. values, the
Bohart-Adams constant (kga) for each analyte was then fitted to a precision of 2 significant figures
using a trial and error method. The resulting breakthrough profiles as predicted by the Bohart-
Adams model were similar to both the simulated datasets and the profiles predicted by the

Gaussian model. The profiles predicted by both the single equation models were perfectly
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symmetrical with the breakthrough profiles predicted by the Bohart-Adams model having a

slightly narrower peak and wider base than those predicted by the Gaussian model.

If all other simulation input parameters were kept the same and only the bed length altered, it
was hypothesised that the Bohart-Adams model could predict the change in the simulated
breakthrough profiles in a similar way to the Gaussian model. As the bed length is used in
calculation of v, it was thought the change in this value would alter the position and width of the
breakthrough profiles predicted by the Bohart-Adams model. As the analyte concentration in the
loading solution was not altered, g. was not changed and the same prediction would be made
whether either the rectangular isotherm or Langmuir isotherm was applied to the Bohart-Adams

model.

Comparison of the Bohart-Adams model prediction to breakthrough curves generated using the
numerical simulation method for a 2 cm length column, however, showed that whilst the volume
at which the breakthrough maximum occurs was quite accurately estimated, the width of the
predicted profiles were much larger than the simulated datasets (Figure 6.10.). Alternative values
of kga were therefore fitted using the trial and error method. As observed with the profiles
predicted by the Gaussian model, the fitted breakthrough profiles for a 2 cm length column also
overestimated the maximum breakthrough concentration volume. This overestimation could also
be due to the increase in asymmetry of the simulated profiles at shorter column lengths. In
addition, the Bohart-Adams model also predicted the impossible result of immediate analyte
breakthrough for the 2 cm length column leading to a mass imbalance between the total amount
of analyte loaded and the total amount in the column output solution as determined by
calculation of the area under the breakthrough peak. The Bohart-Adams model is therefore
shown to have a similarly low level of suitability to the Gaussian model for describing

experimental breakthrough/elution profiles from short columns.

173



Chapter 6

a 0.6,
--- — Uranium breakthrough
Thorium breakthrough
= 0.41
Q.
e
c
S
8
c
[0}
o
c
Q
o
0.21
0.0 " )
0 2000 3000
Volume (mL)
b
2.0
+ --- — Uranium breakthrough
Thorium breakthrough
g
R
c
K<l
g
<
[
o
c
Q
O
O.O P I I I SO \
0 100 200 300 400 500
Volume (mL)
Figure 6.10.

Comparison between the Bohart-Adams model and multiple analyte numerical simulation of
breakthrough profiles for different bed lengths.

Both the Bohart-Adams model (dashed/dotted lines) and numerical simulation method (solid lines) use
the following common parameters: loading volume = 0.1 mL; loading concentration of uranium and
thorium = 1 x 10°® mol/L (~2 ppb); flow rate = 2 mL/min; column radius = 0.35 cm; V4 = 0.655.

The multiple analyte numerical simulation method uses rate constants calculated from batch
sorption/desorption experimental data.  An axial division length of 0.1 cm was input along with
estimated aqueous phase diffusion rate constants. A lumped solid extractant concentration model
constant and stoichiometric relationships with the extractant of 1:2 for uranyl nitrate and 1:4 for thorium
nitrate are also included.

The Bohart-Adams model parameter of gq. for each analyte has been calculated from the simulated
datasets for a 20 cm length column (a) and applied to a 2 cm length column (b). The Bohart-Adams

parameter of kg, is either the same as the value used in the 20 cm length column (dotted lines) or fitted
(dashed lines).
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The relationship between bed length and kg, was further investigated by running a set of
simulations varying the bed length whilst keeping all other column operating parameters
constant. The fitted kgs values needed to produce as close an agreement as possible between the
Bohart-Adams predictions and the simulated datasets were found to be directly related to the
bed length being simulated (Figure 6.11.). This relationship included the square root of the bed

length (Equation 6.10.).

A
kgg = ﬁ Equation 6.10.

The dependence of kga on bed length is an interesting finding as ks was expected to be a constant

for the analyte-resin sorption system being modelled.
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Figure 6.11.

Bed length plotted against fitted kgx parameter.

Both the Bohart-Adams model and numerical simulation method use the following common parameters:
loading volume = 0.1 mL; loading concentration of uranium and thorium =1 x 10°® mol/L (~2 ppb); flow
rate = 2 mL/min; column radius = 0.35 cm; Vaq = 0.655.

The multiple analyte numerical simulation method uses rate constants calculated from batch
sorption/desorption experimental data.  An axial division length of 0.1 cm was input along with
estimated aqueous phase diffusion rate constants. A lumped solid extractant concentration model
constant and stoichiometric relationships with the extractant of 1:2 for uranyl nitrate and 1:4 for thorium
nitrate are also included.

The Bohart-Adams model parameter of gq. for each analyte has been calculated from the simulated
datasets for a 20 cm length column (Figure 6.10.) and applied to all other length columns. The Bohart-
Adams parameter of kga has been fitted in all instances.

Non-linear regression analysis has been applied to the data points to produce fitted curves (solid lines)
with the formula y = A*x*-0.5 where A =9.870 x 10° for uranium and A = 9.747 x 10° for thorium.
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The relationship between flow rate and kgy was also investigated. As with the retention factor
term (k’) in the Gaussian model, q. was also assumed to be independent of flow rate. The
discrepancy between the maximum breakthrough concentration volume as predicted by Bohart-
Adams model and the result of the numerical simulation method therefore also increased with
asymmetry for flow rates slower or faster than the HETP minimum. Nevertheless, the kgs values
that gave the best fit of the Bohart-Adams model to the simulated datasets were plotted against
interstitial velocity (Figure 6.12.) and non-linear regression analysis applied using a polynomial

equation (Equation 6.11.).

kga = Byud + Byu? + Byu, + B, Equation 6.11.

The results indicated a positive value for B; and B; and a negative value for B, and B, for both

analytes.
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Figure 6.12.

Interstitial velocity plotted against fitted kgx parameter.

Both the Bohart-Adams model and numerical simulation method use the following common parameters:
loading volume = 0.1 mL; loading concentration of uranium and thorium =1 x 10°® mol/L (~2 ppb); bed
length = 10 cm; column radius = 0.35 cm; V4 = 0.655.

The multiple analyte numerical simulation method uses rate constants calculated from batch
sorption/desorption experimental data.  An axial division length of 0.1 cm was input along with
estimated aqueous phase diffusion rate constants. A lumped solid extractant concentration model
constant and stoichiometric relationships with the extractant of 1:2 for uranyl nitrate and 1:4 for thorium
nitrate are also included.

The Bohart-Adams model parameter of gq. for each analyte has been calculated from the simulated
datasets for a 20 cm length column (Figure 6.10.). The Bohart-Adams parameter of kgs has been fitted in
all instances.

Non-linear regression analysis has been applied to the data points to produce fitted curves (solid lines)
using a third order polynomial (cubic) equation.
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The observed relationships between kg, and both bed length and flow rate could be mathematical
artefacts from the differentiation of the Bohart-Adams equation for describing breakthrough
under the continuous sample loading condition. In addition, the Bohart-Adams model was not
developed for use at low analyte concentrations where the sorptive material is undergoing
equilibration with the analyte concentration in the aqueous phase rather than saturation. In
general, the Bohart-Adams has not been found to be superior to the Gaussian model in describing
the simulated breakthrough profiles thus far; it suffers from the same decreasing accuracy when
higher levels of asymmetry are observed and has an additional level of complexity regarding the
variation of kga with bed length and flow rate. The Bohart-Adams model, however, does include
concentration in the calculation of predicted breakthrough profiles. Conversely, increasing either
the input concentration or the loading volume in the Gaussian equation had no effect on the

volume at which the maximum output concentration occurs or the width of the peak.

The volume of maximum breakthrough concentration predicted by the Bohart-Adams model
using a constant value of g. (rectangular isotherm assumption) has a direct correlation to the
analyte concentration in the loading solution; increasing the concentration by a factor of 2, halves
the maximum breakthrough volume. This is unrealistic for radioanalytical separation procedures
where the analyte concentration in the sample is likely to be low. Under these conditions, the
simulated maximum breakthrough volume was shown to be independent of loading
concentration. Even at higher analyte concentrations, the reduction in simulated maximum
breakthrough volume was shown to be more complex than the function of 1/concentration

suggested by the Bohart-Adams model (see Figure 6.8.).

The Bohart-Adams model with a Langmuir correction may provide a more realistic estimation of
the relationship between analyte concentration in the loading solution and the volume at which
maximum concentration occurs in simulated breakthrough datasets. This has been assessed by
running a series of simulations where the loading concentration is varied (Figure 6.13.). These
simulations use a column length of 10 cm and a loading volume of 0.1 mL. As the inability of the
Bohart-Adams model to produce asymmetrical breakthrough profiles has already been discussed,
the difference in maximum breakthrough volume between the prediction and simulated
breakthrough profiles is focussed upon. It should however be noted that simulated breakthrough
profiles using high analyte concentrations become significantly asymmetrical and in some cases
the uncertainty involved with the assessment of asymmetry using the width at 10 % of the

maximum output concentration can be very large.
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Figure 6.13.

Plot of normalized Vg against analyte concentration in the loading solution as predicted by the Bohart-
Adams model with a Langmuir correction and the result generated using the multiple analyte
numerical simulation method.

Vg is normalised by dividing the volume at which maximum breakthrough concentration occurs for a
particular analyte concentration (same concentration for both analytes) by the volume at which
maximum breakthrough occurs for the low analyte condition (loading concentration of uranium and
thorium = 1 x 10° mol/L or ~2 ppb).

The Bohart-Adams model (dashed lines) and numerical simulation method (data points) use the following
common parameters: flow rate = 2 mL/min; bed length = 10 cm; loading volume = 0.1 mL; column radius
=0.35cm; Vaq =0.655.

The multiple analyte numerical simulation method uses rate constants calculated from batch
sorption/desorption experimental data.  An axial division length of 0.1 cm was input along with
estimated aqueous phase diffusion rate constants. A lumped solid extractant concentration model
constant and stoichiometric relationships with the extractant of 1:2 for uranyl nitrate and 1:4 for thorium
nitrate are also included.

The Bohart-Adams model uses values of b = 2.525 and gmay = 200 for uranium and b = 6.51 and gmax = 100
for thorium.

The values of the Langmuir parameters (b and qm.x — see Equation 6.9.) in the modified Bohart-
Adams model were fitted using trial and error to provide an estimated agreement of the
maximum breakthrough volume relationship with analyte concentration observed in the
simulated datasets. The predicted relationship has been compared to the simulated results by
normalising both sets of data to the maximum breakthrough volume values for low analyte
concentration in the loading solution (~2 ppb). Whilst the Bohart-Adams model does show the
general trend observed in the simulated data, the relationship between analyte concentration
and position of peak breakthrough generated using the numerical simulation method is more

complex, particularly at high concentrations.
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Additional factors that the Bohart-Adams model fails to include are bed length and loading
volume. Varying either of these input parameters changes the volume at which maximum
breakthrough concentration occurs in profiles generated by the multiple analyte numerical
simulation method (Figure 6.14.). This change is not reflected in the Bohart-Adams model as the

Langmuir parameters (b and g.,.x) are assumed to be constant for each analyte.
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Figure 6.14.

Comparison of normalized Vi results for breakthrough profiles simulated under different column
operating conditions (bed length and loading volume).

Vg is normalised by dividing the volume at which maximum breakthrough concentration occurs for an
analyte concentration of 1 x 10" mol/L (~20,000 ppm uranium and thorium) by the volume at which
maximum breakthrough occurs for the low analyte condition (loading concentration of uranium and
thorium = 1 x 10° mol/L or ~2 ppb).

The Bohart-Adams model (coloured vertical lines) and numerical simulation method (horizontal bars) use
the following common parameters: flow rate = 2 mL/min; loading concentration of uranium and thorium
=1x 10™ mol/L (~20,000 ppm); column radius = 0.35 cm; Vaq = 0.655.

The multiple analyte numerical simulation method uses rate constants calculated from batch
sorption/desorption experimental data.  An axial division length of 0.1 cm was input along with
estimated aqueous phase diffusion rate constants. A lumped solid extractant concentration model
constant and stoichiometric relationships with the extractant of 1:2 for uranyl nitrate and 1:4 for thorium
nitrate are also included.

The Bohart-Adams model uses values of b = 2.525 and gmay = 200 for uranium and b = 6.51 and gmax = 100
for thorium.

The Gaussian model prediction (black vertical line) where Vg is independent of analyte concentration is
included for comparison.

As discussed in regard to the Gaussian model, the simulated maximum breakthrough volume is a
function of the difference between the total amount of analyte loaded and the total amount of
available sorption sites. Changing the value of the loading volume (V;,) in the Bohart-Adams

equation (Equation 6.8.) only changes the magnitude of the predicted breakthrough peak and not
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the position. Replacing the input concentration term (C;,) with a term for total amount of analyte
loaded (C;, multiplied by V;,) could account for the difference in breakthrough position for
different loading volumes. This has not yet been tested. It is also uncertain as to whether the
relationship between bed length and position of maximum breakthrough concentration could be
included in the Bohart-Adams model for discrete breakthrough from high loading concentrations.
The lack of change in the predicted volume of peak breakthrough for different bed lengths could
be due to the incorrect application of the model to discrete sample loading by differentiation of

the original equation for describing breakthrough profiles from continuous loading experiments.

Finally, larger loading volumes caused the shape of the simulated breakthrough profile to change
from that of the discrete sample loading condition towards the continuous loading condition (see
Figure 6.7.). As with the Gaussian model, this change in the shape of breakthrough profiles could
not be predicted by the Bohart-Adams model. Overall, the numerical simulation method is shown

to be superior to both of the single equation models investigated.

6.2.2. Potential to develop numerical simulation method into a user-friendly software tool

The flexibility of the numerical simulation method to predict breakthrough profiles under a large
range of column operating conditions has been shown to be a great advantage over simpler single
equation models. The ability to vary the column dimensions (bed length and column radius), flow
rate and sample loading conditions (analyte concentration and volume) and observe the impact
on breakthrough profiles would help to streamline the radioanalytical method development
process and reduce the amount of experiments required. Another aspect of chromatographic
separations for radioanalytical purposes has not yet, however, been discussed. This is the use of
step changes in reagent. A typical radioanalytical chromatographic procedure consists of a
sample loading step, a rinse step to remove interferents and one or more selective elution steps
to isolate the analyte(s) of interest. A final regeneration step may also be carried out if the
column is to be reused. The rinse step is usually carried out using the same reagent that the
sample was introduced in whilst subsequent elution steps involve changes in the on-column
environment to promote desorption of the analyte from the sorptive material. The recent
development of automated radioanalytical techniques means that precise delivery of a sequence
of reagents to a column can be made using software control of pumps and valves. The volume
and flow rate of each solution can be regulated and the column output either collected or
diverted to waste. As the numerical simulation method stores data on the axial distribution of
analyte concentration in both the aqueous and solid phases after each iteration of the ODE solver,

a change in the column input solution after any specified volume of sample loading and rinse
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solution could be simulated. The ability to describe more complex elution sequences is another

potential advantage of the numerical simulation method over single equation models.

The multiple analyte numerical simulation method has been modified to include step changes in
eluent and tested using a procedure for the sequential elution of thorium and uranium from
UTEVA resin. The experimental sequence consisted of loading a discrete volume of both analytes
in 8M HNO; followed by an 8M HNOs rinse step, the elution of thorium using 6M HCI and finally
the elution of uranium using 0.3M HNO;. The switch between reagent solutions was manually
achieved by quickly moving the tubing into the next container once the previous had been
emptied; this produced a small air bubble between the two solutions.

This experimental

sequence was represented using the numerical simulation method by addition of a case structure

to the LabVIEW coding. The flow rate and forward (k) and reverse (k) rate constant values for
each solution were written into separate cases which were selected using the output of a subVI
that assessed the while loop iteration and assigned a case input value (Table 6.3.). For example,
the rinse volume of ~20 mL was loaded on to the column from iterations 2<i>807 during which
time a case outputting a flow rate of 1.83 mL/min and the forward and reverse rate constant
values determined for uranium and thorium (onto UTEVA resin) from 8M HNO; was selected.

Table 6.3.

Experimental conditions for the sequential elution of thorium and uranium from UTEVA resin with

corresponding numerical simulation inputs.

The following constant values are also used: bed length = 1.95 cm; column radius = 0.35 cm; V4 = 0.655;

axial division length = 1.95/20 cm; lumped solid extractant concentration = 1.5 moI/dms.
Agueous phase diffusion has not been included in the simulations.

Step Sample loading Rinse Thorium elution | Uranium elution
Solution 8M 8M 6M 0.3M
HNO; HNO; HCl HNO;
Flow rate (mL/min) 0.15 1.83 1.83 1.83
Volume (mL) 0.025 19.82752 34.57969 34.67384
Iterations 0-1 2-807 808 - 2214 2215 - end
Concentration | Uranium 25.0 0 0 0
(ppm) Thorium 25.2 0 0 0
- Uranium 1.006 1.006 0.58 0.053
k Thorium 0.3417 0.3417 1.8x10° 2.0x10°
- Uranium 4.483x10° 4.483x10° 1.7x10° 6.9x10°
k Thorium 2.656 x 10° 2.656 x 10° 9.0x10° 1.0x 10
k Uranium 459 459 700 16
Thorium 592 592 1* 1*

*Estimated values.

The values of k and k were calculated from batch sorption/desorption experiments, with the

forward rate constants corrected to account for the lumped solid extractant concentration ([s]g).
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For 8M HNO3 solutions these values were the same as those used in the previous multiple analyte
numerical simulations (Table 6.1.) whilst the rate constants for 6M HCl and 0.3M HNOs solutions
were estimated from two sets of batch desorption experiments. In these experiments, an 8M
HNO; solution containing both uranium and thorium was equilibrated with UTEVA resin for 24
hours before separation of the aqueous and solid phases. After the solid phase had been left to
air dry, a set mass was taken and mixed with either 6M HCl or 0.3M HNO;. The calculated
distribution constant (kp) for thorium in both 6M HCl and 0.3M HNO; were <0 as the measured
concentration in the aqueous phase after 24 hours was greater than the maximum expected
concentration assuming total desorption. This impossible result could be due to uncertainties
with the calculated solid concentration or the applied volume correction factor. An estimated kp
value of 1 was therefore chosen for thorium sorption in both of these solutions. This estimate is
similar to the value quoted in the literature’ for 6M HCI but a little low for 0.3M HNO; (K’ for
Th(IV) in 6 M HCI ~0.9; k’ for Th(IV) in 0.3M HNO; ~5; assuming kp/k’ = 1.7). The calculated
distribution constants for uranium in 6M HCl and 0.3M HNO; were both positive values with
UTEVA resin having a strong affinity for uranium in 6M HCl and a weak affinity in 0.3M HNOs;. The
calculated kp value for 0.3M HNO; was similar to the literature’® value whereas the 6M HCl value
was slightly higher (k’ for U(VI) in 6 M HCI ~200; k’ for U(VI) in 0.3M HNQO; ~20; assuming kp/k’ =
1.7). For uranium and thorium in both solutions, equations involving the initial rate of desorption,
distribution constant and lumped solid extractant concentration were used to calculate the
forward and reverse rate constants. These input parameters were only estimated to two
significant figures and are likely to be of low accuracy due to the small amount of experimental

data used and large uncertainties in the multi-step desorption procedure.

The multiple analyte numerical simulation method using the described input parameters (Table
6.3.) gave a moderately accurate description of the experimental dataset for the sequential
thorium and uranium elution procedure (Figure 6.15.). The greater width of the uranium elution
peak (in comparison to the thorium elution peak) was reflected in the simulated data due to the
difference in estimated distribution constants on UTEVA resin between thorium in 6M HCI (kp = 1)

and uranium in 0.3M HNOs (kp = 16).
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Figure 6.15.

Comparison between experimental data and numerical simulation of uranium and thorium elution
profiles from UTEVA resin using a programmatically input elution sequence (Table 6.3.).

Both analytes were simulated simultaneously. The vertical dotted lines show the volumes at which the
step changes in reagent were made.

The accuracy of the numerical simulation method could be improved by gaining a better estimate

of the forward and reverse rate constants for uranium and thorium during the two elution steps.

For conditions where an analyte is weakly retained on the sorptive material, the E/IE ratio could
be more accurately determined by conducting batch sorption experiments using an increased
solid/aqueous ratio (> 0.1 g / 10 mL). Using a larger solid/agueous ratio would, however, make it
harder to measure the initial rate of sorption due to equilibrium being obtained in a shorter
amount of time. Nevertheless, a better estimate of the I_c)/I: ratio could allow for the magnitude

of the two values to be fitted using data obtained by column experiments.

Another factor reducing the accuracy of the modified numerical simulation method described is
the use of a single pair of rate constants for each analyte. This 1D set of parameters is input into
the differential equations describing the transfer of analyte between the aqueous and solid
phases in each axial division. Upon a step change in reagent, the 1D set of parameters are
replaced with new values according to the new reagent. This implies an immediate change in
environment (or acid concentration) over the whole column length. This is incorrect as the new
reagent is added to the top of column. Whilst this simplification may produce reasonable results
for short columns, the deviation between experimental and simulation datasets is expected to be

larger for longer bed lengths. The LabVIEW coding could therefore be modified to better simulate
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a step change in reagent by replacing the 1D set of rate constants with a 2D array allowing for the
new parameters to be introduced at the top axial division and progress down the column. A
further complication is that the change in environment (or acid concentration) in each axial
division may not be a step change; instead a gradient may form between the existing and new
reagents. This effect would be further increased if mixing between reagents occurred in the
tubing prior to delivery to the top of the column. Intermediate rate constants could be included
to simulate this phenomenon. Once better estimates of forward and reverse rate constants for
uranium and thorium sorption/desorption between UTEVA resin and 6M HCl / 0.3M HNO; have
been calculated via batch experiments with a lower degree of uncertainty, the impact of replacing
the 1D set of parameters with a 2D array using either step changes or gradient changes in values

can be investigated.

Some further research is needed to improve the numerical simulation method for the description
of radioanalytical separations on UTEVA resin. This includes gaining a better understanding of
step changes in reagent as well as conducting more investigations into processes occurring at very
slow and very fast flow rates. Separation of axial dispersion and molecular diffusion can be made
by investigating the relationship between flow rate and the shape of breakthrough profiles at
slow flow rates. This would improve the selection of axial division length and aqueous phase
diffusion rate constants. The gradual build of flow rate due to backpressure could be reduced by
employing an alternative column configuration with less dead volume such as pre-packed
cartridges. Minimisation of this physical process and measurement of organic species in the
column output solution would allow for a better estimation of the extent of organic solvent
leaching at fast flow rates. This could be included in the numerical simulation method by
modification of the backward rate constant. Once these processes are better understood, the

LabVIEW coding could be published as user-friendly software.

Publication of a LabVIEW project as software removes access to the block diagram, leaving only
the front panel of the main VI for the user to interact with. This means that coding for the
numerical simulation method that has been developed including the ODE solver with model
constants, differential equations and simulation parameters (see Chapter 4) along with while
loops, case structures, subVls, functions for storing and outputting data and all other necessary
functions would be fixed. The end-user would be able to control a selection of input variables and
view the results of the simulation either on a graph within the software and/or as an exported

dataset accessible using common spreadsheet applications (e.g. Microsoft Excel).
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The specifications of the published software would need to match the requirements of the end-
user. These requirements could be gathered through discussions with radiochemical analysts and
researchers working in radioanalytical method development. It may be that two versions of the
software should be produced; one version with the full range of functionality including aqueous
phase diffusion, organic solvent leaching and the ability to select the concentration of analytes
and interfering species in the sample for use as a method development tool and another version

with a restricted range of flow rate inputs and set sample composition to support routine analysis.

Radiochemical analysis of samples from nuclear decommissioning, NORM industries or
environmental surveys is carried out in order to determine the concentration of radionuclides.
The analyte concentration in the sample undergoing chromatographic separation is therefore
unknown. The concentration of radionuclides is typically low in relation to stable isotopes even
after preconcentration and initial separation steps for removal of bulk matrix elements. An
expected sample composition for each matrix could therefore be used provided the unknown
radionuclide concentration is sufficiently low (within the linear part of the sorption isotherm).
Development of a database of matrix compositions could be used to tailor the same
chromatographic procedure to multiple different sample types. Sample matrix selection could be
achieved in published numerical simulation software using a drop-down menu (ring or enum
control function) with a link to an editable spreadsheet file. This database could then be extended
to include additional matrix types with expected composition determined by published data or

stable isotope characterisation.

Restricting the range of flow rate inputs to values where aqueous phase diffusion and organic
solvent leaching are negligible would allow for simpler differential equations and hence quicker
simulation time. As one of the main advantages of automated radioanalytical separation systems
is the reduced time taken to carry out chromatographic procedures, it is likely that the flow rate
through the column would be increased above the rate of gravity flow and therefore sufficiently
high enough that aqueous phase diffusion could be ignored. The exception to this situation is if
flow through the column is stopped to allow for kinetically slow processes to occur. For example,
a pause of at least 7 minutes was required for the complete reduction of Np(IV) to Np(lll) in a
method for the separation of actinides using TEVA and DGA resins®. Additionally, very fast flow
rates leading to loss of the immobilised solvent extractant would be avoided particularly if the
sorptive material was to be reused. This could mean that inclusion of leaching rate in the
numerical simulation method would be unnecessary. Conversely, if a packed bed was to be
reused multiple times using moderate to slow flow rates, the small drop in capacity between uses

may need to be included in the coding.
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The different motivations for conducting simulations of radioanalytical chromatographic
separations dictate the desired data output format. A more qualitative and temporary format
such as an on-screen graph or value indicator may be required to support a routine analysis
whereas a full quantitative dataset may need to be saved for comparison between different
column operating conditions for optimisation of a new method. Different options for the export
of numerical data are available in LabVIEW including automatic generation of sequentially
numbered spreadsheet files or the use of a user prompt to specify the output destination and file
name. The most important data output (by display or saved data) is likely to be the concentration
profile in the column output solution for all chosen analytes. This output could also be used to
programmatically determine the fraction volume needed to collect a specified percentage of the
total analyte amount and/or achieve a specified decontamination factor. Another possible output
value of interest is the total activity remaining on the column. This may be important in single use
columns for effective waste management or for carryover calculation in multiple use columns.
Storage of information between simulations for multiple use columns such as remaining on-
column activity or capacity reduction is possible through the use of while loops and shift registers
and even after closing and reopening the application through the use of externally saved data
files. All of these potential data output considerations depend on the intended use of the
numerical simulation software. One potential application is the use of simulation prior to
bespoke chromatographic separation using an automated radioanalytical system. As control

2931734 it is possible that the

software written in LabVIEW is already in use for automated systems
elution sequence could be optimised using a numerical simulation method and the resulting
sample/reagent volumes and flow rates fed directly in to the linked or integrated control

software.

The numerical simulation method has been shown to accurately describe breakthrough profiles of
uranium and thorium from 8M HNOs. The further research needed to improve the simulation of
elution profiles using step changes to either 6M HCl or 0.3M HNO; has also been discussed. It is
proposed, however, that the numerical simulation method could be easily extended to other
extraction chromatographic resins covering a wide range of analyte separation procedures using
various reagents. Providing the kinetics of sorption/desorption can be described using a single
pair of differential equations, the equation parameters (forward and reverse rate constants,
lumped solid extractant concentration, stoichiometric relationship and ratio of solid to aqueous
phases) could be programmatically input using a drop-down menu in a similar way to the
suggested method for typical sample matrix compositions. By using a ring or enumerated control

function, selection of an option could programmatically retrieve data from a particular row of an
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external spreadsheet file relating to that choice. The list of choices would be set by reading from
the external file. Using this method the database of analyte-sorptive material kinetics could be
expanded upon without modification of the LabVIEW coding. Consideration into the design of
software using drop-down menu functionality would have to be taken to reduce the amount of
times the application has to open and close files in order to minimise computation time. This
could be achieved by a simulation set up step prior to execution of the numerical simulation

method.

Unfortunately, understanding of the differential equations needed to fully describe more complex
porous materials such as anion exchange resin is not yet sufficient to be included in numerical
simulation software (see Chapter 5). For materials exhibiting similar kinetic behaviour to UTEVA

resin, the appropriate input parameters can be readily determined by a series of batch

experiments. The forward rate constant (E) can be calculated by dividing the initial slope of
concentration change in the lumped solid phase by the initial concentration in the aqueous phase.
It is recommended that as short a mixing time as practically possible with a low solid/aqueous

ratio (0.01 g / 10 mL) is used to improve the accuracy of this measurement. The reverse rate

constant (E) is then calculated by dividing the concentration ratio (solid/aqueous) at equilibrium
by the forward rate constant. It is recommended that a moderate solid/aqueous ratio (0.1 g / 10
mL) is used if the analyte is strongly retained on the resin under the conditions investigated and a
higher solid/aqueous ratio (1 g / 10 mL) if the analyte is weakly retained. Accurate measurement
of low kp values is important as a difference between a distribution constant of 1 or 10 can have a
large impact on the width of the elution profile (Figure 6.15.). The lumped solid extractant
concentration and stoichiometric relationships are harder to determine. The method carried out
previously (Chapter 4) used a combination of distribution constant measurements at a range of
initial analyte concentrations and knowledge of the structure of the complexed species to
propose differential equations for the simultaneous sorption of two species. These equations
were tested using the numerical simulation method for batch sorption/desorption and a binary
analyte experiment where the effect of high concentration was observed on both species. The
forward rate constant must also be modified to account for the [s]z term. Finally, the ratio of
aqueous to lumped solid phase in the packed bed geometry can be measured by volumetric
displacement measurements. Data gathered using this series of lab based measurements should
be sufficient to generate all the parameters necessary to add a new system to the proposed

numerical simulation software external database.
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Regardless of the exact nature of a potential chromatographic simulation tool for radiochemical
analysts, a few features are likely to be required (Table 6.4.). These features include input of
column dimensions, selection of an elution sequence including sample introduction, a rinse step
and one or more elution steps and output of the simulated dataset either via an on-screen display
or exportation to an external file. As LabVIEW is a visual programming language, it is easy to
display these controls and indicators in an intuitive graphical interface. A combination of
versatility and accessibility will make the proposed numerical simulation software a useful tool for

research scientists and radiochemical analysts.

Table 6.4.
List of software features likely to be required in any potential numerical simulation software.
Software feature Possible formats
Column radius control Typed numerical input

Typed numerical input

Bed length trol . e
ea length contro (rounded to multiple of axial division length)

Resin selection Drop-down menu
Elution sequence control Input of solution, volume and flow rate in specified order
Sample composition Drop-down menu or numerical input of concentrations
Sample and reagent solution selection Drop-down menu
Sample and reagent volume control Typed numerical input

Typed numerical input
(possible upper and lower limit restrictions)
Data output On-screen graph, on-screen value, exported dataset

Sample and reagent flow rate control

6.3. Conclusions

A LabVIEW based numerical simulation method developed for the description of chromatographic
breakthrough profiles has been successfully extended to allow for the simultaneous simulation of
multiple analytes with the ability to control a large range of column operating parameters
including analyte concentration and sample loading volume. This method also has the flexibility

to simulate complete elution sequences typical of radioanalytical separation procedures.

Using the interaction of uranium and thorium with UTEVA resin as a case study, the numerical
simulation method was shown to predict the relationship between sample loading conditions
(volume and analyte concentration) and the shape of breakthrough profiles. This relationship is
not included in the Gaussian single equation model for predicting column output behaviour. The
Gaussian model is therefore limited to low concentration and small volume loading conditions.
The modified Bohart-Adams model for use with discrete loading volumes, whilst able to predict
the change in peak position due to loading concentration, was unable to account for loading
volume. In addition, the Bohart-Adams constant was shown to not be a constant value when

applying the equation in the differentiated form with a complex relationship to bed length, flow
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rate and loading concentration. Both single equation models failed to describe the increased
asymmetry of breakthrough profiles under short bed length conditions and for flow rates that are
slower or faster than the optimum value. The multiple different combinations of column
operating parameters (analyte concentration, loading volume, bed length, column radius and flow
rate) restricts the application of single equation models to a small range of experimental
conditions. The mechanistic nature of the numerical simulation method is able to overcome
these restrictions and generate any shape of breakthrough profile. The main reason for a
difference between experimental and simulated datasets is the introduction of additional
chemical or physical processes previously unaccounted for. These processes are likely to impact
under extreme conditions; for example, significant leaching of extractant at very fast flow rates.
These processes could either be introduced into the numerical simulation method or the range of

the input parameter restricted.

Another advantage of the numerical simulation method is the ability to simulate complex elution
sequences. Although further work is needed to improve the estimation of rate constants for
eluting reagents and better validate the method, the potential to programmatically introduce step
changes in reagent has been demonstrated. Guidance on the experimental techniques required
to improve rate constant estimations and calculate rate constants for a larger range of analytes,
reagents and sorptive materials has also been given. Following this guidance would allow for the
creation of an expandable database of elution sequences that could be programmatically selected
in order to simulate any radioanalytical chromatographic separation procedure. The described
numerical simulation method therefore shows potential for publication as a user-friendly

software tool for assisting in method development or routine radiochemical analysis.
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Chapter 7: Overall Conclusions and Future Work

This thesis describes the development of a numerical simulation method for the description of
radioanalytical chromatographic separations using LabVIEW visual programming language. The
method, based on numerical solution of ordinary differential equations, was optimised using
experimental batch sorption/desorption data (Chapter 4) before being applied to the
breakthrough of analytes from a packed bed geometry (Chapter 5). The numerical simulation
method was shown to have clear advantages over single equation models and great potential for

development into a user friendly software tool (Chapter 6).

The numerical simulation method was shown to be suitable for describing systems using
extraction chromatography resins as demonstrated by simulations of the interaction of dissolved
uranium and thorium species with UTEVA resin. Under conditions of constant mixing, the batch
sorption/desorption of either analyte could be accurately described using a single pair of
differential equations indicating that internal diffusion was not a significant contributor to
kinetics. An initial investigation into aqueous phase diffusion was carried out by conducting
stationary batch experiments. It was found that division of the aqueous phase into two sections
was required to accurately simulate the empirical data. The ratio of these sections was related to
the volume of settled material. These findings could be further investigated by conducting
additional stationary batch experiments using a range of container geometries and solid/aqueous

ratios.

The differential equations developed for describing the interaction of uranium and thorium with
UTEVA resin under batch conditions were successfully applied to chromatographic breakthrough
conditions by division of the column into equally sized vertical sections. Further experiments at
slow flow rates are needed to improve the estimate of both eddy dispersion and molecular
diffusion and better inform the selection of axial division length. At faster flow rates, physical
processes such as backpressure and extractant leaching were hypothesised to occur. This is
another area for future research via investigation of flow rates produced under different column

geometries and the measurement of organic species in the column output solution.

The numerical simulation method was also applied to two porous ion exchangers (anion exchange
resin and zirconium phosphate). The method was able to describe the kinetics of
sorption/desorption under batch conditions through the inclusion of additional differential

equations describing internal diffusion. Transferring the equations to the packed bed geometry,
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however, failed to accurately describe the experimental breakthrough results. In addition, an
investigation into the breakthrough of Ba-133 from a zirconium phosphate column under
continuous loading conditions over an extended period of time indicated that the previous
assumption that the internal diffusion constant parameter was linearly related to the
solid/aqueous ratio was incorrect. Additional batch experiments using a range of solid/aqueous
ratios are therefore needed to better understand the process of internal diffusion in both of the

porous materials.

It is possible that the numerical simulation method may require the inclusion of both pore
diffusion and surface diffusion to accurately simulate chromatographic breakthrough profiles for
porous materials. Pore diffusion was suggested as a reason for differences in the width of the
breakthrough profile of an inert tracer (tritiated water) between the porous and non-porous
materials. Other possible explanations for the lack of agreement between the simulated and
experimental breakthrough profiles include oversimplification of internal diffusion through the
assumption of Fickian kinetics and a homogeneous pore structure or an insufficient amount of
radial divisions. A more accurate numerical simulation method for porous materials may require
the use of partial differential equations describing concentration change in terms of both time

and radial position.

Extension of the numerical simulation method from discrete volume chromatographic
breakthrough conditions to more complex radioanalytical separation sequences was also
discussed. Addition of a parameter quantifying the concentration of extractant in the lumped
solid phase as well as modification of the differential equations to include the stoichiometric
relationships of both uranium and thorium with the extractant allowed for the simultaneous
simulation of the interaction of both analytes with UTEVA resin. Unlike the single analyte
numerical simulation method, the modified method for multiple analytes was shown to generate
accurate results for batch experiments using a high initial analyte concentration in the aqueous
phase. The impact of higher loading concentrations on the shape of chromatographic
breakthrough profiles was dependent on the loading volume and the bed length; this relationship

was observed in both experimental data and the multiple analyte numerical simulation method.

The numerical simulation method was demonstrated to be more flexible than single equation
models for prediction of either batch sorption/desorption or chromatographic breakthrough. The
mechanistic nature of the method should allow for the simulation of any separation sequence
providing sufficient estimations of the input parameters are made. Most of these parameters can
be determined by simple batch experiments. Future work could therefore involve adding more

materials, analytes and reagents to a database of input parameters. The direct application of
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equations developed to describe batch sorption processes to the column geometry is novel and

increases our understanding of the kinetics and thermodynamics of radiochemical separations.

The LabVIEW developed coding has potential for publication as user friendly software. This would
be achieved by gathering information on the desired specifications and making decisions on which
chromatographic processes to include based on the level of accuracy required and the
computational demands. The database of input parameters could be added to without further
amendment of the software through the use of an offline spreadsheet from which data would be
programmatically extracted. This would make the numerical simulation software a useful tool in
radiochemical method development. The researcher or analyst would have the ability to control
a large variety of column operating parameters including bed length, column radius, sorptive
material, sample loading conditions and elution sequence (reagent volume and flow rate) and
obtain data on predicted breakthrough/elution profiles much faster than by conducting lab-based
experiments. This is particularly important for supporting the development of rapid and
automated radioanalytical techniques where flow through a chromatographic column is increased
above the rate at which the separation procedure was originally characterised. Rapid and
automated radioanalytical techniques for radioactive waste characterisation will lead to
considerable economic savings for the UK’s nuclear decommissioning industry through lower

analyst input, faster turnaround, optimisation of reagent use and an increased quality of results.
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Appendix A: Additional Figures for Chapter 5
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Figure A.1.

Comparison between experimental data and numerical simulation of uranium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 8 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.95/10
cm. Aqueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.2.

Comparison between experimental data and numerical simulation of thorium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 8 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.95/10
cm. Aqueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.3.

Comparison between experimental data and numerical simulation of uranium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 9 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.4.
Comparison between experimental data and numerical simulation of thorium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 9 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.
The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.5.

Comparison between experimental data and numerical simulation of uranium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 10 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.6. (Reproduction of Figure 5.12.)
Comparison between experimental data and numerical simulation of thorium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 10 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.
The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.7.

Comparison between experimental data and numerical simulation of uranium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 11 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.8.

Comparison between experimental data and numerical simulation of thorium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 11 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.

198



Appendices

50+

407

w
il

N
s

Concentration (ppb)

0 20 40 60 80 100

Volume (mL)
Figure A.9.
Comparison between experimental data and numerical simulation of uranium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 12 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.
The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.10.
Comparison between experimental data and numerical simulation of thorium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 12 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.
The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.11. (Reproduction of Figure 5.13.)

Comparison between experimental data and numerical simulation of uranium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 13 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.12.

Comparison between experimental data and numerical simulation of thorium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 13 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.13.

Comparison between experimental data and numerical simulation of uranium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 14 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.14.

Comparison between experimental data and numerical simulation of thorium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 14 (Table 5.1.).
The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.15.

Comparison between experimental data and numerical simulation of uranium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 15 (Table 5.1.).

The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.

3001
250+

200+

Concentration (ppb)
@
o

100+

50

100 200 300
Volume (mL)
Figure A.16.

Comparison between experimental data and numerical simulation of thorium breakthrough profiles
from anion exchange resin in 8M HNO; under conditions corresponding to experiment 15 (Table 5.1.).

The two analytes (uranium and thorium) have been simulated separately. Axial division length = 0.1 cm.
Agueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.17.

Comparison between experimental data and numerical simulation of barium breakthrough profiles
from zirconium phosphate in seawater under conditions corresponding to experiment 16 (Table 5.1.).
Axial division length = 0.1 cm. Aqueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.18.

Comparison between experimental data and numerical simulation of barium breakthrough profiles
from zirconium phosphate in seawater under conditions corresponding to experiment 17 (Table 5.1.).
Axial division length = 0.1 cm. Aqueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.19.

Comparison between experimental data and numerical simulation of barium breakthrough profiles
from zirconium phosphate in seawater under conditions corresponding to experiment 18 (Table 5.1.).
Axial division length = 0.1 cm. Aqueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.20. (Reproduction of Figure 5.14.)
Comparison between experimental data and numerical simulation of barium breakthrough profiles

from zirconium phosphate in seawater under conditions corresponding to experiment 19 (Table 5.1.).
Axial division length = 0.1 cm. Aqueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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Figure A.21.

Comparison between experimental data and numerical simulation of barium breakthrough profiles
from zirconium phosphate in seawater under conditions corresponding to experiment 20 (Table 5.1.).
Axial division length = 0.1 cm. Aqueous phase diffusion has not been included in the simulations.

The value for the internal rate constant is either equal to (dashed line) or calculated from (solid line) that
determined from 0.1 g solid batch sorption/desorption experiments.
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