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- Behaviour consistent with herding occurs frequently in a prediction market
- Prediction market forecasts are inaccurate after particular price movements
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Abstract

We examine the impact of price trends on the accuracy of forecasts from prediction markets. In particular, we study an electronic betting exchange market and construct independent variables from market price (odds) time series from 6,058 individual markets (a dataset consisting of over 8.4 million price points). Using a conditional logit model, we find that a systematic relationship exists between trends in odds and the accuracy of odds-implied event probabilities; the relationship is consistent with participants over-reacting to price movements. In particular, in different time segments of the market, increasing and decreasing odds lead, respectively, to under- and over-estimation of odds-implied probabilities. We develop a methodology to detect and correct the erroneous forecasts associated with these trends in odds in order to considerably improve the quality of forecasts generated in prediction markets.
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1. Introduction

Prediction markets are vehicles for aggregating information held by a variety of individuals and have been heralded as an effective means of harnessing the ‘wisdom of the crowd.’ However, the forecasts derived from prediction market prices have not always lived up to expectations. One reason could be that prices which emerge following price movements may not appropriately reflect the information which initiated the price movement. This would arise, for example, if participants in these markets over-react to price signals. We examine prediction markets in which the prices can be interpreted as event probabilities and we aim to develop a methodology to improve the quality of forecasts generated in these markets. To achieve this, we identify systematic relationships between price trends and the accuracy of event probabilities inherent in prices and use these relationships to help correct for any observed inaccuracies.

The earliest prediction markets can be traced back to the wagers on papal selection in Italy in the 16th century, gambling markets on the Parliamentary elections in Britain in the 18th and 19th centuries, and the Presidential betting markets in New York in the 19th and early 20th centuries (Rhode & Strumpf, 2004a, 2008; Snowberg et al., 2008).¹ In an attempt to capitalize on the forecasting potential shown by these early wagering markets, the University of Iowa introduced the first stock exchange style prediction market in 1988 (to forecast results related to the U.S. presidential election). Since then, prediction markets have gained traction as alternative forecasting devices for a wide range of uncertain events, including election outcomes (Berg et al., 2008; Berg et al., 2010), economic aggregates (Gürkaynak & Wolfers, 2007), sports matches (Luckner et al., 2008; Spann & Skiera, 2009), for the success of movie box offices and for the entertainment industry more broadly (Pennock et al., 2001; Gruca et al., 2008).² Consequently, a range of companies such as Intel, Hewlett-Packard, Eli Lilly, General Electric, and Google have introduced internal prediction markets to forecast a variety of business activities from the sales of printers to the likelihood of success of new products or the probability of meeting project deadlines (e.g., Chen & Plott, 2002; Hopman, 2007; Cowgill et al., 2009).

¹ Betting markets are a form of prediction market. Snowberg et al. (2008) argue that the distinction is not in terms of their structures, but their functions. Prediction markets provide information externalities that can inform business and policy decision makers, while holders of betting market securities care more about the entertainment and financial effects. Prior to scientific polls, betting odds have long been regarded by society as important sources of forecasts (Rhode and Strumpf, 2004a, 2008).
² See Snowberg et al. (2008) for a historical review.
Research suggests that prediction markets can produce accurate forecasts, often beating polls and other statistical forecasting techniques (e.g., Berg et al., 2008; Arnesen & Bergfjord, 2014). Vaughan Williams (2011, p.2) concludes, “the balance of opinion provided by previous research suggests that well designed prediction markets can offer substantial promise as a tool of information aggregation and forecasting”.

Prices in prediction markets relate to the likelihood of occurrence of the event in question (e.g., a particular individual becoming president in a forthcoming election). Prices are expressed differently in different types of prediction markets. In the prediction markets which form the focus of this study (betting exchanges), prices are expressed as a number, \( z \). Participants can choose the amount or stake they are prepared to risk on the event. Consequently, those who choose to buy (back) at \( z \), receive £\( z \) for a stake of £1 (a profit of £ (\( z - 1 \))) if the event occurs and lose their stake (£1) should the event not occur. Those who decide to sell (lay) at \( z \), lose £(\( z - 1 \)) should the event occur, for each £1 they stake, and they gain a profit of £1 if the event does not occur. Market equilibrium dictates that the expected return to both buyers and sellers at any time is zero (in the absence of transaction costs) and a price of \( z \), therefore, suggests that their combined view is that the event has a probability of \( 1/z \). The market mechanism offers incentives for individuals to continue to trade until the price represents what they consider to be the probability of the event. The Efficient Market Hypothesis (Fama, 1970) predicts that final prices in these markets should aggregate all the participants’ information, leading to efficient prices and, therefore, accurate forecasts of the probability of the event.

However, the most preferred choice in prediction markets in 2016 failed to predict Brexit, Donald Trump’s nomination as Republican candidate and his election as president. This led to a flurry of internet articles identifying important issues that may hinder the ability of prediction markets to produce meaningful forecasts (e.g., Kominers, 2016). Clearly, prediction markets, like other forms of market are subject to forces that can lead to inaccuracy. Some factors, if directly observable, can be analyzed and corrected by modifying market mechanisms to achieve higher accuracy. However, there are issues that are difficult to detect but may affect the accuracy of prediction markets. Such issues are often related to traders’ behavior, with market manipulations (Wolfers & Leigh, 2002), overconfidence (Wu et al. 2008) and over-reaction to price movements or herding (Schnytzer & Snir, 2008) being the most well-known examples.

We address three fundamental research questions associated with the accuracy of probability forecasts of an event that are derived from prediction market prices. Specifically, under what conditions does a systematic relationship exist between trends in market prices and the accuracy of a

---

3 For example, Graefe and Armstrong (2011) found, in a laboratory study, that the forecasting accuracy of prediction markets was inferior to face-to-face meetings in some instances.

4 For example, the number of traders and their trading volume are found to be positively related to the accuracy of prediction markets (Berg et al., 1997; Gruca et al., 2005; Snowberg et al., 2008). Consequently, a special design known as the market-scoring rule was proposed to tackle the problem of thin markets (Hanson, 2003; 2007, 2009; Abramowicz, 2007).
prediction market’s event probability forecasts? To what extent does this reduce the accuracy of prediction market forecasts? What methodology can be employed to account for these systematic relationships, thereby enabling the development of probability forecasts which are more accurate than those derived directly from prediction market prices?

One reason systematic relationships may exist between trends in market prices and event probabilities is over-reaction to price signals. This could arise from the well-known adages amongst market traders such as, ‘money talks’ and ‘follow the money’. These beliefs may lead market participants to trade in line with price movements, believing that they are caused by more informed participants. However, over-reliance on price movements as a guide to trading decisions can lead to prices being driven to a level that no longer reflect new information or knowledge about target events. We refer to this behavior as over-reaction to price signals or herding. Price movements resulting from herding may only reflect the participants’ psychological state, and any forecasts relying on them may be inaccurate.

There is a considerable literature addressing over-reaction to price signals in financial markets (Gebka & Wohar, 2013). While no unequivocal definition of herding has emerged (Hsieh, 2013; Goodfellow et al., 2009; Devenow & Welch, 1996), it is generally acknowledged to occur when market participants neglect their own private information and adjust their actions to be more representative of those of other traders. Empirical evidence for the phenomenon from financial markets is inconclusive (Lakonishok et al., 1992; Wermers, 1999; Sias, 2004). Similarly, mixed results have been found in laboratory-based studies, in which both the decisions and the information on which they are based are observable (e.g., Cipriani & Guarino, 2005, 2009; Spiwoks et al., 2008). The common finding from these studies is that participants do herd, but to a lesser extent than theoretical models predict.

The extent to which herding influences market prices has been difficult to confirm using traditional financial market data because of its inherent uncertainty. As Shleifer and Summers (1990, p. 22) note, “price changes may reflect new market information which changes the equilibrium price”. Consequently, prices are never entirely derived from the current fundamental information; rather, prices represent the current expectation of future prices. Hence, even if all current fundamental information is fully known, there remains some uncertainty in prices.

Betting market data enable us to overcome this concern because markets for events (e.g., a race) close at a pre-defined end-point, with all traders (referred to as bettors) receiving unambiguous payoffs. Consequently, in these markets, there is a time when all uncertainty in the relation between prices (referred to as ‘odds’) and fundamental information is resolved (i.e., a winner is declared), thus, allowing us to determine the degree to which the market forecast (the odds-implied probability of the event) accurately predicts the outcome. This resolution of uncertainty is repeated often, with several thousand separate markets per annum. Consequently, we achieve our objective by investigating prices in a liquid electronic exchange market for state contingent claims (a horserace betting market).
operated by Betfair, which commenced trading in 2000 and currently has a valuation of over £6,000m ($7,902m).

Betting markets, unlike other forecasting methods that rely on historical data, have the ability to incorporate real-time information and can continuously generate forecasts. This continuous process of market activities can make it difficult to determine when over-reaction to price signals takes place. This is reflected in the disagreement shown in the limited debate concerning the presence of herding in betting markets. A few studies have suggested the presence of herding in betting markets (Law & Peel, 2002; Schnytzer & Snir, 2008), but Shing (2006) concluded that odds changes were mainly caused by genuine information rather than over-reaction. Even if researchers can identify the existence of herding in betting markets, being able to correct its negative impact on the accuracy of forecasts derived from odds, is challenging. For example, Schnytzer and Snir (2008) identified herding by examining whether sudden movements in odds can explain the return on money staked in a betting market. However, the method they employed could not be used to generate a “corrected” forecast for a target event beforehand. Consequently, to help improve the accuracy of prediction market forecasts, we propose a means of detecting systematic relationships between price trends and the accuracy of market-price-implied event probabilities that are consistent with over-reaction to price movements. We also propose a statistical method for fixing the resulting inaccuracy of prediction market forecasts.

The remainder of the paper is organized as follows. In Section 2, we review the literature related to the use of odds to forecast event probabilities and that examining the incidence and impact of herding. In the light of this literature, we discuss the contributions of our approach for both detecting and correcting for inaccuracy in probabilities derived from prices which emerge following price movements. In Section 3, we develop the hypotheses, and outline the data and methods employed to test the hypotheses. We present the results in Section 4. We discuss our findings and the implications learned from our forecasting model in Section 5, and conclude in Section 6.

2. Forecasting using Betting Market Odds and the Impact of Herding

The accuracy of forecasts derived from odds

Betting, as a means of trading on one’s ability to make accurate forecasts, has a long history, from betting on foot races and ball games of the North American Indians (Culin, 2012). It is not surprising, therefore, that betting market data have long been used for forecasting. For example, before the rise of scientific polling, newspapers in New York employed betting odds as a means of making election predictions (Rhode & Strumpf, 2004a, 2008) and Wall Street betting odds on U.S. presidential elections from late 19th centuries have been shown to be highly predictive (Rhode & Strumpf, 2004b). Early studies using horserace betting data also found that odds were good approximations to the winning probability (e.g., Griffith 1949, Rosett, 1965; Hoerl & Fallin, 1974).
More recent studies confirm the accuracy of forecasts derived from betting odds (e.g., for reviews see Sauer, 1998; Vaughan Williams, 2005; Hausch & Ziemba, 2008; Stekler et al., 2010; and Vaughan Williams & Siegel, 2013). This is not surprising, since recent years have seen growth in the number and type of bookmaker organizations across the world and the emergence of online fixed odds betting and betting exchanges (see Appendix 1 for a description of different betting markets). Multiple betting operators offering the opportunity to bet on the outcome of the same event, provides a wide and diverse pool of opinion to inform the odds which emerge in these markets.

**Accounting for performance-related information in odds**

Many studies have examined the degree to which specific pieces of performance-related information are accounted for in odds. The general conclusion is that bettors effectively incorporate most individual pieces of relevant information into odds, either immediately (e.g., Vaughan Williams, 2000; Smith, 2003; Deschamps & Gergaud, 2008) or over time (e.g., Johnson et al, 2010). The general finding is that, compared to other forecasting methods such as statistical models using sports-related input variables, expert tipsters, and lay predictions, betting odds provide the most accurate forecasts (Forrest et al., 2005; Luckner & Weinhardt, 2008; Spann & Skiera, 2009; Štrumbelj, 2014).

However, it has been shown that bettors do not fully account for the interactions between multiple performance-related factors (e.g., various aspects of a player’s previous performances: see Sung & Johnson, 2008a, for survey). Consequently, it is possible to develop superior forecasts which combine and capture complex non-linear relationships between odds from parallel markets or odds and a range of variables associated with multiple performance-related factors (e.g., Ma et al., 2016; Lessmann et al., 2009, 2010, 2012; Wunderlich & Memmert, 2016; Goddard, 2013; Dixon & Pope, 2004; Spann & Skiera, 2009; Goddard, 2005; Donniger, 2014).

In addition, some persistent systematic behavioral biases in odds have been shown to exist. For example, odds on favorites/longshots under-/over-represent their chances (e.g., Vaughan Williams & Paton, 1998; Schnytzer & Weinberg, 2008; Ottaviani & Sørensen, 2008, 2010; Snowberg & Wolfers, 2010; Berkowitz et al., 2017), the chances of popular soccer teams are underestimated (e.g., Forrest & Simmons, 2008; Franck et al., 2010; Oikonomidis & Johnson, 2011) and bettors anchor their judgements on particular pieces of information (Johnson et al., 2007), are overly influenced by national sentiment (Braun & Kvasnicka, 2013) and over-weight the chance that runs of success of particular contestants will end (e.g., gamblers fallacy: Terrell & Farmer, 1996).

The conclusion to emerge from betting market studies, most of which use data from fixed-odds bookmaker and pari-mutuel markets, is that odds account for a significant amount of publicly available information but bettors are subject to some behavioral biases and they do not fully account for “complex, subtle (or non-linear), and possibly changing relationships between variables” (Sung & Johnson, 2008b, p.302).
The improving accuracy of odds

The spread of the internet has prompted innovation in the betting industry, with internet betting, via online (fixed-odds) bookmakers and betting exchanges, developing rapidly (Jones et al., 2006). This has resulted in a very competitive, dynamic market with over 600 different sports betting web sites operating worldwide (Malaric et al., 2008) and very large increases in global sports betting volumes (Forrest, 2017). These changes have resulted in odds providing more accurate forecasts (Forrest et al., 2005), even accounting for the predictions of sophisticated mathematical models which draw together a variety of performance related variables (e.g., Fitt et al., 2006; Dobson & Goddard, 2017). For example, there is considerable evidence that odds in liquid betting exchanges provide more accurate probability forecasts that are less prone to biases, than those derived from traditional fixed-odds betting markets (Smith et al., 2006, 2009; Franck et al., 2010). Smith and Vaughan Williams (2008) speculate that this may arise because the exchanges, unlike traditional bookmakers, offer the opportunity for skilled traders and insiders to back contestants to lose, thereby providing an additional mechanism for inaccurate odds to be corrected.

Odds react quickly to new information

Online betting markets have facilitated the development of in-play betting, whereby bets can be placed on the result of an event (e.g., a tennis match) whilst it is taking place (Sauer, 2005; Huang et al., 2011; Dumitrescu et al., 2013; Viney, 2015; Dias, 2016). The general consensus of studies comparing the forecasting ability of in-play odds with the predictions of mathematical models based on information which arrives during the course of an event, is that in-play odds react quickly and appropriately to the arrival of new information, such as a goal being scored in soccer or a point won in tennis (e.g., Newton & Aslam, 2009; Easton & Uylangco, 2010; Sauer et al., 2010; McHale & Morton, 2011; Spanias & Knottenbelt, 2012; Dumitrescu et. al., 2013; Croxson & Reade 2014; Viney, 2015). However, there is some evidence that bettors in these markets may over-/under-react to surprise/expected news (Choi & Hui, 2012).

In summary, odds have been demonstrated to provide accurate forecasts, particularly, in dynamic on-line betting exchanges, where odds react quickly to new information. However, previous studies suggest that bettors are subject to behavioral biases and they are not particularly skilled at accounting for complex data. We suspect that rapidly changing odds in betting exchanges may increase the complexity of a bettor’s decision, and increased cognitive load has been shown to be associated with the increasing use of heuristics, leading to biased judgements (Kahneman et al., 1982). We believe that these circumstances could lead bettors to become subject to a behavior which has been observed in wider financial markets, namely over-reaction to price signals. We now briefly review the literature on over-reaction to price signals.

Herding in financial markets
Three main drivers for herding behavior have been proposed: information (‘rational herding’), psychology (‘irrational herding’) and events (‘event-driven herding’) (Demirer et al., 2010; Demirer & Kutan, 2006; Devenow & Welch, 1996). We focus here on the rational view that traders adjust their views in the belief (perhaps mistaken) that other traders are more informed than themselves. The combined activity of many herding traders can result in extraordinary changes in asset values over a short period, with prices overshooting their fundamental values (Yan, 2010), possibly leading to bubbles, crashes and bank runs (Devenow & Welch, 1996). While the consequences of herding are irrational at the aggregate level, herding may be rational at the individual level (Simonsohn & Ariely, 2008). Some theoretical models, for example, have rationalized herding as ‘information cascades’, where decisions are made sequentially by different agents who each hold their own private information (e.g., Banerjee, 1992; Bikhchandani et al., 1992; Avery & Zemsky, 1998). There is uncertainty over the validity of price signals, so it may be rational for agents to disregard some of their private information when that held by others appears (as revealed by their actions) to conflict with their own. In fact, in Hong and Stein’s (1999) model, momentum traders can earn positive profits, provided they trade early enough in the ‘momentum cycle’.

While herd behavior has a theoretically sound basis, empirical evidence for the phenomenon from financial markets is inconclusive (Lakonishok et al., 1992; Wermers, 1999; Sias, 2004). Similarly, mixed results have been found in laboratory-based studies, in which both the decisions and the information on which they are based are observable (e.g., Cipriani & Guarino, 2005, 2009; Spiwoks et al., 2008). The common finding from these studies is that participants do herd, but to a lesser extent than theoretical models predict.

As indicated above, the extent to which herding influences market prices has been difficult to confirm using traditional financial market data because of its inherent uncertainty. Prediction markets, unlike other forecasting methods that rely on historical data, have the ability to incorporate real-time information and can continuously generate forecasts. We now examine the limited literature concerning the presence of herding in betting markets.

**Herding in betting markets**

Experimental studies provide the opportunity to control information flows, thereby offering the opportunity to clearly identify herding behavior. An early laboratory study of pari-mutuel market betting was conducted by Plott et al. (2003). They created markets for abstract states and subjects could buy “tickets” in different markets to win the prizes if a certain state was realized. To control the information possessed by market participants, Plott et al. (2003) endowed their subjects with different types of private information. Herding was observed in these experiments, but it was not shown to exist in all the markets studied. A more recent laboratory experiment employed sequential pari-mutuel betting games (Koessler et al. 2012). Here, bettors had only one chance to choose between two states (A and B). The information was controlled by revealing private signals to every subject before their
choices. Koessler et al. (2012) elicited some subjects’ beliefs, by asking them to specify their subjective probabilities pertinent to both states. The elicitation process forced the subjects to think seriously about what could be learned from market information and results from experimental economics predict that this design is more likely to induce herding. The results of the experiment confirmed that more herding took place where subjects were asked to declare their subjective beliefs.

Camerer (1998) conducted field experiments in pari-mutuel horse racing markets to examine herding. He tested whether bettors respond to bets from those who apparently hold privileged information. To achieve this, he placed temporary bets of $500, and in later experiments $1,000, on randomly chosen horses and observed whether the sudden changes in odds induced over-reaction to these price signals. He found that such bets did lead to a temporary distortion of odds. However, later in the market he cancelled these bets and found that the odds returned to their expected levels. Even when he placed his bets at smaller racetracks (where his bets had a bigger distorting effect on odds) and on races where those with privileged information were most likely to bet (e.g., in races where the horses had never won a race), he still did not detect any significant herding. There are many reasons why Camerer (1998) may not have observed herding: first, the bets he placed could have been too small relative to the market size to attract bettors’ attention; second, most bettors are aware that holders of privileged information are more likely to bet at the end of the betting period to reduce the chance that the odds are further eroded by herding; third, bettors realized that these early bets could be cancelled, so they ‘rationally’ failed to respond to these early price movements.

The widespread belief that some bettors have access to privileged information makes betting markets a likely place to observe herding, as less informed bettors see significant reductions in odds as a signal that the horse is being backed by more informed individuals. However, very few empirical studies have been conducted to test the view that herding takes place in betting markets. Those studies that have been undertaken found that odds movements and non-monotonic trends in odds are common (Schnytzer & Snir 2008). It has generally been shown that early betting on outcomes that subsequently attract a high degree of betting interest is profitable (Crafts 1985; Schnytzer & Shilony 1995). However, systematic profits can only be obtained by betting at the odds available before the odds fall dramatically and are only likely to be secured by those with privileged information.

Law and Peel (2002) examined occasions when genuine privileged information resulted in odds movements in UK fixed-odds bookmaker markets. Odds in these markets are set by the bookmaker (market operator) and bettors know their potential payoffs at the time the bet is placed. Large falls in odds (plunges) might result from betting by informed bettors, from over-reaction to price movements, or both. However, Law and Peel (2002) proposed that herding is the most likely explanation if the odds plunge while the proportion of informed bettors declines through the duration of the market, and they used a measure developed by Shin to estimate the proportion of informed bettors (Shin, 1991, 1992, 1993). They found that dramatic moves in odds resulted in higher/lower returns at starting odds if the Shin measure increased/declined at the same time; suggesting that herding did exist.
Schnytzer and Snir (2008) developed a model of cash-constrained, informed bettors in an on-course bookmaker market. If mispricing becomes apparent early in the market, informed bettors bet to take advantage, and herd betting by less informed bettors may ensue, causing a large odds movement. However, there may be occasions when the odds then return to a level which does not reflect all available information; at this point, it was assumed by Schnytzer and Snir (2008) that the informed bettors have no cash remaining to exploit the fact that odds do not fully discount the available information. Consistent with the model, using UK and Australian on-course bookmaker data, they found that positive returns could be made by betting on horses for which there has been a significant early plunge, but a later reversal in odds. However, the set of such horses was very small, so it is unclear whether the results represent a genuine concern for the forecasting accuracy of probabilities derived from prediction markets.

Contributions of the current study

The studies discussed above have focused on the accuracy of odds and the type of information discounted in odds. The conclusion is that odds generally provide reasonably accurate predictions of event probabilities, particularly those emerging from betting exchanges, but odds can be distorted by behavioral biases of bettors and their inability to fully handle information complexity.

However, very few studies have identified over-reaction to odds movements. No studies have examined this phenomenon in a betting exchange and none propose a method for restoring the accuracy of the forecasts where trends in odds result in them over-shooting appropriate levels.

Recent evidence from the on-line betting markets, and particularly betting exchanges, is that odds in these markets react quickly to new information. However, this speed of reaction presents bettors with significantly greater information, potentially increasing the complexity of their betting decision. Increased cognitive load of this sort has been shown to be associated with the increasing use of heuristics, leading to biased judgements (Kahneman et al., 1982). Consequently, we believe that exchange bettors may, as a short cut procedure for handling the information complexity, overly rely on price signals. This motivates our desire to identify to what extent this takes place and to develop a means of correcting any inaccuracy which may then arise in the final odds which emerge in these markets.

In achieving this, the paper makes the following contributions: To the best of our knowledge, this is the first to exploration of over-reaction to odds movements in a betting exchange. Odds in exchanges are derived entirely from the relative levels of supply and demand, and assets can be bought and sold (e.g., horses can be backed to win or lose), as in most prediction markets. This is not the case for the betting markets examined in previous explorations of herding. In addition, it avoids the difficulty of interpreting falling odds in bookmaker markets (employed in Schnytzer & Snir, 2008; Law & Peel, 2002; Crafts, 1985; Schnytzer & Shilony, 1995) as evidence of over-reaction, since these odds movements may result from bookmakers artificially lowering odds.
Second, we show, contrary to much of the implications of the betting market literature, that the final market prices in betting exchanges cannot be relied upon to provide accurate probability estimates. In particular, we identify significant inaccuracies in probability estimates derived from market prices resulting from price movements in over one third of the 1,514 separate markets considered, indicating that this is a common phenomenon. This finding suggests that caution should be exercised by those who use prediction markets for forecasting.

Third, the method we propose for detecting behavior consistent with over-reaction to price movements does not require any behavioral assumptions of the bettors or bookmakers. It, therefore, has the potential to be used in a wide range of market mechanisms. Fourth, we propose a general method to identify behavior consistent with over-reaction to price movements, rather than confining our observations to specific types of price movements, such as dramatic movements in odds (Law & Peel, 2002), or a change in the direction of odds (Schnytzer & Snir, 2008).

Fifth, because participants in betting exchanges can ‘back’ or ‘lay’ a contestant to win or lose, respectively, this enables us to assess the different reactions to, and importance of, ‘buy’ and ‘sell’ signals. We are able to measure at different stages of the market, the likely impact of odds trends on the accuracy of odds-implied probabilities. Consequently, we are able to show that there is a tendency for these trends to result in inaccurate odds-implied probabilities following both ‘sell’ and ‘buy’ signals.

Finally, and perhaps most importantly, the method used in previous betting market studies to detect herding could not be used to generate a “corrected” forecast. By contrast, we propose a method which offers the prospect of restoring the accuracy of the forecasts generated in markets where trends in odds result in them over-shooting appropriate levels. In addition, we demonstrate the economic significance of these corrections, by reporting the results of trading strategies designed to capitalize on the winning probabilities predicted by our model.

3. Data and Methodology

We first describe the data used in this study. Second, we explain our strategy for examining when, and to what extent, trends in odds in certain time segments of the betting market lead to odds which under- or over-estimate appropriate levels of a horse’s winning probability. Third, we introduce the CL model we use to forecast winning probabilities. Finally, we explain how we improve the accuracy of betting market probability predictions, by using forecasts generated by our CL model that adjust for the systematic relationships we observe between trends in odds and the accuracy of probabilities derived from the odds which emerge in the market.

Data
We employ data from Betfair, the largest electronic exchange betting market, with horserace betting revenues of £105 million ($160 million) in 2010 (Betfair 2011), which overlaps the period in which our real-time data were collected. Betfair is a very liquid online platform (accounting for 90% of the global exchange market: Croxson & Reade, 2008), allowing allows bettors to place bets against each other. We consider ‘win’ markets, in which bettors must predict which horse will win (or lose). In this case, the Betfair exchange serves to match the bets of those who believe that a particular horse will win (backers) and those who believe it will lose (layers). Backers may bet any amount at the prevailing ‘back odds’ displayed on the platform (i.e., provided there are sufficient bets of layers to match their bet) and/or they may place orders to bet at higher ‘back odds’, should these become available later in the market. The liquidity associated with the ‘back odds’ for a particular horse is provided by those who believe that it will lose. These latter individuals offer to ‘lay the horse’ at the prevailing ‘odds’ (or they may place orders to lay the horse at lower lay odds, should those who wish to back the horse accept these odds later in the market). The exchange serves to match the bets of backers and layers.

We denote the best odds available in the exchange at a particular moment in time to back horse \( i \) to win race \( j \) to be \( R_{ij} \). This represents the return to a £1 winning ‘back bet’ (e.g., a winning £1 bet with odds of 3.00 returns £3 for a profit of £2). As is typical of exchanges, Betfair generally take a commission of 5% on net winnings. Consequently, the effective odds, which we use in our analysis, are given by \( R_{ij} = 1 + 0.95(R_{ij} - 1) \). At any moment in time throughout the market, \( R_{ij} \) represent the combined view of both backers and layers of the chance of horse \( i \) winning race \( j \). In particular, their combined view can be translated into an odds-implied probability \( q_{ij} \) of horse \( i \) winning race \( j \), with \( n_j \) runners, as follows:

\[
q_{ij} = \frac{1/R_{ij}}{\sum_{i=1}^{n_j} 1/R_{ij}}.
\]

While the horses’ true winning probabilities are not knowable explicitly, each race \( j \) results in a vector of outcomes \((y_{1j}, y_{2j}, \ldots, y_{n_j,j})^T\), where \( y_{hj} = 1 \) for the winning horse \( h \) and \( y_{ij} = 0 \) otherwise. If markets fully incorporate available information, then, over many races, odds-implied probabilities should approximate true winning probabilities as determined by race results.

---

5 Exchange odds are expressed inclusive of unit stake and are often referred to as ‘decimal’ odds; this is in contrast to bookmaker markets where odds are expressed as, say, 2/1 for the equivalent of exchange decimal odds of 3.00.

6 At the time the data used in this study was collected, the commission structure on Betfair was more complicated than this, with a lower base commission rate applied to high volume bettors, and an additional charge applied to consistent winners. Thus, our assumption of 5% commission on average is an estimate (and the true average commission rate is of little consequence to the results).
The data employed are sequences of odds available in the Betfair electronic betting exchange for 62,124 horses running in 6,058 races in the UK and Ireland from August 2009 through August 2010. We collected data in real-time from the Betfair electronic exchange, using the Betfair API. In particular, we collected the odds available on each runner at 1 minute intervals from 9:00 a.m. each morning, through to the start time of the race for most UK and Irish horseraces run during this period. This resulted in over 8.4 million data points. The odds employed are the best odds at which it is possible to back the horse to win throughout the duration of each market\(^7\). The race results were collected from the website of the Racing Post newspaper prior to conducting the analyses below.

*Identifying over-betting on the basis of price signals*

In order to answer our first two fundamental research questions (i.e., when and to what extent odds movements lead to odds which do not accurately reflect a horse’s winning probability), we must first devise a means of identifying when these situations occur. In betting exchanges the demand for bets on a particular outcome is directly represented in the odds. Thus, odds movements which over-shoot appropriate levels will arise if a unidirectional odds movement occurs which is greater than is merited by the likelihood of the event occurring. However, two important questions remain unanswered: When will this occur? Does this phenomenon have a symmetric impact on markets for both directions of odds movements?

It is well established that bets placed in the later stages of betting markets are more informative than early bets (Asch et al., 1982; Gandar et al., 2001).\(^8\) One explanation is that the timing of bets is variably incentivized depending on the quality of bettors’ information (Ottaviani & Sørensen, 2005). More informed bettors have an incentive to bet late because liquidity is higher in the later stages of an exchange market and bid-ask spreads are narrower. Consequently, they bet late so they can place sufficiently large bets to compensate for revealing information.

These incentives for informed bettors are well known. Consequently, bettors may place too much faith in odds movements believed to be signals of informed trading, leading them to push odds to levels that do not reflect the horse’s winning probability. This is likely to be more commonplace in the later stages of the market when it is assumed by the betting public that informed traders are most likely to bet. In addition, there may be insufficient time for more informed bettors to bet in a manner to capitalize on these inappropriate odds. However, if (unexpectedly), bettors place too much faith in odds movements in the early stages of the market and push odds to inappropriate levels, there would be sufficient time for more informed bettors to bet in a manner to push these odds to a level that appropriately represent horses’ winning chances. Consequently, if over-estimation of the information

\(^7\) Instead of ‘back’ odds we could have used ‘lay’ odds or the mid-point of ‘back’ and ‘lay’ odds. Similarly, we make a minor assumption that odds are equally valid whatever the stake limit. Neither of these considerations has more than a minor effect on our analysis.

\(^8\) While not reported here, we have verified that this is also the case in our exchange market data.
value of odds movements leads to market odds that do not adequately reflect event probabilities, this phenomenon is more likely to occur in the later (cf. earlier) stages of the market. These considerations motivate our first hypothesis, H1: Bettors are more likely to over-estimate the value of ‘sell’ and ‘buy’ signals in the later (cf. earlier) stages of the market.

In betting exchanges, as in other financial markets, ‘buy’ or ‘sell’ signals may be interpreted differently. In particular, betting exchanges facilitate the laying (‘selling’) of ‘known losers’: (i.e. offering other bettors the ‘opportunity’ of backing horses that the ‘layer’ knows will be deliberately prevented from running to their potential (Marginson, 2010). This practice could benefit horse owners who know that their horse will lose. Despite rules that forbid such behavior, its prevalence is the subject of much debate, suggesting that bettors might be more likely to interpret ‘sell’ signals as genuine informed trading. Consequently, if bettors over-estimate the information value of odds movements, we would suspect that this is more likely following sell (cf. buy) signals. This motivates our second hypothesis H2: Inaccurate odds-implied probabilities consistent with bettors over-estimating the value of odds movements, are more likely to occur on ‘sell’ (lay) than ‘buy’ (back) signals.

In order to investigate the timing and impact of trends in odds in the betting market leading to odds which do not accurately represent a horse’s chance of winning, we first segment the market on each race into three time periods, which depend on the time left before the race start. This allows us to determine the prevalence and direction of odds movements over different periods. While markets are often active from the evening before the race, or earlier for the most popular events, the vast majority of betting takes place on the day of the race, so segment 1 begins at 9:00 am on the day of the race and ends at the race start time. The most active stage of the market begins 30 minutes before the race start, since this is the typical time between races at each racetrack in the UK. This is the period when the parallel track bookmaker and pari-mutuel markets operate and when most participants direct their attention to the race. We divide this period into two equal segments: segment 2 begins 30 minutes before the race start and ends 15 minutes before the race start; segment 3 begins 15 minutes before the race start and ends at the race start time. Hence, segment 1 lasts at least 4 hours, depending on the race start time and, segments 2 and 3 last 15 minutes.

Next, we generate an odds curve for each horse in each segment of the market for a given race, using the method of Johnson et al. (2006). That is, for each horse \( i \) in race \( j \), and for each market segment \( k \), we have a sequence \( S_{ijk} \) of \( L_{ijk} \) pairs of times \( t_{ijk}(l) \) and odds \( R_{ijk}(l) \), i.e. \( S_{ijk} = \{(t_{ijk}(1), R_{ijk}(1)), \ldots, (t_{ijk}(L_{ijk}), R_{ijk}(L_{ijk}))\} \). We record odds changes so that, for each time in the sequence, the odds are different from the preceding time. Consequently, for any time \( T \), where \( t(l) \leq T \leq t(l+1) \), \( R = R(l) \) (here, and in the following, we drop the subscripts \( i, j \) and \( k \) when their use is not required). The first/last pair is the first/last time in the segment along with the first/final odds recorded. The final odds recorded in segment 1 (the full duration of the market) are the odds at
which the horse started the race (or ‘starting odds’); this special case is used to calculate the final odds-implied probability, which is given by \( q_{ij}(L_j) = \frac{1}{R_{ij}(L_j)}/\sum_{t=1}^{m} [1/R_{ij}(L_j)] \). Finally, we rescale all the sequences so that \( t(1) = 0, t(L) = 1 \), and \( R(L) = 1 \). The result of this procedure is that each odds curve is a piecewise continuous step function \( \Phi(t) \) on the interval \([0, 1]\), such that \( \Phi(1) = 1 \). From the odds curve, we measure underlying trends in the odds as illustrated in Figure 1. Specifically, the trend \( \mu \) is estimated as the slope of the ordinary least squares regression line fitted to the pairs in \( S \), constrained to pass through \((1, 1)\), i.e.,

\[
Y(t) = 1 + (t - 1)\mu,
\]

and is, therefore, given by

\[
\mu = \frac{\sum_{t=1}^{L} [R(t) - 1][t(t) - 1]}{\sum_{t=1}^{L} [t(t) - 1]^2}.
\]

A trend variable is estimated for each horse in each race for each of the three segments. Further, because bettors might infer differing information from ‘lay’ and ‘back’ bets, increasing or decreasing odds may be interpreted differently. Consequently, we derive two trend variables, \( \mu_+ = \max(\mu, 0) \) and \( \mu_- = \min(\mu, 0) \), for each horse in each segment (i.e., six trend variables for each horse in each race). Hence, for horse \( i \) in race \( j \), and for market segment \( k \), \( \mu_{ijk}^+ = \max(\mu_{ijk}, 0) \) and \( \mu_{ijk}^- = \min(\mu_{ijk}, 0) \). Descriptive statistics of the data and trend variables are provided in Table 1.

The conditional logit model

The CL model (McFadden 1974) has been employed in many betting market studies (Asch et al., 1984; Bolton & Chapman 1986; Benter 1994; Figlewski 1979; Johnson et al., 2010). It allows us to estimate the winning probability of each horse, taking into account competition between horses in the race. Formulation of the CL model begins with an estimate of horse \( i \)’s ability to win race \( j \),

\[
W_{ij} = \sum_{d=1}^{m} \beta_d x_{ij}(l) + \varepsilon_{ij},
\]
where $\beta(l)$, for $l = 1, \ldots, m$, are the coefficients that determine the importance of the variables $x_j(l)$. If the independent errors $e_{ij}$ are identically distributed according to the double exponential distribution, the estimated winning probability for horse $h$, $p_{hj}$, is given by

\[
p_{hj} = \Pr(W_{hj} > W_{ij}, i = 1, 2, \ldots, n_j, i \neq h) = \frac{\exp\left[\sum_{l=1}^{m} \beta(l) x_{lij}\right]}{\sum_{l=1}^{m} \exp\left[\sum_{l=1}^{m} \beta(l) x_{lij}\right]}.
\]

The coefficients $\beta(l)$ are estimated by maximizing the joint probability of observing all the race results in the dataset; this is achieved by maximizing the log-likelihood (LL) of the full model (i.e., one including all independent variables in which we are interested):

\[
\ln L(\text{full}) = \sum_{j=1}^{N} \sum_{i=1}^{n_j} y_{ij} \ln p_{ij},
\]

where $y_{ij} = 1$ if horse $i$ won race $j$ and $y_{ij} = 0$ otherwise, and $N$ is the total number of races in the dataset. For this study, an appropriate measure of the predictive accuracy of the model is Maddala’s (1983)\(^9\) pseudo-$R^2$, given by

\[
R^2 = 1 - \exp\left\{\frac{2}{N}\ln L(\text{naive}) - \ln L(\text{full})\right\},
\]

where $\ln L(\text{naive})$ is the LL of the naive model (where each horse in a race is assigned the same probability of winning):

\[
\ln L(\text{naive}) = \sum_{j=1}^{N} \ln(1/n_j).
\]

The standard normal statistic $z(l) = \beta(l)/\text{S.E.}[\beta(l)]$ is used to test if variable coefficients are significantly different from 0, i.e., variables add predictive power to the model. An additional test to justify augmenting simpler models with additional variables utilizes the likelihood ratio (LR) test statistic $2[\ln L(\text{full}) - \ln L(\text{naive})]$, which is $\chi^2$ distributed with degrees of freedom equal to the number of additional variables.

The first variable in our CL models is the logged final odds-implied probability, i.e. $x_{ij}(1) = \ln(q_{ij}(L_j))$. If the estimated value of the coefficient of this variable, $\beta(1)$, is equal to one when there are no other variables in the model, this implies that there is no favorite-longshot bias (FLB: the widely reported phenomenon whereby favorites/longshots are under-/over-bet (e.g., Gramm and Owens 2006)). The greater the value of $\beta(1)$, the greater is the degree of the FLB (Bacon-Shone et al., 1992). Previous studies have indicated that betting exchanges display little or no FLB (Smith et al., 2006), suggesting that $\beta(1) = 1$. Whatever its value, having developed a model incorporating an

---

\(^9\) We use Maddala’s pseudo-$R^2$ (rather than McFadden’s 1974 more popular definition) because McFadden’s $R^2$ has the unfortunate property of varying with the average number of horses in each race, which is not the case for Maddala’s pseudo-$R^2$. Our results would be the same using the McFadden pseudo-$R^2$, but if we used this measure we could not account for variations in forecasting accuracy due to the differing numbers of runners.
appropriate value of $\beta(1)$ (i.e., having adjusted for any FLB), the pseudo-$R^2$ of a single-variable CL model is an appropriate measure of the predictive accuracy of market odds.

The second variable in our CL model captures potential trends in odds. Over-reaction to odds movements occurs when bettors alter their actions to be more representative of the actions of others. Many bettors behaving in this manner can lead to significant odds movements that cannot be accounted for by the underlying objective information of a handful of informed bettors. Hence, when a horse’s odds change significantly (from an imbalance of bets on that horse to win or lose), and that odds movement is not fully attributable to an equivalent change in that horse’s probability of winning, then the horse’s final odds-implied probability will differ from its true winning probability, i.e., the final odds will not reflect accurately its chance of winning. Therefore, in order to identify this is likely to have taken place, we look for occasions when significant odds movements resulted in odds-implied probabilities deviating from realized winning probabilities.

To assess when this is the case, we estimate six CL models, each having two variables: log of final odds-implied probability and one of the two trend variables ($+/-$) for each market segment. These trends were defined to be either increasing or decreasing. Consequently, the trend variables for a given horse in a given race within a time segment were either zero or had a positive value (e.g., for segment 1, when $\mu_{ij1}$ was positive, $\mu_{ij1}^-$ took the value zero, and vice versa). Higher values for the trend variables imply steeper odds changes. If odds movements are systematically associated with the accuracy of the resulting odds-implied probabilities, such that these odds appear to have been pushed too far in the same direction as the odds movement, we believe that this is likely to have arisen from over-reaction to odds movements. In this case, the coefficients of the trend variables should be significantly different to zero (corresponding LR tests should also be significant) and their sign should reflect the fact that a trend of increasing odds leads to odds which under-estimate a horse’s winning probability and a trend of decreasing odds leads to odds which over-estimate a horse’s winning probability: i.e., horses whose odds-implied probabilities decrease/increase over time win more/less often than implied by the odds. Determination of the extent to which bettors over-bet in the different time periods when odds increase or decrease allows us to test our first and second hypotheses. We preferred to estimate six separate models including the various trend variables (rather than one model incorporating all the variables) since this enabled us to show clearly the additional information content of each of these back and lay trend variables (i.e. the improved log-likelihood of the models including these individual variables over that simply including odds); thus enabling us to demonstrate the relative degree to which lay and back odds signals may have led to over-betting in the different segments. In addition, we did not include the trend variables for segments 2 or 3 with the trend variables for segment 1 in the same models as the time periods for segments 2 and 3 overlap with that for segment 1. Consequently, the trend variables in these periods may have been correlated and this could have led to misleading results.
We split the dataset into a training set of the first 75% of races (4,544: 47,196 horses), and a holdout set of 25% of races (1,514: 14,928 horses). We estimate CL models on the training set, in order to determine whether bettors over-bet certain horses. We use these models to predict horses’ winning probabilities in the holdout set and construct betting strategies for the holdout set of races (see below) based on these probabilities to test the accuracy of these forecasts compared to those directly derived from market odds. Hence, our conclusions about the accuracy of final odds probabilities, which are based only on the holdout set, can be relied upon, because they are out-of-sample and, thus, are not influenced by fitting our models on the training set.

Assessing forecast accuracy with betting strategies

In assessing the degree to which the CL model we develop produces accurate winning probability forecasts, a direct and intuitive approach might be to compare the forecasts delivered by our model with the actual results. By undertaking such a comparison over a large enough sample, we can conclude with a measure of deviation, how accurate in general are our model forecasts. However, what we observe are realizations of uncertain events in binary form (win/lose), while our model produces probabilities. A direct comparison between these two might not always be the most reasonable evaluation. However, as indicated above, we can determine the LL of the model’s predictions. This enables us to assess the predictive accuracy of the model using Maddala’s (1983) pseudo-$R^2$. A LR test comparing two alternative forecasting models provides us with a means of determining which model most accurately predicts winning probabilities (i.e. a CL model simply incorporating odds-implied probabilities and a CL model incorporating odds implied probabilities together with the trend in odds variables we develop from the training data).

We are also interested to know if the predictions of the model incorporating trend in odds variables offer an economic advantage over predictions simply based on odds-implied probabilities. In particular, it is important to test the effectiveness of the model’s outputs against the wins of horses in races in the holdout period. This will help to confirm if a real economic advantage accrues when betting in real-time, appropriately using knowledge of the degree to which bettors may over-bet horses whose odds follow a trend. To achieve this, we can determine whether it is possible to secure profits when betting using the winning probability forecasts from a CL model incorporating odds implied probabilities together with the trend in odds variables. The logic behind this is that if the betting market is free from over-betting on horses whose odds follow a trend, the final odds-implied probability should be the unbiased estimator of the true winning probability. On the contrary, the final odds-implied probability will deviate from the true value if over-betting occurs. If such deviation exists, there will be the opportunity to gain profits by betting horses whose odds under-estimate, and laying those horses that over-estimate, their true probability. That is, the odds which emerge in these markets following movements in odds, produce significantly inaccurate forecasts if the probabilities which they represent deviate sufficiently from the true winning probabilities, such that profitable
opportunities arise. We test, therefore, whether bets based on the probability predictions of a CL model incorporating odds implied probabilities, together with the trend in odds variables that we found were significant in segments 2 and 3 (μ_{ij}^2 and μ_{ij}^3, respectively) (estimated using the training data), can yield profits in the holdout races, where profits are directly related to which horses win the races. In particular, we estimate Model 7 (see Table 2), using the training sample data. We then fix the coefficients of the odds implied probability variable together with the segment 2 and segment 3 trend in odds variables at the values determined by this estimation (i.e. 1.026, -0.442 and 0.165, respectively; as shown in Table 2). We then use this model to estimate the winning probabilities for the holdout sample of races. We employ these probabilities as the basis of a range of betting strategies to test hypothesis H3: Odds changes consistent with bettors over-estimating the value of ‘buy’ and ‘sell’ signals, lead to considerable mispricing in this prediction market.

We aim to show that Model 7 enables us to generate probability estimates which can be used in betting strategies applied to the holdout set of races to make significantly higher profits than could be obtained from probability estimates generated by a benchmark CL model simply incorporating an odds implied probability variable. This will suggest that incorporating variables associated with trends in odds in segments 2 and 3 (μ_{ij}^2 and μ_{ij}^3, respectively) alongside an odds implied probability variable in a CL model can produce probability estimates which are significantly more accurate than those which can be derived simply from the final odds which emerge in these markets. Consequently, this will indicate that the incorporation of odds trend variables alongside an odds implied probability variable in a CL model will provide a means of adjusting the probabilities derived from prediction markets to correct for errors caused by odds movements consistent with bettors over-estimating the value of ‘buy’ and ‘sell’ signals.

In order to proceed with this analysis, we develop a range of betting strategies on the holdout set of races to test whether such profitable opportunities exist. If bettors’ actions lead to odds-implied probabilities that are sufficiently out of line with true winning probabilities, it should be possible to find profitable betting opportunities. If over-betting results in odds that do not reflect all available information, betting strategies based on the model developed using the training dataset should be profitable when applied to the holdout races and involve relatively low risk. Consequently, considering each holdout race j in turn, with initial wealth £1000 and current wealth W_j, we use the estimated probabilities from the model as the basis for the following betting strategies:

1. **Level staking**: For each horse i, if p_i > 1/R_i, bet 1% of current wealth on horse i. Therefore, if a bet is to be placed, the size of the bet is £W_j / 100.

2. **Proportional staking**: For each horse i, if p_i > 1/R_i, bet an amount such that the profit from a win, after commission, is 10% of W_j, i.e., bet size is £W_j /10(R_i - 1). The advantage of this
betting strategy is that returns are not unduly influenced by ‘lucky’ wins on horses with very high odds (Schnytzer and Snir, 2008).

3. **Kelly staking:** The Kelly (1956) strategy assigns bet sizes $x_i$ over all $n$ horses in the race to maximize the log of expected wealth after the race, $G(x_1, x_2, ..., x_n) = \sum_{i=1}^{n} p_i \ln F_i$, where 

$$F_i = 1 + 0.95(x_i \overline{R}_i - \sum_{i=1}^{n} x_i) \quad \text{if} \quad x_i \overline{R}_i > \sum_{i=1}^{n} x_i,$$

$$F_i = 1 + x_i \overline{R}_i - \sum_{i=1}^{n} x_i \quad \text{otherwise}$$

(since 5% commission is only paid if bets result in an overall profit). The $x_i$ are estimated using numerical optimization. The Kelly strategy is optimal in that it maximizes the asymptotic rate of growth of wealth and minimizes the expected time to reach a pre-defined wealth target (Breiman 1961). However, since recommended bets may be very large, the volatility of returns from a full Kelly strategy over the 1,514 holdout races may not lead to a positive overall return.

4. **Half Kelly staking:** Some authors (e.g., Benter 1994) recommend a fractional Kelly strategy, whereby bet sizes are a fixed proportion (in this case, half) of those recommended by the full Kelly strategy. This is sub-optimal, as it no longer maximizes the asymptotic growth rate of wealth. However, fractional Kelly strategies are less risky, and, over medium-length time horizons, may result in a higher expected return on turnover (MacLean et al., 2010).

For a Kelly betting strategy, the order of the races in the holdout set is inconsequential to the result (Johnstone 2011) and the above strategies all entail a zero probability of ruin, assuming that arbitrarily small bets can be placed. A non-intuitive property of the Kelly strategy is that it may recommend bets with negative expected returns (to reduce risk). However, this is only optimal if our estimates for the true winning probabilities, $p_i$, are accurate. If this is not the case, over-betting will occur (MacLean et al., 1992). Consequently, since our estimates may not be completely accurate, we do not place bets on horses for which the expected return is negative, i.e., $p_iR_i < 1$ (Hausch et al., 1981). Second, the Kelly betting strategies might recommend very large bets on horses with a high probability of winning, so a single unfortunate loss may skew the overall returns. Similarly, skewed returns may result from a fortunate win on a horse with a low winning probability. We, therefore, restrict single bet sizes to a maximum of 10% of current wealth.

We assess the performance of the betting strategies using the following measures:

1. **Rate of return:** the ratio of the profit (or loss) achieved to the total amount bet.

2. **Risk-adjusted return:** the return per unit risk (Edelman 2000), given by $R/[\text{Var}(R)]^{1/2}$, where $R$ is the rate of return and its variance ($\text{Var}(R)$) is estimated using a bootstrap procedure, by sampling with replacement from the holdout set 1,000 times and calculating returns on each sample.
3. Expected final wealth: $W_0 \prod_{j=1}^{N} X_j$, where $N$ is the number of races bet and, for race $j$, $X$ is the expected increase in wealth factor $\sum_{i=1}^{n} p_i \ln \tilde{F}_i$. Here, $\tilde{F}_i = 1 + 0.95(\tilde{x}_i \tilde{R}_i - \sum_{i=1}^{n} \tilde{x}_i)$ if $\tilde{x}_i \tilde{R}_i > \sum_{i=1}^{n} \tilde{x}_i$, and $\tilde{F}_i = 1 + \tilde{x}_i \tilde{R}_i - \sum_{i=1}^{n} \tilde{x}_i$ otherwise, where $\tilde{x}_i$ is the fraction of current wealth bet on horse $i$ after any restrictions are imposed (MacLean et al., 1992).

4. Probability that final wealth is above $x\%$ of initial wealth: this is given by $1 - \Phi \left( \frac{(1/N)\ln(x/100) - E[\ln X_j]}{\sigma[\ln X_j]} \right)$, where $\Phi$ is the standard normal cumulative distribution function (MacLean, et al., 1992).

Should our results suggest that it is possible to secure profits using betting strategies based on estimates derived from our combined CL model (i.e. including variables related to trends in odds and the odds-implied probability) this will have two important implications: First, trends in odds in certain time intervals have led to final odds-implied probabilities that are out of line with true winning probabilities. Second, by incorporating the variables related to trends in odds in our CL model we have a means of correcting for some of the inaccuracies caused by bettors’ apparent tendency to over-estimate the value of both ‘sell’ and ‘buy’ signals.

4. Results

Revising winning probabilities in light of over-reaction to odds signals

The results of estimating models (using the training set of 4,544 races) including trends in odds in the three time segments of the market (separated by whether odds increase or decrease) using the training data are presented in Table 2. The coefficient of log of final odds-implied probability in Model 0 is significantly different from zero ($z = 51.45, p = 0.0000$). In addition, the model’s LL is -8337.6, confirming that the odds, as expected, add significant predictive power over the naive model (LL = -10,307.7).

Models 1 to 6 include a second variable that describes a trend in odds over time. Note that our CL model is used to predict a horse’s probability of winning. If a trend variable plays a significant role in this model, it suggests that the horse’s probability should be revised in response to that trend. In Models 1 and 2, we incorporate trends in odds across the full duration of the market. The coefficient of the trend in odds variable in these models is not significantly different from zero ($z = 0.92, p = 0.3576$ and $z = -0.13, p = 0.8966$, respectively). These results suggest that odds movements over the full duration of the market do not necessarily result in odds-implied probabilities differing from true winning probabilities, i.e., over-betting is not apparent when considering the full duration of the market.
However, considering the period between 30 and 15 minutes from the race start (Models 3 and 4), the coefficient of the trend in odds variable is significant when odds decrease (Model 4: \( z = -3.56, p = 0.000 \)), i.e., bettors over-react to decreasing odds, but not increasing odds (Model 3: \( z = 0.91, p = 0.3682 \)). To be exact, Model 4 suggests a decrease in predicted winning probability when bettors appear to over-estimate the value of ‘buy’ signals; leading to them over-betting horses whose odds decrease. We observe the opposite effect in the last 15 minutes (Model 5 and 6), the coefficients of the second variable are significant when odds increase (Model 5: \( z = 2.14, p = 0.0324 \)), but not when odds decrease (Model 6: \( z = -0.74, p = 0.4592 \)). Model 5 suggests an increase in predicted winning probability when bettors appear to over-estimate the value of ‘sell’ signals. Therefore, odds movements in the last 15 minutes of the market do result in odds-implied probabilities differing from true-winning probabilities, but only when odds increase, i.e., bettors appear to under-bet horses whose odds increase in this late stage.

These results are all supported by LR tests vs. Model 0. In particular, only Models 4 and 5 add significant predictive power over the model simply incorporating odds (Model 0) (Model 4: \( \chi^2_{1} = 14.27, p = 0.0002 \); Model 5: \( \chi^2_{1} = 4.54, p = 0.0331 \)). These findings were supported by the results of a 10-fold cross validation, in which only Models 4 and 5 add predictive power over Model 0 (Model 4: \( \chi^2_{1} = 10.85, p = 0.0010 \); Model 5: \( \chi^2_{1} = 4.66, p = 0.0308 \)). Consequently, it is only in the periods between 30 and 15 minutes and particularly in the last 15 minutes before the race start that we observe inaccurate odds-implied probabilities that appear to arise from bettors over-estimating the value of ‘buy’ and ‘sell’ signals. These results support H1, that bettors are more likely to over-estimate the value of ‘sell’ and ‘buy’ signals in the later (cf. earlier) stages of the market.

However, we do not find evidence to support our second hypothesis that inaccurate odds-implied probabilities, caused by bettors over-estimating the value of odds movements are more likely to occur on ‘sell’ (lay) than ‘buy’ (back) signals. In particular, bettors appear to over-estimate the information value of ‘sell’ signals in the last 15 minutes (the most active betting period) (Model 5), but also on ‘buy’ signals between 30 and 15 minutes from to the race start (Model 4). As indicated above, these results were confirmed when performing a 10-fold cross-validation.

**Economic significance of correcting for odds which appear to arise from over-estimation of the ‘buy’ and ‘sell’ signals**

We estimate Model 7 using the training data of 4,544 races and evaluated it on the holdout set of 1,514 races. This model includes two variables to account for the under-estimation of odds we observed following increasing odds in the last 15 minutes, and the over-estimation of odds we observed on decreasing odds in the 30 to 15 minute period prior to the race start (\( \mu_{ij1}^{1} \) and \( \mu_{il2}^{1} \)), together with an odds-implied probability variable. The results of estimating Model 7 using the training data are presented in the last row of Table 2. We also conducted a 10-fold cross
validation and this confirmed that Model 7 added significant predictive power over odds alone (Model 7: \( \chi^2 = 13.16, p = 0.0014 \)).

In betting market studies, to demonstrate the effect size of the phenomena observed, it is normal to show what additional profits could be earned from a model incorporating both an odds variable and the particular variables in question, over a benchmark model, simply incorporating odds (e.g., Sung et al., 2016; Lessmann et al., 2012): We follow this approach to identify the strength of the combined effect of \( \mu_{ij3}+ \) and \( \mu_{ij2}^- \) in predicting winning probabilities over that from simply employing the odds variable (lnqij(Lij)). To achieve this, we estimate Model 7 (see Table 2), using the training sample data. The coefficients of the odds implied probability variable together with the segment 2 and segment 3 trend in odds variables are then fixed at the values determined by this estimation (i.e. 1.026, -0.442 and 0.165, respectively; as shown in Table 2). We then use this model to estimate the winning probabilities for the holdout sample of races and develop betting strategies to exploit any mispricing. The results of this analysis are presented in Table 3 and Figure 2.

These results show that a strategy of betting against the trend in odds is profitable for all the betting strategies we employ, even when accounting for transaction costs. However, the level stakes strategy (rate of return: 5.20%) and the proportional stakes strategy (6.49%) spend a significant portion of the holdout period betting at a loss relative to initial capital (see Figure 2 for cumulative wealth for each strategy). On the other hand, the full Kelly (6.16%) and half Kelly (10.39%) strategies rarely drop below initial capital. The greatest monetary accumulation is achieved with the full Kelly strategy, with initial capital increasing by over 126%. However, it is also the riskier of the two Kelly strategies, with 20.5 times the initial capital bet over the course of the holdout period (cf. just 9.1 times for the half Kelly strategy). For the half Kelly strategy, initial capital increases by over 94%. Consequently, the risk-adjusted return is greatest for the half Kelly strategy, with a value of 0.90. Similarly, the full Kelly strategy has the highest expected final wealth and the highest probability of doubling wealth (0.49) but also the lowest probability of retaining at least half of initial wealth (0.76). In summary, positive returns are identified for the various betting strategies, including a sizeable return of 10.39% from our preferred strategy (half Kelly). These results provide strong support for H3, that odds changes consistent with bettors over-estimating the value of buy and sell signals, lead to considerable mispricing in this prediction market.

In order to demonstrate the value of the approach we adopt for correcting for the possibility that bettors over-estimate the value of ‘buy’ and ‘sell’ signals in the market, we compare the results presented in Table 3 and Figure 2 with those from a betting strategy based on the winning probabilities forecast using a benchmark CL model simply incorporating the odds variable (Model 0). This benchmark model produces no recommended bets in the holdout set and the improvement in
returns from the various betting strategies over the benchmark are, therefore, those presented in Table 3 and Figure 2. These results indicate that the incorporation of odds trend variables alongside an odds implied probability variable in a CL model (Model 7) provides a means of adjusting the probabilities derived from prediction markets to correct for errors caused by odds movements consistent with bettors over-estimating the value of ‘buy’ and ‘sell’ signals.

To confirm this conclusion, we also compare the returns shown in Table 3 and in Figure 2, with the returns that would have been achieved had we simply bet randomly on the holdout races. Specifically, we find that had we bet £1 on each horse in the 1514 holdout races, this would have resulted in 14928 bets and a loss of £724.59 (-4.85%) and if we had bet sufficient on each horse in the holdout races to win £10, this would have led to a loss of £335.59 (-1.61%). We also developed a strategy of betting £1 on a random horse in each race in the holdout sample and this strategy was repeated in 1000 simulations. This resulted in a loss of 9.72%. Similarly, we developed a strategy where of betting sufficient on a randomly selected horse in each holdout race to win £10, and repeated this strategy in 1000 simulations. This resulted in a loss 4.09%.

Clearly, all of the random betting strategies result in significant losses (ranging from -1.61% to -9.72%) when applied to the holdout races. By contrast, all of the betting strategies shown in Table 2, employing winning probability forecasts which correct for errors caused by odds movements consistent with bettors over-estimating the value of ‘buy’ and ‘sell’ signals (i.e. using Model 7), lead to positive returns in excess of 5%.

Taken together, these betting simulation results indicate that the CL model incorporating variables to account for odds changes consistent with bettors over-estimating the value of buy and sell signals (Model 7) can generate forecasts that are significantly more accurate than the final odds-implied probabilities observed in the prediction market; thus Model 7 offers a means of adjusting the probabilities derived from the final odds to correct for errors caused by odds movements. In addition, the size of the profits achievable using this model suggest that the corrections are economically significant.

5. Insights into Trends in Odds and Forecast Accuracy

In response to the three key questions proposed in the introduction, we begin our discussions by summarizing the facts that our statistical method reveal about the timing, degree, and direction of behavior consistent with bettors misevaluating ‘buy’ and ‘sell’ signals. Based on these facts, we explain why misvaluation of odds signals may occur and how it affects the prediction market’s forecast accuracy. We then discuss why we need a device that can detect such behavior and correct for the error in market forecasts, and how our model meets this need.
Observation 1: The degree of odds movements in later stages is negatively correlated with forecast accuracy.

Our results suggest that under certain conditions, odds movements which we believe may be caused by over-reaction to odds movements, have a detrimental effect on the forecast accuracy of prediction markets. In particular, our modeling of these odds movements shows that the larger the odds movement, the greater the disparities between final odds-implied and true winning probabilities. However, this behavior only becomes significant in the later stages of the market. Odds changes over the full duration of the market do not generally lead to inaccuracies in final market odds. This is not unexpected, since there is a lengthy period during which market odds that do not appropriately reflect a horses’ winning probabilities, can be corrected. Moreover, much of the information pertaining to horses’ chances is revealed on the day of the race. For example, information concerning jockey changes, and horses’ condition and behavior may not be revealed until the market on a race has opened (Bruce and Johnson 1995). Therefore, odds are expected to change before the final stages of the market (resulting from revealed fundamental information). As a result, any over-estimation of the value of information associated with odds movements is unlikely to take place because of early stage market odds changes. Consequently, it appears that odds that do not appropriately reflect horses’ winning probabilities, are more likely to occur when (i) there is little time remaining to correct any inaccuracy caused by over-estimation of the information value of odds changes, and (ii) when bettors perceive odds movements as evidence of trading by those with privileged information.10

Observation 2: Over-betting on decreasing odds tends to take place 15 to 30 minutes before a race starts.

Our finding that, in the later stages of the market, the degree of odds movement depends on its direction, serves to support our prediction that less informed bettors’ perceptions of the actions of informed bettors are key to the prevalence of behaviour consistent with them over-estimating the information content of odds movements. In particular, while previous studies of herding in betting markets (Law and Peel 2002; Schnytzer and Snir 2008) have focused on bookmaker markets, where bettors may only back their preferred horse to win (leading to a reduction in its odds), our study examines a betting exchange, where bettors may also lay horses to lose (leading to an increase in their odds). There is little qualitative difference between backing/laying a horse one thinks will win/lose. Consequently, the differences we observe in odds movements are likely, we believe, to be due to differences in the bettors’ perceptions of ‘buy’ and ‘sell’ signals. In particular, we argue that this stems from their belief that those bettors with privileged information will trade at different times, depending upon whether they believe a horse will win or lose a race.

10 This conclusion chimes well with classic cases of herding in regular financial markets, such as that evidenced in the South Sea Bubble (Dale et al., 2005).
We find that there is no over-betting on decreasing odds in the last 15 minutes of the market, suggesting that bettors do not over-value these odds signals. It implies that the average bettor does not consider a late ‘plunge’ to be a signal containing valuable information, or bettors realize that by the time the plunge has happened, the information is assimilated in the odds (previous studies have found that bets on ‘plungers’ are not profitable once the odds change has occurred: Crafts 1985; Bird and McCrae 1987). An alternative explanation may be that bets placed in the last 15 minutes by informed bettors cancel out the bets of those who over-estimate earlier movements in odds.

However, we find over-betting on plunges that occur earlier in the active betting (in the period between 30 minutes and 15 minutes before race start). In this case, the odds change to such an extent that further odds movements, which happen in the last 15 minutes of the market, are insufficient to ensure that odds reflect all available information. This might be explained by (i) cash-constrained informed bettors bet early, but they may not have the funds to correct odds for a second time should odds fail to account for available information (Schnytzer and Snir 2008), or (ii) bets placed in the 30 to 15 minute market segment are generally those of less informed bettors (who might be more likely to over-value the information content of odds movements), since more informed bettors benefit from placing their bets later so as not to divulge their own information (Ottaviani and Sørensen 2005). In either case, it appears that uninformed bettors perceive that odds that decline in the period 30 to 15 minutes before the race start result from the actions of informed bettors (presumably believing that any fundamental information would have been discounted in odds in the earlier stages of the market).

It has been found in empirical studies of financial markets that less informed bettors are able to detect informed trading via the volume and direction of the informed trades (e.g., Meulbroek 1992). Hence, a tendency to over-value ‘buy’ and ‘sell’ signals may or may not occur depending on (i) uninformed bettors’ perception of the degree of influence over market odds held by bettors with privileged information, and (ii) informed bettors’ actual degree of influence. Consequently, the over-valuing of ‘buy’ and ‘sell’ signals will occur only if less informed bettors believe that market odds movements are currently reflecting the opinions of more informed bettors. On the other hand, the extent of over-valuing the information content of odds movements will be reduced if informed bettors have sufficient market power to restore odds to the point where they reflect all available information.

Observation 3: Under-estimation of event probabilities following increasing odds tends to take place in the last 15 minutes prior to races.

The perceptions of uninformed bettors also appear to play a part when considering whether bettors over-estimate of the information value of increasing odds. Increases in odds in the last 15 minutes prior to market close often lead to situations where the odds are too high (i.e., the horse is relatively under-valued). This suggests that bettors may over-estimate the negative signals concerning

---

11 This finding is consistent with the literature on herding in financial markets, which has found little conclusive evidence that investors display herd behavior.
a horse’s chance of winning following increases in odds (by laying unfavored horses) even in the late stages of the market. It seems, therefore, that ‘sell’ signals are treated differently to ‘buy’ signals. A ‘sell’ signal is taken seriously even late in the market. This may arise because bettors perceive that it is more likely that individuals with access to privileged information (e.g., horse owners) lay horses to lose (rather than back them to win), since it is easier for them to predict (and/or influence) that their horse will lose (Marginson 2010). It may be perceived that they are more likely to do this later in the market when positive information concerning the prospects of other runners has been fully discounted in odds. Indeed, it is not even necessary that this practice of laying known losers is prevalent, provided bettors perceive that it is.

The advantages of the conditional logit model

Having acknowledged the three observations outlined above, an intuitive forecasting strategy might be to discard final odds-implied probabilities but use, say, opening odds to develop forecasts. While this strategy can largely bypass the detrimental effects of over-estimation of the information content of trend in odds, it also forgoes a large part of the valuable information assimilated in market odds. A more favorable forecasting strategy is the one we propose in this study, a contingent method that can diagnose the timing, degree and direction of likely over-estimation of the information value of a trend in odds and counter with a revised forecast.

We demonstrate that considerable disparity between true winning probabilities and those arrived at by the prediction market can occur and that this represents a large and economically significant that the inaccuracy. We speculate that the inaccuracy in prediction market forecasts we observe may arise from bettors over-estimating the information value of a trend in odds. In particular, we find that odds often over- and under-estimate winning probabilities following increasing and decreasing trend in odds, respectively, and that trading strategies can be constructed that show consistent positive returns from betting in a manner which capitalises on these systematic relationships. Such a betting strategy is based on a model that accounts for likely differences in less informed bettors’ perceptions of the actions of informed bettors at different times in the market. In fact, we find that a half Kelly strategy with some restrictions provides a substantial rate of return (10.39%) over the holdout sample; the return is sufficiently large to compensate for potential variation in returns and the model risk involved. We find that if we employ probability forecasts from a CL model simply incorporating odds, no bets are recommended in the holdout races. The difference in returns obtainable from this benchmark model and our model, which helps to account for the systematic relationships we observe between trends in odds and the accuracy of odds-implied probabilities, are substantial. Clearly, it may be possible to develop a model which accounts for other, perhaps more subtle effects of these systematic relationships, and this may earn even higher returns.
However, our results certainly demonstrate that some trends in odds are associated, in a systematic manner, with inaccuracy in probabilities derived from odds in prediction markets.

Previous studies of over-betting on the basis of apparent information in odds movements (Law and Peel 2002; Schnytzer and Snir 2008) have demonstrated that positive returns can be made by betting against the trend, but these approaches offer very few betting opportunities. Importantly, the approach adopted in these studies does not offer the means of correcting probabilities derived from prediction markets for the errors caused by trends in odds. By contrast, our results show that it is possible to develop a profitable strategy betting ‘against the trend’, and that this strategy provides a significant number of betting opportunities (betting in over 33 percent of markets).

Our results run counter to the expectation that further movement in the direction of trends in odds in certain time segments move odds closer to an appropriate level to reflect a horse’s chance of winning. Rather, we find that increasing odds in the last 15 mins (segment 3) is a positive indicator, whereas decreasing odds in the period 30 minutes to 15 minutes from the race start (segment 2) is a negative indicator, of the horse’s chance of winning. Consequently, in segment 2 when odds decrease, this is a sign that the odds over-estimate the horse’s chance of winning and in segment 3 when odds increase, this is a sign that the odds under-estimate the horse’s chance of winning. We find that the relationships between odds trends in these time segments and the accuracy of odds-implied probabilities are consistent with bettors reacting to ‘buy’ and ‘sell’ signals and driving odds to unrealistically low and high levels, respectively. Consequently, the winning probability is best estimated by correcting for the apparent over-betting on price signals which occurs in these segments. It is difficult to identify a cause for the systematic relationships we observe, other than over-reaction to price movements, but the establishment of the reason for this clearly requires further research.

Our results clearly demonstrate a systematic relationship between odds movements and the accuracy of probability estimates derived directly from the final market odds. We show that this relationship is likely to have damaging effects on the accuracy of probabilities derived from prediction market odds and that these effects have considerable economic importance. In addition, we demonstrate a means of adjusting the probabilities derived from prediction markets to correct for errors caused by these inappropriate odds movements. Despite the significant improvements in prediction market probabilities which we show can arise from the procedure demonstrated here, it is important to note that the model that we develop is not the ultimate model. Identification of different and/or more subtle aspects of inaccuracy of odds-implied probabilities associated with trends in odds could also be incorporated in a predictive model, and this may help improve even further the probability forecasts obtained from prediction markets.

6. Conclusion
This study is the first to examine the impact of on prediction market forecasts of odds movements in an electronic prediction market. We propose a conditional logit model to detect inaccurate odds-implied probabilities arising from what we believe to be bettors over-estimating the information content of trends in odds. We demonstrate that this model can also be used to adjust market odds appropriately to produce forecasts that are more accurate. We find that over-betting occurs on odds signals, but only under certain conditions. In particular, we believe our results suggest that the impact of over-estimation of both ‘buy’ and ‘sell’ signals is concentrated in the later, more active stages of the market, and that this over-estimation affects odds-implied probabilities differently at different times in the market. However, whilst our results are consistent with the view that bettors over-react to odds movements, our analysis does not prove that this is the case. Further research is certainly needed to categorically identify the reasons for the systematic relationship we observe between trends in odds and the accuracy of the winning probabilities which can be derived from the final odds which emerge in prediction markets.

Our results suggest that inaccurate odds following odds movements can often occur in prediction markets. We find that the apparent tendency to over-estimate the information content of odds moves adversely affects the accuracy of odds in prediction markets and that this tendency is most notable in periods when participants have little time to correct the inaccuracy. One of the implications for those who rely on the forecasts developed from prediction markets is that these markets should always be allowed sufficient time for the more informed bettors to correct odds that do not discount all available information.

Clearly, our results suggest that caution needs to be exercised in using prediction market forecasts. However, our results also provide encouragement for those who rely on the forecasts emerging from prediction markets. In particular, provided sufficient data concerning the outcomes of previous prediction markets are available, the methodology presented here can be used to correct the final odds for any tendency to over-estimate the information value of odds movements during the later stages of the market. Consequently, the predictability of the relationship between odds movements and the accuracy of odds-implied probabilities in some prediction markets might be used to improve considerably the forecasts that emerge from these markets.

Finally, our work contributes new evidence to the literature on over-reaction to odds movements, where results of empirical studies have been inconsistent. At the aggregate level, over-reaction to odds movements can result in odds failing to discount all available information, particularly when the market has insufficient time to correct the resulting mispricing, or when informed bettors are not participating actively. We demonstrate that the systematic relationship we observe between odds movements and the accuracy of odds-implied probabilities, offers the prospect of abnormal returns for those who seek to capitalize on the apparent over-betting of others. Most importantly, we find that these systematic relationships, which we speculate may arise from less-informed bettors over-estimating the information value associated with odds movements, occur
frequently, with a significant deviation between odds-implied probabilities and true winning probabilities in over one third of the markets that we examine.

Appendix 1. A Description of UK Betting Markets

The ‘Tote’ is the UK’s only pari-mutuel market. Bets can be placed online, in betting offices around the UK, as well as on-course at racetracks. In this market structure, bets are collated in a ‘pool’ covering all the horses in a race. After the race, the pool is divided between all the bettors who placed bets on the winning horse, proportionally to the amount that they wagered, and net of a fixed proportional track take of 13.5%. However, the Tote has only a marginal presence in UK horserace betting. The two major types of betting market in the UK are bookmakers and exchanges, accounting for 94% of horserace betting turnover (over £5.7 billion) in the year to March 2010 (Gambling Commission 2010).

In bookmaker markets, bets are placed at fixed odds set by the bookmaker. The bettor must accept the odds currently offered by the bookmaker or the unknown starting odds (calculated later). Bookmakers have the highest operating costs (e.g., maintaining an estate of betting offices) so their margins are typically higher than exchange and pari-mutuel markets. Bets can be placed at racetracks (‘on-course’ market) as well at betting offices around the UK or online (‘off-course’ market). Odds are distinct in the on-course and off-course markets until 10 minutes before the race starts, at which point the two markets converge.

A betting exchange is an online platform that allows bettors to back horses to win or to lay them to lose. Bets are only matched when two or more bets of the appropriate stake and odds are made, with the exchange automatically pairing backers and layers to settle bets. Exchanges typically have lower margins than bookmakers. For more information on exchanges, see Smith and Vaughan Williams (2008).
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Figure 1. Example of the least squares regression method for determining the trend of the odds curve for a horse.
Figure 2. Log of cumulative wealth relative to initial wealth from betting strategies designed to capitalize on mis-pricing resulting from herd behavior. A benchmark model simply incorporating the odds variable (Model 0) recommends no bets, and the log of final accumulated wealth using the winning probabilities form Model 0 would be £0.
Table 1. Descriptive statistics for the 6,058 horseraces (62,124 runners) run in the UK and Ireland from August 2009 through August 2010 and employed in the study.

<table>
<thead>
<tr>
<th></th>
<th>Min.</th>
<th>Max.</th>
<th>Mean*</th>
<th>Median*</th>
<th>Std. dev.</th>
<th>No. of zeroes</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of runners per race</td>
<td>2</td>
<td>30</td>
<td>10.25</td>
<td>10</td>
<td>3.83</td>
<td></td>
</tr>
<tr>
<td>Odds</td>
<td>1.12</td>
<td>1000</td>
<td>59.52</td>
<td>16.00</td>
<td>145.52</td>
<td></td>
</tr>
<tr>
<td>$\mu_{ij}^+$</td>
<td>0.000</td>
<td>36.937</td>
<td>0.578</td>
<td>0.188</td>
<td>0.496</td>
<td>21,600</td>
</tr>
<tr>
<td>$\mu_{ij}^-$</td>
<td>0.000</td>
<td>15.406</td>
<td>0.594</td>
<td>2.810</td>
<td>0.698</td>
<td>40,600</td>
</tr>
<tr>
<td>$\mu_{ij}^2+$</td>
<td>0.000</td>
<td>10.023</td>
<td>0.159</td>
<td>0.108</td>
<td>0.226</td>
<td>30,730</td>
</tr>
<tr>
<td>$\mu_{ij}^2^-$</td>
<td>0.000</td>
<td>9.019</td>
<td>0.166</td>
<td>0.147</td>
<td>0.270</td>
<td>32,734</td>
</tr>
<tr>
<td>$\mu_{ij}^3+$</td>
<td>0.000</td>
<td>30.001</td>
<td>0.302</td>
<td>0.126</td>
<td>0.228</td>
<td>27,004</td>
</tr>
<tr>
<td>$\mu_{ij}^3^-$</td>
<td>0.000</td>
<td>15.030</td>
<td>0.362</td>
<td>0.144</td>
<td>0.410</td>
<td>35,526</td>
</tr>
</tbody>
</table>

*Values of zero for the trend in odds variables are excluded when calculating the mean, median and std. dev., since zero implies that the trend in odds was in the opposite direction to that captured by a particular trend in odds variable (e.g., when $\mu_{ij}^+$ has a positive value then $\mu_{ij}^-$ takes the value zero).
Table 2. Results of fitting conditional logit models on the training set of 4,544 races. The first variable in each model is the log of final odds-implied probability. Models 1 to 7 also include trend variables as indicators of herd behavior.

<table>
<thead>
<tr>
<th>Model</th>
<th>Variable</th>
<th>Coefficient $\beta(l)$</th>
<th>$\hat{\beta}(l) = \beta(l) / S.E.[\beta(l)]$</th>
<th>lnL</th>
<th>LR test vs. Model 0</th>
<th>Pseudo-$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-10,307.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0</td>
<td>$\ln q_j(L_o)$</td>
<td>1.015</td>
<td>51.45** (0.020)</td>
<td>-8,337.6</td>
<td>-</td>
<td>0.5798</td>
</tr>
<tr>
<td></td>
<td>$\mu_{ij1}^+$</td>
<td>0.058</td>
<td>45.68** (0.022)</td>
<td>-8,337.2</td>
<td>0.82</td>
<td>0.5799</td>
</tr>
<tr>
<td></td>
<td>$\mu_{ij1}^-$</td>
<td>-0.004</td>
<td>-8,337.6 0.13 (0.028)</td>
<td>0.02</td>
<td></td>
<td>0.5798</td>
</tr>
<tr>
<td>2</td>
<td>$\ln q_j(L_o)$</td>
<td>1.016</td>
<td>50.28** (0.020)</td>
<td>-8,337.2</td>
<td>0.78</td>
<td>0.5799</td>
</tr>
<tr>
<td></td>
<td>$\mu_{ij2}^+$</td>
<td>0.117</td>
<td>50.75** (0.020)</td>
<td>-8,337.2</td>
<td>0.78</td>
<td>0.5799</td>
</tr>
<tr>
<td></td>
<td>$\mu_{ij2}^-$</td>
<td>-0.471</td>
<td>-3.56** (0.132)</td>
<td>-8,330.5</td>
<td>14.27**</td>
<td>0.5812</td>
</tr>
<tr>
<td>4</td>
<td>$\ln q_j(L_o)$</td>
<td>1.014</td>
<td>51.35** (0.020)</td>
<td>-8,330.5</td>
<td>14.27**</td>
<td>0.5812</td>
</tr>
<tr>
<td></td>
<td>$\mu_{ij1}^+$</td>
<td>0.215</td>
<td>48.82** (0.021)</td>
<td>-8,335.3</td>
<td>4.54*</td>
<td>0.5803</td>
</tr>
<tr>
<td></td>
<td>$\mu_{ij1}^-$</td>
<td>-0.038</td>
<td>-8,337.3 0.74 (0.081)</td>
<td>0.56</td>
<td></td>
<td>0.5799</td>
</tr>
<tr>
<td>7</td>
<td>$\ln q_j(L_o)$</td>
<td>1.026</td>
<td>48.52** (0.021)</td>
<td>-8,329.1</td>
<td>16.89**</td>
<td>0.5814</td>
</tr>
<tr>
<td></td>
<td>$\mu_{ij1}^+$</td>
<td>0.165</td>
<td>1.63 (0.102)</td>
<td>-3.32** (0.133)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\mu_{ij1}^-$</td>
<td>-0.442</td>
<td>-8,329.1 16.89**</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* and ** denote significance at the 5% and 1% level in a 2-tailed test, respectively.
Table 3. Returns from betting strategies applied to the 1,514 holdout races, developed using probabilities estimated from Model 7.

<table>
<thead>
<tr>
<th>Strategy*</th>
<th>Level stakes</th>
<th>Proportional stakes</th>
<th>Full Kelly</th>
<th>Half Kelly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of races bet on</td>
<td>546</td>
<td>546</td>
<td>532</td>
<td>532</td>
</tr>
<tr>
<td>Total number of bets</td>
<td>644</td>
<td>644</td>
<td>625</td>
<td>625</td>
</tr>
<tr>
<td>Number of winning bets</td>
<td>111</td>
<td>111</td>
<td>111</td>
<td>111</td>
</tr>
<tr>
<td>Total amount bet (£)</td>
<td>7,479.9</td>
<td>11,759.0</td>
<td>20,495.0</td>
<td>9,114.3</td>
</tr>
<tr>
<td>Final capital (£)</td>
<td>1,389.2</td>
<td>1,762.9</td>
<td>2,262.2</td>
<td>1,946.9</td>
</tr>
<tr>
<td>Profit or loss (£)</td>
<td>389.2</td>
<td>762.9</td>
<td>1,262.2</td>
<td>946.9</td>
</tr>
<tr>
<td>Rate of return $R$ (%)</td>
<td>5.20</td>
<td>6.49</td>
<td>6.16</td>
<td>10.39</td>
</tr>
<tr>
<td>Risk-adjusted return</td>
<td>0.24</td>
<td>0.48</td>
<td>0.53</td>
<td>0.90</td>
</tr>
<tr>
<td>Expected final wealth (£)</td>
<td>1,448.4</td>
<td>1,637.0</td>
<td>1,922.5</td>
<td>1,387.6</td>
</tr>
</tbody>
</table>

*The characteristics of the four betting strategies and the five means of assessing the performance achievable from these strategies (Number of winning bets, total amount bet (£), final capital (£), profit or loss (£), rate of return $R$ (%), risk-adjusted return, expected final wealth (£), probability that final wealth is above $x$% of initial wealth) are described in Section 3 (Data and Methodology), in the sub-section 'Assessing forecast accuracy with betting strategies.