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The ring-opening dynamics of 1,3-cyclohexadiene (CHD) following UV excitation is studied using a model based on quantum molecular dynamics simulations with the ab initio multiconfigurational Ehrenfest (AI-MCE) method coupled to the Dyson orbital approach for photoionisation cross sections. Time-dependent photoelectron spectra are calculated for probe photon energies in the range 2–15 eV. The calculations demonstrate the value of universal high-energy probes, capable of tracking the dynamics in full, but also the utility of more selective lower-energy probes with a more restricted ionisation range. The predicted signal, especially with the universal probes, becomes highly convoluted due to the contributions from multiple reaction paths, rendering interpretation challenging unless complementary measurements and theoretical comparisons are available.

1 Introduction

The molecule 1,3-cyclohexadiene (CHD) is a six-membered carbon ring that undergoes an ultrafast ring-opening reaction following excitation by UV light. The reaction forms an essential part of the biosynthesis of Previtamin D3, the thermal precursor to the human nutrient Vitamin D3,1–3 and is involved in a number of interesting applications including photochromic dyes4,5 and devices,6 optical switching,7 and nanomechanical motors.8 In broad terms, the reaction is understood by the mechanism schematically outlined in Fig. 1.9–11 Absorption of UV light at approximately 266 nm places the wavepacket on the steeply repulsive potential energy surface of the optically bright 1B1π* state, with the wavepacket accelerated ballistically towards the diabatic 2A spectroscopically dark state on a <50 fs timescale. It returns to the 1A electronic ground state through a conical intersection, leading to either the ring-open 1,3,5-hexatriene (HT) photoproduct or the ring-closed CHD molecule. The main steps in the reaction are concluded within 200 fs, providing a spectacular example of fast internal conversion. The molecule carries a large excess of vibrational energy, once it has relaxed back to the electronic ground state. In solution, this energy is dissipated to the bath, cooling the internal temperature from an estimated 2200 K to the ambient temperature of the surroundings.12

Interest in this reaction is driven by its role as a model system for modern mechanistic photochemistry.9–11 The CHD ring-opening is a prototypical pericyclic reaction and has contributed to...
the development and corroboration of the Woodward–Hoffman rules,\textsuperscript{13} which predict the stereochemical outcome for pericyclic reactions by correlating the first excited state of the reactant with the first excited state of the ground state of the reactant with a doubly excited state of the product, and \textit{vice versa}. This yields a pericyclic minimum in the first excited state, which acts as a photochemical funnel that provides an efficient path for internal conversion.\textsuperscript{14–16}

The reaction has been studied extensively using a wide array of time-resolved techniques in solution and gas phase, including resonance Raman spectroscopy,\textsuperscript{17–19} transient absorption,\textsuperscript{12,20,21} photoelectron spectroscopy,\textsuperscript{22–24} and dissociative intense-field ionisation.\textsuperscript{25–27} Computational studies include electronic structure calculations,\textsuperscript{16,28–33} and dynamics,\textsuperscript{34–42} as well as joint theoretical and experimental work.\textsuperscript{33,43–45} It is notable that despite such extensive study, the understanding of the reaction is not complete. Apparent discrepancies include the branching ratio between ring-open and ring-closed products, possibly related to whether the experiment is performed in solution or gas phase. There is also an ongoing discussion regarding what dynamics occurs when the molecule is pumped at 200 nm rather than 267 nm.\textsuperscript{46,47}

Finally, and perhaps most importantly, CHD has been used extensively to demonstrate new techniques and concepts. This includes coherent control, both experiment,\textsuperscript{43,48,49} and theory,\textsuperscript{7,50,51} and a range of new ultrafast imaging techniques\textsuperscript{52} such as electron diffraction,\textsuperscript{53–56} X-ray scattering,\textsuperscript{44,45} Coulomb explosion,\textsuperscript{57} and near-edge X-ray absorption fine structure (NEXAFS).\textsuperscript{58} The variety of complementary observations generated by these techniques holds great promise for tying down a complete understanding of this important and complex reaction, for instance by combining X-ray scattering and photoelectron data such as in ref. 59.

In the present article, we explore the potential of tunable UV and XUV ultrafast lasers to probe photochemical dynamics in detail. Specifically, using a compact model of the dynamics excited by a 266 nm pump pulse, we examine the effect of changing the energy of the ionising probe pulse. The theoretical model is based on a reduced version of detailed quantum molecular dynamics simulations using the \textit{ab initio} multiconfigurational Ehrenfest (AI-MCE) method,\textsuperscript{60} with a subset of representative trajectories extracted by comparison to X-ray scattering\textsuperscript{15} and photoelectron\textsuperscript{59} experimental data. Time-dependent photoionisation cross-sections are calculated using the Dyson orbital approach.\textsuperscript{51} The resulting model allows us to predict the time-resolved photoelectron spectra for the ring-opening reaction and test the effectiveness of a variety of probe energies and the importance of including a sufficient number of ionisation channels in the theoretical description.

2 Theory

2.1 Dynamics

The nonadiabatic dynamics of photoexcited CHD molecules are simulated using the AI-MCE method.\textsuperscript{62,63} In this approach, the molecular wavefunction $|\Psi(t)\rangle$ is expanded as a sum of trajectory-guided Ehrenfest wavepackets, $|\psi_{\lambda}(t)\rangle$, also referred to as trajectories,

$$|\Psi(t)\rangle = \sum_{\lambda=1}^{N_{\lambda}} B_{\lambda}(t)|\psi_{\lambda}(t)\rangle,$$  \hspace{1cm} (1)

where $N_{\lambda}$ is the number of trajectories in the expansion and $B_{\lambda}(t)$ are complex expansion coefficients. Collectively, these trajectories form an ansatz for solving the time-dependent Schrödinger equation. Each individual trajectory consists of electronic and nuclear components,

$$|\psi_{\lambda}(t)\rangle = \left[\sum_{m=1}^{N_{\lambda}} d_{\lambda m}(t)|\phi_{\lambda m}\rangle\right]|g_{\lambda m}(t)\rangle,$$  \hspace{1cm} (2)

where the nuclear Gaussian wavepacket $|g_{\lambda m}(t)\rangle$ is shared by the $N_{\lambda}$ electronic states, with each electronic wavefunction represented by $|\phi_{\lambda m}\rangle$. The population on each electronic state is given by $|d_{\lambda m}(t)|^2$. The nuclear wave packet $|g_{\lambda m}\rangle = |g_{\lambda m}^{(1)}(Q_{\lambda m}^{(1)}(t), P_{\lambda m}^{(1)}(t))\rangle \cdots |g_{\lambda m}^{(n)}(Q_{\lambda m}^{(n)}(t), P_{\lambda m}^{(n)}(t))\rangle$ is a product of three-dimensional Gaussian coherent states for each atom where $N_{\lambda}$ is the number of atoms. The labels $Q_{\lambda m}^{(n)}(t)$ and $P_{\lambda m}^{(n)}(t)$ are the coordinates and the momenta of a trajectory-guided three-dimensional Gaussian coherent state with width $\gamma_{\lambda m}$. The component for the atom with index $n$ in coordinate representation is then,

$$\langle R_{\lambda m}|g_{\lambda m}^{(n)}\rangle = \left(\frac{\gamma_{\lambda m}}{\pi}\right)^{3/2} e^{-\frac{1}{2}\left[\frac{1}{\gamma_{\lambda m}}(R_{\lambda m} - Q_{\lambda m}^{(n)})^2 + \frac{1}{\gamma_{\lambda m}}P_{\lambda m}^{(n)}(R_{\lambda m} - Q_{\lambda m}^{(n)})^2\right]},$$  \hspace{1cm} (3)

where $R_{\lambda m} = (R_{\lambda m} R_{\lambda m} R_{\lambda m})$ are the Cartesian nuclear coordinates in three dimensions.

Each individual trajectory, $|\psi_{\lambda}(t)\rangle$, is propagated semiclassically along phase-space coordinates $(Q_{\lambda m}^{(n)}, P_{\lambda m}^{(n)})$ along with the Ehrenfest coefficients $d_{\lambda m}(t)$ and the expansion coefficients $B_{\lambda}(t)$. The time-dependent variation in the amplitudes $B_{\lambda}(t)$ is due to coupling between trajectories. The propagation uses electronic potential energies and nonadiabatic couplings obtained from \textit{ab initio} electronic structure calculations. Readers interested in further details are directed to ref. 62 and 63. In this article, a reduced model based on a subset of Ehrenfest trajectories is used in the subsequent analysis of the photoelectron spectra (see Section 3.2 for details).

2.2 Photoionisation

The quantum molecular dynamics simulations are coupled to calculations of the photoionisation cross-sections and photoelectron spectra in the perturbative regime, corresponding to a Keldysh parameter $\gamma_{K} \gg 1$, with $\gamma_{K} = \omega\sqrt{2I_{p}/I}$, where $\omega$ is the angular frequency of the probe, $I_{p}$ the ionisation potential, and $I$ the laser intensity. Assuming that lowest-order perturbation theory is valid,\textsuperscript{64,65} the $n$-photon ionisation rate is given by $\Gamma_{n} = \sigma_{n} \lambda^{n}$, with $n$ the number of photons and $\sigma_{n}$ the generalized photoionisation cross section. Presently we consider single photon $n = 1$ processes for which the photoelectron energy is,

$$E_{k} = h\omega - I_{p} = h^{2}k^{2}/2m_{e},$$  \hspace{1cm} (4)
where \( k \) is the asymptotic wavenumber and \( m_e \) the mass of the electron. This approximation does not account for intermediate resonances, such as those in resonance enhanced multiphoton ionisation processes for example. According to Fermi’s golden rule,\(^{66}\) the cross section under these conditions is,

\[
\sigma_i(E_k) = \frac{4\pi^2 \epsilon^2 \omega^2}{c} |\langle \Phi_i(E_k)|\mathbf{r}|\phi_i \rangle|^2,
\]

where \( c \) is the speed of light, \( \epsilon \) the charge of the electron, \( \hat{\epsilon} \) the unit polarisation vector of the probe field, and \( \langle \Phi_i(E_k)|\mathbf{r}|\phi_i \rangle \) the dipole transition moment with \( \mathbf{r} \) the dipole moment operator, assuming the wavelength of the probe is sufficient for the dipole approximation, \( |\phi_i \rangle \) the initial state, and \( |\Phi_i(E_k) \rangle \) the final energy-normalised continuum state which would normally satisfy incoming wave boundary conditions (see e.g. ref. 67–69).

Any required integration over orientation quantum numbers is implicit.

We proceed by assuming that ionisation occurs between specific electronic states of the neutral molecule and the ion, and disregard coupling between ionisation channels or the vibrational states of the ion. Under these circumstances each contributing channel is identified by the initial electronic state \( \phi_i \) and that of the molecular ion \( \phi_f \). Upon ionisation, the electron is considered to be a free particle in the Coulomb field of the ion, and does not interact with the remaining core electrons. Following these approximations, one may use the Dyson orbital approach,\(^{64,76,77}\) which gives the dipole transition moment as,

\[
D_{ij}(E_k^p) = \langle \Psi_{e1}^p|\mathbf{r}|\phi_{ij}^D \rangle,
\]

where \( |\Psi_{e1}^p \rangle \) the Coulomb wave function of the ejected electron and orientational averaging is implicit.\(^{64}\) The key quantity in eqn (6) is the Dyson orbital, \( |\phi_{ij}^D \rangle \), formed as the overlap of the initial \( N \) electron wavefunction \( \phi_i \) with the final \( N - 1 \) electron wavefunction \( \phi_{ij} \). Integration over \( N - 1 \) electron coordinates yields the one-electron Dyson orbital,

\[
\phi_{ij}^D(\mathbf{r}) = \sqrt{N} \int \phi_i(\mathbf{r}_1, \ldots, \mathbf{r}_N) \phi_j(\mathbf{r}_2, \ldots, \mathbf{r}_N) d\mathbf{r}_2 \ldots d\mathbf{r}_N,
\]

where strong orthogonality is assumed between the wavefunction of the departing electron and the remaining \( N - 1 \) electrons. The dipole transition moment can be expressed in terms of the energy \( \hbar \omega \) of the probe photon. The energy-resolved photoionisation cross section for ionisation from electronic state \( i \) is the sum over all accessible states of the ion,

\[
\sigma_i(\hbar \omega, E_k) = \frac{4\pi^2 \epsilon^2 \omega^2}{c} \sum_{j} D_{ij}(\hbar \omega - \Pi_j^p) |\delta(\hbar \omega - \Pi_j^p - E_k)|^2,
\]

where \( D_{ij}(E_k) = 0 \) for \( E_k < 0 \) and \( \Pi_j^p = E_j - E_i \) is the ionisation potential for each channel as illustrated in Fig. 2. The expression given in eqn (8) corresponds to a stick-spectrum as a function of photoelectron energy \( E_k \) with the relationship between \( \hbar \omega \) and \( E_k \) given by eqn (4). When calculating the total photoionisation cross section from the simulations, one must account for the contribution of each quantum trajectory according to eqn (1) and (2),

\[
\sigma_{\text{tot}}(\hbar \omega, E_k, t) = \sum_{m} N_m |B_m(t)|^2 \sum_{j} \left| a_m(t) \right|^2 \hat{\sigma}_{ij}^\text{p}(\hbar \omega, E_k, t).
\]

Note that all factors, including the ionisation potential for each channel, are time-dependent. The photoelectron spectrum corresponds to the probability of detecting an electron with a certain kinetic energy. We convolute the signal to account for the energy distribution of the probe pulse. Expressing the photoionisation cross section in terms of the photoelectron kinetic energy, the photoelectron signal then becomes,

\[
\sigma_{\text{tot}}(E_k, t) = \sum_{m} N_m |B_m(t)|^2 \sum_{j} \left| a_m(t) \right|^2 \int \hat{\sigma}_{ij}^\text{p}(\hbar \omega, E_k, t) |\psi(\hbar \omega)|^2 h\omega d\omega,
\]

where \( |\psi(\hbar \omega)|^2 \) is the intensity profile of the probe pulse.

### 3 Computational details

#### 3.1 Dynamics

The AI-MCE\(^{72}\) dynamics are calculated using the adiabatic electronic energies, gradients, and nonadiabatic couplings calculated on-the-fly at the SA3-CAS(6,4)-SCF/cc-pVDZ level of theory using the \textit{ab initio} electronic structure package MOLPRO.\(^{73}\) The choice of the SA3-CAS(6,4) active space is guided by previous investigations\(^{74}\) that demonstrate that it provides reasonable energy and gradient information on the relevant electronic states for the dynamics. The simulations assume that the vertical excitation is instantaneous, with the initial phase-space coordinates on the excited state generated using the vibrational Wigner distribution\(^{75}\) for the \( \nu = 0 \) vibrational state on the electronic ground state,

\[
W_0^{\text{HO}} = \frac{1}{\pi \hbar} \prod \exp \left( -\frac{m_i \omega_i}{\hbar} (Q_i - Q_i^0)^2 - \frac{P_i^2}{m_i \hbar \omega_i} \right).
\]
where $\omega_i$ is the frequency of each normal mode and $m_i$ is the reduced mass. The phase-space coordinates are generated from the total distribution using Monte-Carlo sampling. A set of 100 trajectories are propagated for 200 fs with time-step 0.1 fs. A note regarding the diabatic/adiabatic notation for the electronic states is in order. The trajectories are propagated on adiabatic electronic states denoted $S_0$, $S_1$, and $S_2$. Accordingly, the wavepacket is initially pumped onto the $S_1$ state, in which the Franck–Condon region corresponds to the diabatic $1B$ state. As the wavepacket evolves, it reaches a $2A/1B$ ($S_2/S_1$) conical intersection, at which point part of the wavepacket may populate the $S_0$ state. The main portion of the wavepacket remains on the $S_1$ state, continuing to a section of the $S_1$ state with $2A$ character, and then decays back to the ground state via the $2A/1A$ ($S_1/S_0$) conical intersection.

### 3.2 Compact model

The calculations of photoionisation cross sections along each of the Ehrenfest trajectories is computationally expensive, and importantly, the purpose of our analysis is to evaluate the link between dynamics, reaction paths, and the energy of the probe pulse on the signals, rather than the best-possible accuracy of the predicted total signal. We therefore define a compact model of the dynamics based on the full set of trajectories, but which consists of a small subset of these. The subset is determined by minimising the discrepancy between the signal predicted by the full set of trajectories and experimental data from ultrafast X-ray scattering, with the (in this case time-independent) expansion coefficients $B_m$ used as variables in the optimisation as described in ref. 43. It is found that only four trajectories are sufficient to account for $>70\%$ of the scattering signal. The model obtained was independently validated against resonant photoionisation time-dependent experimental data, again finding good agreement. Further insight into the effectiveness of the model is obtained from a cluster analysis of the full set of trajectories, which shows that the actual dynamics can be represented by a much smaller set of trajectories corresponding to a small number of self-similar sets. In effect, the four trajectories in the model represent effective reaction coordinates. The main benefit of this approach is that it dramatically reduces the cost of otherwise expensive calculations and enables a detailed analysis of the correlation between the features of each trajectory and the resulting time-resolved photoelectron spectra. The four trajectories used hereon are labeled a, b, c and d. They are described in detail in Section 4.2, but broadly, the two trajectories labeled as a and c correspond to ring-opening dynamics, while the two trajectories labeled as b and d correspond to ring-closed dynamics.

### 3.3 Photoionisation

For the calculations of the ionisation cross section and the photoelectron spectra we take into account the ground and two excited states of the neutral molecule and the target ion, providing nine independent ionisation channels. These channels are shown in Fig. 2 and are labeled as $D_{ij}$, where $i$ and $j$ identify the initial and final states. In all figures hereon, we show the channels associated with states $S_0$, $S_1$ and $S_2$, in blue, red and green, respectively. Note that all photoionisation cross sections are evaluated at the center of each Gaussian wavepacket (see discussion of BAT approximation e.g. in ref. 60).

The Dyson orbitals are calculated using Q-Chem, with initial and final state electronic wavefunctions calculated at the EOM-CC/6-311G* level of theory. At each point, the output files generated with Q-Chem are used to extract the ionisation energies. The cross sections for each channel are then calculated using the ezDyson code. The free electron wavefunction is expanded in a series of partial waves with angular momentum $l = 0–5$ using a spatial grid with 251 grid points extending to a radius of 25 Bohr. Cross sections are calculated at 41 values of the kinetic energy in the range 0.3–15 eV. All calculations are performed in the laboratory frame assuming rotational averaging. The computations of the photoionisation cross sections are automated using a script, which reads the molecular geometry and electronic state populations from the simulations, calculates the Dyson orbitals using Q-Chem, and then runs ezDyson to obtain the cross sections. The ionisation cross sections are calculated every 10 fs for the dynamics. The signal is convoluted by the intensity profile of the probe laser $|\sigma(h\omega)|^2$, which is assumed to be Gaussian with FWHM 0.3 eV and centered at the probe energy $h\omega_0$.

### 4 Results

#### 4.1 Photoionisation validation

To validate the calculated photoionisation cross sections, we compare the calculations for the neutral ground-state CHD molecule at the equilibrium ($t < 0$) geometry with experimental data from photoionisation mass spectrometry. The experiments, the photon-energy dependent yield of the C$_6$H$_7^+$ (so-called channel 1) and C$_6$H$_7^+$ (channel 2) ionisation products are measured, which are taken to be proportional to the ionisation cross sections. The experimental yields are compared to energy-integrated calculated cross sections for the channels $D_{00}$, $D_{01}$, and $D_{02}$ (i.e. the channels that correspond to ionisation of the neutral ground state molecule in Fig. 2). The lowest ionisation potential is 8.3 eV, corresponding to the channel $D_{00}$. After the initial increase in cross section around the first ionisation potential, both experiment and computations show a plateau up to 11 eV. At 11 eV, the $D_{01}$ and $D_{02}$ channels become open and a large increase in ionisation cross section is observed. The two channels $D_{01}$ and $D_{02}$ have similar ionisation potentials and their cross sections are also similar as can be seen in Fig. 3a. In the experimental data, the signal in the so-called channel 2 corresponding to detection of C$_6$H$_7^+$, also appears at approximately 11 eV, which strongly suggests that the experimental channel 2 correlates with the ionisation channels $D_{01}$ and $D_{02}$. This indicates that ionisation into excited electronic states of the CHD$^+$ cation eventually leads to dissociative decay and fragmentation of the cation.

A second validation undertaken is to compare the calculated photoelectron spectrum of the ground state CHD to previous experimental spectra. Fig. 3b, where the calculated data has
been scaled by a single number for comparison, shows good agreement between experiment and theory both in terms of the positions of the two peaks and their relative intensity. The difference in the broadness of the peak at higher energy is due to the presence of higher excited states of the ion that are not included in the calculation. In summary, the two comparisons used to validate the Dyson-orbital calculations indicate that the approach provides a reasonably accurate description of the photoionisation cross sections over the energy range considered, at least for the ground state of CHD.

Fig. 4 shows the calculated Dyson orbitals as the molecule progresses along trajectory a. The top row shows the Dyson orbitals corresponding to each of the ionisation channels in the ground state geometry ($t = 0$), while the bottom row shows the same Dyson orbitals at time $t = 180$ fs in the ring-opening trajectory a. The shape of the orbitals clearly indicates that there might be significant anisotropy in the photoionisation signal, however, this is currently not accounted for as the signal is integrated over all orientations.

### 4.2 Dynamics

In the following, we discuss the four trajectories used to represent the overall dynamics of the photoexcited CHD. As discussed in Section 3.1, these should be seen to represent effective reaction coordinates. The trajectories are labelled a–d. Trajectories (a, c) relate to the main ring-opening pathways, while trajectories (b, d) to ring-closing pathways. The changes in molecular geometry for each trajectory can be characterized by the C1–C6 bond distance, corresponding to the bond that is broken during ring-opening, and shown in red in Fig. 5 for each of the trajectories. The black curves in the same figure show how three of the other C–C bonds change with time (these curves have been shifted by +3 Å for clarity). The ring-closed trajectories (b, d) exhibit strong oscillatory behavior in the C1–C6 distance that decreases over time as the energy disperses to other internal degrees of freedom. The ring-opening trajectories (a, c) demonstrate rapid lengthening of the C1–C6 bond with little

---

**Fig. 3** Validation of calculated photoionisation cross sections by comparison to experimental data. (a) Total interpolated photoionisation cross section from the ground state (shown in red) compared to experimental data from Wang et al.78 (in green). The black lines show the calculated partial cross sections. (b) Calculated photoelectron spectrum (in black) compared to experimental data (blue dashed line) from Adachi et al.22

**Fig. 4** Dyson orbitals for each of the ionisation channels $D_{ij}$, where $i$ is the initial neutral electronic state and $j$ is the electronic state of the ion. The orbitals are shown at equilibrium geometry ($t = 0$ fs, top row), and at time $t = 180$ fs in the ring-opening trajectory a (bottom row). The first column shows the molecular geometry in each case.
variation in the other C–C bonds. The rapid C\textsubscript{1}–C\textsubscript{6} extension in trajectory c quickly leads to large C\textsubscript{1}–C\textsubscript{6} distances of \( \approx 6 \) Å. The slower ring-opening in trajectory a, while still leading to bond breaking, maintains much closer proximity of C\textsubscript{1} and C\textsubscript{6} over the course of the simulation.

The time-dependent electronic state populations plotted in Fig. 6 provide an explanation for some of these differences. In trajectory a the majority of the dynamics occurs on the S\textsubscript{1} surface. There is a nonadiabatic transient transfer of population to the S\textsubscript{2} and S\textsubscript{0} states between 20 fs and 60 fs, but a large fraction of the population remains on the S\textsubscript{1} surface while the C\textsubscript{1}–C\textsubscript{6} bond breaks, such that this trajectory can be considered an excited-state ring-opening. At a comparatively late stage in the dynamics (\( \approx 150 \) fs) approximately half of the S\textsubscript{1} population decays to the ground state. As for the other three trajectories (b, c and d), these follow a more typical pattern with a rapid transfer of population into the ground S\textsubscript{0} state. In each case the ground state is reached within 50 fs following excitation. All four trajectories demonstrate limited transfer of population to the S\textsubscript{2} state at early times, occurring when the wavepacket propagating on the S\textsubscript{1} state reaches the region of the S\textsubscript{2}/S\textsubscript{1} conical intersection. In this region, the S\textsubscript{1} state changes from predominantly 1B\textsubscript{u} to predominantly 2A\textsubscript{g} character. For trajectory c, which leads to ring-opening, exchange of population between the electronic states occurs along the entire pathway, while for trajectories b and d the main transfer occurs at around \( t = 150 \) fs. In particular for trajectories (b, c and d) the rapid electronic state relaxation leads to excess vibrational energy that in trajectory c is transferred into motion of molecule that drives C\textsubscript{1} and C\textsubscript{6} rapidly away from each other. For the trajectories that remain closed the excess energy disperses into multiple vibrations around the ring leading to rapid and large amplitude changes in the C–C distances. The weighted average of the populations from all four trajectories combined, shown as a function of time in Fig. 7, agrees with the accepted view of the CHD ring-opening reaction described in Section 1. Comparison of Fig. 6 and 7 also highlights that the total populations mask the underlying mechanisms at play and that examination of the individual trajectories contributes to a more detailed picture of the dynamics.

4.3 Time-resolved photoelectron spectra

In order to analyse photoionisation signals it is important to comprehend the changes in ionisation potential over the course of the reaction. The changes in ionisation potential control the measured photoelectron energy for any given probe-photon energy, and are critical for the assignment of features within the spectrum. The calculated ionisation potentials for all nine ionisation channels considered here are shown in Fig. 8 for each of the four trajectories. Generally, the ionisation potentials associated with the excited states, S\textsubscript{1} and S\textsubscript{2}, show more variation than those associated with S\textsubscript{0}. At early times the rapid changes in the C\textsubscript{1}–C\textsubscript{6} distance lead to pronounced shifts in ionisation potential. For trajectories (b and d) changes in the ionisation potential at longer times, \( t > 100 \) fs, correlate with the rapid oscillations in the remaining C–C bonds as seen in Fig. 5.

Fig. 5 Distances between the carbon atoms as a function of time for each of the trajectories (a, b, c and d) shown in the corresponding panels a–d. The distance between carbon atoms C\textsubscript{1} and C\textsubscript{6}, corresponding to the bond that is broken in the ring-opening reaction, is shown in red. Note that trajectories (a and c) are ring-opening and (b and d) are ring-closed. Three further nearest-neighbour C\textsubscript{i}–C\textsubscript{j}/C\textsubscript{6} distances are shown in black, but have been shifted by +3 Å to avoid congestion in the plots. The panels are labeled as follows: (a) trajectory a (direct to open; weight 0.2), (b) trajectory b (closed; weight 0.19), (c) trajectory c (rapid open; weight 0.18), and (d) trajectory d (closed; weight 0.14).
We proceed to examine the time-dependent photoionisation cross sections as a function of photon energy. The total cross sections are calculated by integrating expression eqn (9) over $E_k$, and are shown as a function of the photon energy $h\nu/2e^2$ and the time $t$ in Fig. 9. The ionisation cross section for probe energies below 8 eV decreases once the molecule relaxes to the ground state via the conical intersection at around $t = 30–50$ fs. This highlights one of the key drawbacks associated with UV photoelectron spectroscopy, in that the lifetimes measured often relate to the time the wavepacket remains in an ionisable region of the excited state potential and not necessarily the fundamental lifetimes of the molecule. In contrast, the increase of population on the ground state for $t > 50$ fs leads to a large effective cross sections for high energy ($> 10$ eV) probe photons.

The time-dependent photoelectron spectrum at probe energies 2 eV, 6 eV, 9.2 eV and 15 eV as calculated by eqn (10) is shown in Fig. 10. The 2 eV probe is chosen to demonstrate the utility of a highly selective probe, the 6 eV probe represents to the maximum energy attainable from conventional non-linear optics, while 9.2 eV and 15 eV probes are within the range covered by femtosecond filamentation sources, high-harmonic generation, or seeded free-electron laser sources and approach energies sufficiently high to be considered universal photoionisation probes.

The spectra shown in Fig. 10 show increasing complexity and structure, the greater the probe energy. The signal from the 2 eV probe shown in Fig. 10a is rather weak, nearly two orders of magnitude lower in intensity and less complex than the higher energy probes, but is selective in its sensitivity to the transient population in the $S_2$ state. The 6 eV probe in Fig. 10b provides a measure of the dynamics in the $S_1$ and $S_2$ excited states, in turn. The spectrum shifts to higher binding energies during the first 50 fs as the C$_1$–C$_6$ bond extends and the wavepacket moves down towards the conical intersection that funnels the wavepacket onto the ground state. Once the wavepacket is on the $S_0$ state, the 6 eV probe can no longer ionise the wavepacket and the signal decreases in intensity. The 6 eV probe thus provides no information on the dynamics in the ground state or the formation of the final reaction products.
Increasing the probe energy beyond 6 eV provides a more universal measure of the dynamics. The 9.2 eV and 15 eV probes, shown in Fig. 10c and d, give rise to more complex spectra which include contributions from the S0 ground state. The redistribution of population at the conical intersection is seen in Fig. 10c and d at around 40 fs as a splitting of the main photoelectron feature, with the remaining S1 population contributing to a feature at around 5 eV, while the signal related to the ground state continues to shift to higher binding energies. Notably, ionisation from S0 contributes the most to the signal. Importantly, the highest energy 15 eV probe is capable of distinguishing the CHD and HT forms on the S0 potential energy surface.79,81 The CHD and HT photoionisation spectra are almost identical for the HOMO peak, but starting with HOMO–1 the spectra are clearly distinguishable.81

Fig. 11 presents the decomposition of the time-resolved photoelectron signal obtained with the 15 eV probe in Fig. 10d in terms of the contributions from each of the four trajectories a–d (shown in corresponding panels a–d). The partial spectra for the two ring-closed trajectories (b and d) are more intense for t > 50 fs, which relates to the more complete transfer of population to the electronic ground state S0 for the ring-closed trajectories on the time-scale of the simulations and that the cross section for photoionisation is large in the S0 state.
The overall slower decay of the excited state population in the ring-opening (a, c) trajectories also implies that spectroscopic assessment of the branching ratio between CHD and HT should be done at asymptotically long times rather than at short times. All four trajectories exhibit a rapid increase in the photoelectron binding energy $E_b$ at early times, corresponding to the wavepacket sliding down the potential-energy funnel towards the conical intersection and the subsequent internal conversion at the conical intersection. The intense higher-energy bands for the ring-closed trajectories (b, d) exhibit distinct beats. Out of the two ring-opening trajectories (a, c), the electronic state population dynamics for trajectory c is more similar to the ring-closed trajectories (b, d), and correspondingly it also exhibits features at low- and mid-energy that are qualitatively similar to those of the spectra for the ring-closed trajectories. Finally, the distinct character of all four time-resolved spectra emphasises the challenge in deconvoluting and interpreting the total spectrum shown in Fig. 10d previously.

To quantify the importance of including ionisation channels corresponding to excited electronic states of the cation when predicting photoelectron spectra obtained with high-energy probes, we evaluate separately the contribution to the total signal from ionisation channels corresponding to the ground and excited states of the cation, as shown in Fig. 12, at 9.2 and 15 eV probe energies. At 9.2 eV the fraction of the signal due to excited cation states remains comparatively small, with a rather stable 30% fraction at all times. For the 15 eV probe, the excited states of the cation become important, and constitute $>50\%$ of the signal at times $t > 50$ fs. Although the importance of the excited-state channels is indisputable for high-energy probes, it is interesting to note that at $t < 50$ fs, the excited cation fraction for the 15 eV probe is as low as 15%, which is a consequence of the ionisation potentials and photoionisation cross sections for molecular geometries close to the ring-closed equilibrium geometry.

Finally, it is worth pointing out that the most direct comparison to experiment lies with the work of Adachi et al. who used a HHG probe of 13.6 eV. Those measurements show an early shift in the peak position associated with the excited state population which is taken as the transfer of population from the $S_1$ to the $S_2$ electronically excited state. The energy of the excited state bands at a binding energy around 5 eV which matches our calculated values associated the excited state driven dynamics on trajectory a. The measurements show a delayed increase in the ground state population of the ground state CHD and HT, although the measurements are hindered by an experimental artifact as discussed in ref. 22 that obscures the early-time dynamics at $<200$ fs, precluding direct comparison.
Using a compact model based on AI-MCE quantum molecular dynamics and a Dyson orbital approach for calculating ionisation cross sections, we have simulated time-resolved photoelectron spectra for the ring-opening reaction that transforms 1,3-cyclohexadiene (CHD) to hexatriene (HT). The calculations of photoelectron cross sections are validated against experimental CHD spectra, which provides an opportunity to assign the so-called channel two observed by mass spectrometry to excited-state fragmentation of the CHD+ cation. In the time-resolved spectra, the energy shift in the photoelectron spectrum at early times provides a direct reflection of the photochemical funnel which guides the initially excited wavepacket towards the conical intersection region in this archetypal Woodward–Hoffman molecule, and reflects the importance of the ionisation potentials in the analysis of photoelectron spectra. Ultimately, however, quantitative analysis requires knowledge of the photoionisation cross sections.

We proceed to investigate the utility of a range of probe photon energies in time-resolved photoelectron spectroscopy using our model, from selective low-energy 2 eV probes to universal high-energy 15 eV probes. In CHD, the 2 eV photons are tuned to probe the transient S2 population, providing detailed insight into the dynamics. In contrast, the high-energy 9.2 and 15 eV probes are capable of following the wavepacket all the way down to the electronic S0 ground state, providing a complete view of internal conversion and the reaction path. Interestingly, differentiation of the two products, CHD and HT, requires the highest energy 15 eV probe since the molecules only appear different in the spectra once the excited states of the ion are considered, in agreement with previous findings.

5 Conclusions

Using a compact model based on AI-MCE quantum molecular dynamics and a Dyson orbital approach for calculating ionisation
The calculations demonstrate that with a sufficiently high-energy probe, a complete picture of the photochemical processes can be obtained. This is particularly evident in dynamically simple systems fully described by a single pathway. However, as soon as several pathways are present, the signal becomes convoluted, making analysis complicated. If anything, including more trajectories in our model and compensating for the tendency towards overcoherence in Ehrenfest dynamics should strengthen this conclusion. This will be common for all universal probes where their global nature implies that selectivity is reduced. CHD is a particularly challenging example as the structural similarity of the products and starting molecule combined with similar timescales for all associated reaction paths increases the spectral congestion and hides many of the features when the data is energy-resolved only. It is clear from our analysis that it is difficult to disentangle the individual contributions to the total signal, a similar conclusion to the one drawn in a recent paper by Ruckenbauer et al. This strengthens the argument in favour of combining data from complementary experimental techniques, which can constrain calculations and inform reduced dimensionality models.

The issues associated with overlapping features and spectral congestion are also evident in other examples of global probes such as those based on diffraction or NEXAFS, with both studies using theoretically calculated dynamics to deconvolute and interpret the data. These examples, and the results in this article, support the case for accurate simulations of dynamics, but also demonstrate the need for accurate predictions of how the dynamics projects onto the measurement. With photoelectron spectroscopy specifically, there are additional experimental routes to deconvolute the contributions from the various reaction paths. This includes multiplexing the data through the collection of photoelectron angular distributions, or coincidence measurements where different products, for instance in dissociation, are produced. To extend the applicability of these situation, key steps will include extending the simulations to provide angular distributions and a more accurate description of the ionisation process such that channel interactions and the vibrational states of cation are taken into account. Measurement of ionisation via intermediate resonances may also carry extra information, but at the cost of increased complexity of the analysis. The final conclusion is that without extra information beyond the photoelectron spectrum, be that theory or angular distributions or something else, extracting information on complex and competing dynamic processes is quite challenging.
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