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The constructive approach to software correctness aims at formal modelling of the intended behaviour and structure of a system in different levels of abstraction and verifying properties of models. The target of analytical approach is to verify properties of the final program code. A high level look at these two approaches suggests that the constructive and analytical approaches should complement each other well. The aim of this thesis is to build a link between Event-B (constructive approach) and Dafny (analytical approach) for developing sequential verified programs. The first contribution of this thesis is a tool supported method for transforming Event-B models to simple Dafny code contracts (in the form of method pre- and post-conditions). Transformation of Event-B formal models to Dafny method declarations and code contracts is enabled by a set of transformation rules. Using this set of transformation rules, one can generate code contracts from Event-B models but not implementations. The generated code contracts must be seen as an interface that can be implemented. If there is an implementation that satisfies the generated contracts then it is considered to be a correct implementation of the abstract Event-B model. A tool for automatic transformation of Event-B models to simple Dafny code contracts is presented. The second contribution of this thesis is an approach for derivation of algorithmic structure in Event-B refinement. To facilitate this, we augment Event-B with a scheduling language that allows modeller to explicitly define the control flow between Event-B events in each refinement level. The scheduling language supports both non-deterministic (choices and iterations) and deterministic (conditionals and loops) control structures and treat Event-B events as its atoms. We provide a set of schedule refinement rules for refining an abstract scheduling language to a concrete program structure. We also provide a set of rules allowing the elimination of event guards at the concrete level. The final contribution of this thesis is a method for transforming scheduled Event-B models to Dafny code and contracts. We formulate the transformation of a scheduled Event-B model to Dafny program constructs and show how the actions of an atomic event can be sequentialised in the final program. We introduce an approach for generation of Dafny contracts in the form of assertions in order to verify the correctness of the sequentialisation.
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Chapter 1

Introduction

The increasing demand for more functionalities and features in software systems makes them more complex and consequently more error-prone. Given the vital role that software systems play in our everyday life and our high level of dependency on safety and business critical software systems, their correct functioning is crucial. Failure in safety or business critical systems can be catastrophic and may result in loss of lives and money.

A failure occurs when the system no longer complies with the description of its expected behaviour (i.e. specification). Failures happen because of errors in the system. An error is a state in the system that is liable to lead to a failure [Lap95]. By removing the errors from a system we can prevent its failure. Once a software system is built, it may be tested in order to discover the possible errors. Testing process may find a number of errors in a system however it cannot prove that a system is error-free (faultless).

One way to build a faultless software system is to employ rigorous engineering disciplines in order to prove the correctness of a software system in different phases of development. Formal methods are amongst the effective ways that provide software engineering with mathematical techniques to prove the correctness of a system.

Formal methods in software engineering are mathematical-based techniques that offer a systematic approach in which some of a software system properties can be specified, developed and verified. The essence of a formal method is a sound and well-defined mathematical basis which is defined by a formal specification language. Defining concepts like consistency and correctness in a precise way is facilitated by the use of this mathematical basis. It also provides the means to verify the properties of a system without running it in order to observe its behaviours [Win90]. The effectiveness of formal methods has been demonstrated through various successful industrial projects [CW96, WLBF09, Abr07].
Two major approaches to software correctness can be distinguished based on their target phases in the development cycle: the constructive approach (or top-down) and the analytical approach (or bottom-up). The constructive approach can be employed from the early stages of the development. It aims at formal modelling of the intended behaviour and structure of a system in different levels of abstraction and verifying the properties of the models. The analytical approach focuses on the code level and its target is to verify the properties of the final program code [Dij68].

When a system is developed using the constructive approach, the first step is to provide a high level abstract specification of the system. This abstract model of the system focuses on specifying the ultimate goal of the system rather than how this can be achieved. This abstract specification then can be augmented with more details in a number of successive steps called refinement. This approach provides a way in which different properties of a system can be modelled and proved in different levels of abstraction. Each level is proved to be consistent with respect to the higher level. Splitting the proof effort between different refinement levels helps to tackle the proof complexity. However, the difficulty of derivation of a correct implementation in a programming language from the mathematical model of a system built using a constructive method is a challenge.

When the analytical approach is employed for developing verified software, the development starts at code level with lots of details that are needed for implementation in a programming language. In this approach, the formal specification of the software is provided separately and the implementation is verified against the specification. The presence of a large amount of detail in a low-level programming language makes the reasoning difficult in comparison with the reasoning about the abstract mathematical model of a software in the constructive method. Despite the difficulty of formal reasoning about a program written in a low-level language at code level, it is a common style of programming to start the development of a software with many details.

Leino in [LY12] has identified some issues with the common style of programming and suggested the stepwise refinement offered by the constructive approach as an alternative. Some of the identified issues are as follows: First, detecting specification errors will be delayed until the software is completely implemented and the testing phase is started when it is very costly. Second, algorithms are usually understood by programmers in terms of pseudo-code but they are not recorded as part of the program text and cannot be compared with the implementation. Third, software evolves over time by introduction of optimizations. This is usually done by replacing old code with the new optimized one. This replacement makes the understanding of the software harder for the developer and the later examination of the code. In stepwise refinement, intermediate stages of development (various levels of abstraction of the program model) are recorded and preserved in a format that is understandable to the human and also can be analysed by tools. Stepwise refinement also makes the complexity manageable by hiding details. By following this approach, specification errors can be detected earlier and by going back
to and changing the original description, errors can be removed and also the necessary constraints that have not been evident before can be applied. Another benefit of using the constructive approach is that the specification is recorded in the program in various levels of abstraction. This makes the program more understandable to the human and also allows the verification of the program with regards to its high-level specification if adequate tools are provided.

1.1 Motivation: Linking Verification Methods

Various formal methods communities [CW96, HMLS09, LAB+06, WB07] have suggested that no single formal method can cover all aspects of a verification problem, therefore engineering bridges between complementary verification tools to enable their effective interoperability may increase the verification capabilities of verification tools.

As mentioned before, we distinguish two formal approaches to software correctness, namely constructive and analytical approaches where the former aims at verification of high-level properties of abstract model of the software and the latter focuses on verification of properties at code level. A wide range of verification tools exist to support both approaches provided by formal methods’ communities worldwide. A high level look at these two approaches suggests that the constructive and analytical approaches should complement each other well. Nevertheless, our understanding and experience of how these approaches can be combined at a large scale is very limited. This represents an opportunity to combine these approaches in a way that complement each other effectively.

We have chosen Event-B [Abr10] and Dafny [Lei10] as examples of constructive and analytical approaches respectively. Event-B is a formal approach for modelling and verifying software systems. An Event-B model is built through a number of successive refinement steps starting from an abstract representation of the system towards a concrete level. Event-B is supported by an open platform called Rodin [ABH+10]. Dafny is a programming language and verifier. Dafny pursues the idea of design-by-contract [Mey02] in which the specification annotations are embedded in the language. A Dafny program can be specified formally with the help of its rich set of built-in specification constructs. Given a program code and its formal specification, the Dafny tool can verify the program against its specification.

The main motivation of this research is to increase interoperability and effectiveness of different formal approaches to software correctness by building a link between constructive (Event-B) and analytical (Dafny) approaches. Our aim is to develop a combined method to employ the abstraction and refinement power of Event-B with the static code analysis of Dafny in the process of constructing correct software. This method is beneficial for both Event-B and Dafny users. It makes the abstraction and refinement
of Event-B available for generating Dafny code and contracts which are correct with respect to a higher level of abstract specification in Event-B and provides a framework in which Event-B models can be implemented and verified in a programming language.

1.2 Contributions

As previously stated, the aim of this work is devising a method to develop verified software by employing a combination of constructive and analytical approaches. The idea is to start with an abstract specification of the system under development in Event-B and refine it towards a concrete implementation in Dafny in a way that the implementation satisfies the abstract specification. The verification task is split over different refinement levels in Event-B and Dafny where high-level specification and algorithmic structure are verified in Event-B and low-level code-oriented properties (e.g. correctness of sequentially composed assignment statements) are verified at Dafny level.

This thesis introduces two methods for linking Event-B and Dafny. The first method transforms an Event-B model to Dafny method declarations and pre- and post-conditions without actual implementation of the model. By contrast, the second method results in derivation of the algorithmic structure and the implementation of the model in Dafny. The rest of this section outlines the two aforementioned methods and contributions of this thesis.

- **First Contribution: Event-B Model to Simple Code Contracts** The first contribution of this thesis is introducing an approach for transforming Event-B models to simple Dafny code contracts (i.e. method’s pre- and post-conditions) in a way that any implementation that satisfies the generated code contracts is considered to be a correct implementation of the abstract Event-B specification. The aim of this approach is to generate Dafny code contracts from Event-B models rather than implementation. Providing a Dafny implementation that satisfies the generated contracts will remain as a future task for the modeller. We have developed a tool for automatic transformation of Event-B models to simple Dafny contracts. The approach and the tool are validated through a number of case studies.

- **Second Contribution: Scheduled Event-B** Transformation of an abstract model to simple Dafny code contracts will work fine for simple algorithms (e.g. manipulation of simple abstract datatypes) as there is usually an implementation that can be verified against the generated code contracts in Dafny with minimal effort (in terms of providing new assertions such as complicated loop invariants, variants, and etc.). However, if there is no implementation that can satisfy the generated code contracts without providing further complex assertions, then the
The aforementioned approach is not considered to be efficient since the gap between the abstract Event-B specification and the concrete implementation is significant. One way to lessen this gap is to take advantage of refinement in Event-B in order to derive and verify the implementation in a series of refinement steps before transforming the model to Dafny code and contracts.

Developing an algorithm in Event-B usually starts with one or more atomic event specifying different desirable outcomes of the algorithm (e.g. success or failure of a search algorithm). Further refinements introduce more events to the model in order to decompose atomicity of the abstract events and add more details on how the goal of the algorithm is going to be achieved. In each refinement level, execution of a group of events in a specific order which is enforced by event guards, results in achieving the goal. The final (concrete) refinement level usually specifies all the necessary deterministic steps that are needed to be taken in order to fulfil the main objective of the algorithm. The concrete level is much closer to the final implementation than the abstract specification. However, because Event-B lacks explicit control structure, it is still difficult to transform the model to the final code.

The second contribution of this thesis is called Scheduled Event-B (SEB) which addresses the problem of control flow in Event-B by augmenting it with a scheduling language in order to make the algorithmic structure explicit. The scheduling language allows the modeller to make the control flow and algorithmic structure explicit as soon as the development is started in abstract level. The proposed scheduling language contains familiar control constructs like (deterministic/non-deterministic) loops and branches. We have introduced a number of refinement patterns in order to make it easier for the modeller to refine the abstract control flow to a more concrete one. The final refinement level will lead to a model with deterministic algorithmic structure and events which is very similar to the final program code and can be easily transformed to implementation. We have used SEB to develop couple of examples including the Schorr-Waite graph marking algorithm.

- **Third Contribution: Scheduled Event-B to Dafny** An Event-B model comprises of atomic guarded events with a number of actions (assignments) which model the state changes in the system. Scheduled Event-B imposes control flow on atomic events rather than individual actions. However, in a sequential programming language we cannot execute a number of assignments atomically hence we need to sequentialise assignments in the final code properly. The third contribution of this thesis is to formulate the transformation of a Scheduled Event-B model to Dafny implementation. This includes the sequentialisation of events’ actions and translation of control structures to their Dafny counterparts. The transformation also leads to the generation of a number of Dafny assertion for verification of the sequentialisation correctness at the code level.
To sum up, the overall contribution of this thesis is the development of a method for developing correct sequential programs by linking high level specifications in Event-B and low level program and contracts in Dafny. This thesis links Event-B and Dafny and experiments with the combined method in two ways:

- First, by providing an approach for direct mapping between Event-B specifications and Dafny method code contracts (i.e. pre- and post-conditions) in a way that satisfying the Dafny contracts by any implementation implies that the implementation is a correct refinement of the abstract Event-B model.

- Second, by augmenting Event-B with a scheduling language that allows derivation of algorithmic structure in a stepwise manner and transforming the model to code and contracts in Dafny in a way that most of the verification is performed in Event-B refinement step and only sequentialising event actions is verified in the Dafny level.

1.3 Publications

Parts of this thesis has been already published in the following papers:


- Mohammadsadegh Dalvandi, Michael J. Butler, and Abdolbaghi Rezazadeh. Transforming Event-B models to Dafny contracts. ECEASST, 72, 2015


1.4 Report Organisation

This thesis is organised in 9 chapters. Chapter 2 provides background information on Event-B and Dafny. Chapter 3 explains the methodology, transformation rules, and the formal basis of our work for transforming Event-B models to simple Dafny code contracts. Chapter 4 illustrates three examples of Event-B models and their transformation to simple Dafny code contracts. The tool support for simple contract generation is discussed in Chapter 5. In Chapter 6 Scheduled Event-B (scheduling language and refinement
patterns) is discussed. Chapter 7 presents two case studies (a sorting algorithm and the Schorr-Waite algorithm) and their development in Scheduled Event-B. The final step of the development, generation of Dafny executable code and contracts required for verification is presented in Chapter 8. Finally, Chapter 9 concludes this thesis.
Chapter 2

Background

This chapter provides background information that is necessary for understanding this work. In Section 2.1, we provide a brief overview of Guarded Command Language. In Section 2.2, we introduce the Event-B formal method and its tool support. In Section 2.3 Hoare logic and some of its inference rules are discussed. Section 2.4 introduces refinement calculus. The concept of design by contract is briefly presented in Section 2.5. Section 2.6 provides preliminary information on the Dafny language and verifier. Finally, in Section 2.7 an overview on the related work to development of verified software with model-based formal methods and linking different formal approaches is presented.

2.1 Guarded Command Language

Guarded command language (GCL) was presented by Dijkstra in 1970s [Dij75]. The language is based on the concept of the guarded commands. It provides choice and iteration constructs and allows non-determinism in the program. By using GCL a program can be constructed without necessarily determining the computation or a unique final state. The syntax of the language is as follows:

\[
\begin{align*}
\langle \text{guarded command} \rangle & ::= \langle \text{guard} \rangle \rightarrow \langle \text{guarded list} \rangle \\
\langle \text{guard} \rangle & ::= \langle \text{boolean expression} \rangle \\
\langle \text{guarded list} \rangle & ::= \langle \text{statement} \rangle \{ ; \langle \text{statement} \rangle \} \\
\langle \text{guarded command set} \rangle & ::= \langle \text{guarded command} \rangle \{ \boxdot \langle \text{guarded command} \rangle \} \\
\langle \text{alternative construct} \rangle & ::= \textbf{if} \langle \text{guarded command set} \rangle \textbf{fi}
\end{align*}
\]
where other statements is an assignment or a procedure call. The semicolon represents sequential composition. If the guarded list is executed then its statements will be executed from left to right. A guarded command is a component of a guarded command set. Using alternative and repetitive constructs, a statement can be constructed out of a guarded command set. If an alternative construct is executed and there is no guarded command in the guarded command set which its guard is true then the program aborts otherwise an arbitrary guarded command with a true guard will be executed. If a repetitive construct is executed and there is no guarded command with a true guard in the guarded command set then the loop terminates. Otherwise one of the guarded commands with a true guard will be arbitrary chosen for execution in each iteration.

2.1.1 Weakest Pre-condition

Dijkstra used the concept of weakest pre-condition to define the semantics of the language. The notation \( wp(S,R) \) (where \( S \) and \( R \) are an statement and a condition on the state of the system, respectively) denotes the weakest pre-condition for the initial state such that execution of \( S \) is guaranteed to be terminated in a state satisfying the post-condition \( R \) [Dij75, Dij76]. Some of the weakest pre-condition rules are as follows:

- **Skip:**
  \[
  wp(skip, R) = R
  \]

- **Assignment:**
  \[
  wp(x := E, R) = R[E/x]
  \]

- **Sequence:**
  \[
  wp(S_1 ; S_2, R) = wp(S_1, wp(S_2, R))
  \]
• Alternative

\[
wp(\text{if } E_1 \Rightarrow S_1 \land \ldots \land E_n \Rightarrow S_n, R) = (E_1 \lor \ldots \lor E_n) \\
\land (E_1 \Rightarrow wp(S_1, R)) \\
\ldots \\
\land (E_n \Rightarrow wp(S_n, R))
\]

Weakest-preconditions are a special kind of a more general concept called *Predicate Transformer*. A predicate transformer is a total function on the state of the program which relates a post-condition to a pre-condition in a way that if the program is executed under that pre-condition, it is guaranteed to terminates in a state satisfying the post-condition. In this thesis we write a predicate transformer as follows:

\[ S.q \]

where \( S \) is a statement and \( q \) is the post-condition.

Later in this thesis we use guarded command language and predicate transformers to define the semantics of Event-B, Dafny and our scheduling language.

### 2.2 Event-B

Event-B is a formal modelling language for system level modelling based on set theory and predicate logic for specifying, modelling and reasoning about systems, introduced by Abrial [Abr10]. Although Event-B is evolved from B-method, they are used for different purposes. The purpose of the B Method [Abr05] is the development of correct by construction software, while the Event-B aims at the system modelling which may include hardware, software and environment of operation [JLPC12]. Event-B is greatly inspired by the notion of Action Systems [BKS88] and Guarded Commands [Dij75, Dij76]. The structure of an Event-B specification is similar to those in Action Systems where the behaviour of the system is specified by guarded actions.

In the rest of this section the Event-B method is described. The structure of Event-B models, stepwise refinement, and proof obligations are discussed in more details.

#### 2.2.1 Structure and Notation

A model in Event-B consists of two main part: *contexts* and *machines*. The static part (types and constants) of a model is placed in a context and is specified using carrier sets, constants and axioms. The dynamic part (variables and events) is specified in a
machine by means of variables, invariants and events. A context, say $C$, can be seen by one or more machines and it can be extended by another context $D$. A machine, say $M$, can be refined by another machine $N$. In this case, it is said that $N$ is refinement of $M$ and $M$ is an abstraction of $N$. If machine $M$ can see context $C$, then $N$ can see context $C$ too. Figure 2.1 illustrates the relation between machines and contexts in an Event-B development.

![Figure 2.1: Machine Refinement and Context Extension](image)

In the above figure machine $M_0$ is the most abstract machine and $M_n$ is the most concrete machine in the development.

### 2.2.1.1 Context Structure

To describe the static part of a model there are four elements in the structure of a context: carrier sets, constants, axioms, and theorems. Carrier sets are represented by their name and they are disjoint from each other. Constants are defined using axioms. Axioms are predicates that express properties of sets and constants. Theorems in contexts should be proved from axioms.

### 2.2.1.2 Machine Structure

A machine in Event-B consists of three main elements: (1) a set of variables, which defines the states of a model (2) a set of invariants, which is a set of conditions on state variables that must hold whenever a variable is changed by an event and (3) a number of events which model the state change in the system. Each event may have a number of assignments called actions. Each event may also have a number of guards. Guards are predicates that are implicitly conjoined forming the necessary overall enabling condition of an event. Note that an event might not have any guards, in this case that event will always be enabled. An event may have a number of parameters. Event parameters are
considered to be local to the event. Variables and invariants are denoted by \( v \) and \( I(v) \) respectively. An event may have one of the following forms:

\[
\text{Evt} \triangleq \text{when } P(v) \text{ then } S(v) \text{ end}
\]

\[
\text{Evt} \triangleq \text{any } t \text{ when } P(t,v) \text{ then } S(t,v) \text{ end}
\]

The difference between above events is that the first event does not have any parameters while the second one has one or more parameters represented by \( t \). \( P(v) \) and \( P(t,v) \) denote guards and \( S(v) \) and \( S(t,v) \) denote actions.

As mentioned above, actions are assignments describing the associated state change with an event. An assignment may have one of the following types: (1) deterministic assignment, (2) non-deterministic assignment of a value from a set, or (3) non-deterministic assignment of a value satisfying a predicate. There may also be no action in an event which in that case it is shown by \texttt{skip}. Table 2.1 shows these three types and a simple example for each.

<table>
<thead>
<tr>
<th>Type</th>
<th>Assignment</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>deterministic</td>
<td>( x := E(t,v) )</td>
<td>( x := x + 1 )</td>
</tr>
<tr>
<td>non-deterministic</td>
<td>( x \notin E(t,v) )</td>
<td>( x \notin A \cup {y} )</td>
</tr>
<tr>
<td>non-deterministic</td>
<td>( x \downarrow Q(t,v,x') )</td>
<td>( x,y : x' &gt; y \land y' &gt; x' + z )</td>
</tr>
</tbody>
</table>

\textbf{Table 2.1: Assignment Types in Event-B}

In the Table 2.1 [AH07] \( x \) is a variable, \( E(t,v) \) is an expression, and \( Q(t,v,x') \) is a predicate.

There also maybe \textit{theorems} in a context or a machine. Axioms, invariants, and guards can be marked as theorems. This means that the validity of the theorem should be proved by axioms, invariants, and guards which appeared before the theorem [AH07].

Events may be labelled as \textit{convergent} which means that the event requires a \textit{variant}. A variant is a natural number or finite set expression which must be decreased by all \textit{convergent} events. This is to prove that events do not diverge and a chosen set of events are enabled only a finite number of times before a terminating event occurs [AH07].

\subsection{2.2.2 Refinement in Event-B}

Modelling a complex system in Event-B largely benefits from refinement as modelling a system in different levels of abstraction helps to tackle the complexity of design. Refinement is a stepwise process of building a large system starting from an abstract level towards a concrete level [But09, But13]. This is done by a series of steps in which, new details of functionality are added to the model in each step. The abstract level represents
key features and the main purpose of the system. The abstract model does not include implementation details and how the goal of the system is going to be achieved. Instead, it focuses on what is the goal of the system.

It is important to prove the correctness of refinement steps in Event-B. This is discussed in the next section in detail.

Refining an Event-B model may involve context extension and machine refinement. When a context is extended, new sets, constants, and axioms are added and sets and constants in abstract context will be kept in the extension. Context extension has no associated proof obligations.

All abstract events must be refined by one or more concrete events. New events can be added in a refined machine. All new events refine a dummy skip event in the abstract machine. The new events must not diverge. This means that they should not run for ever.

Each refinement may involve introducing new variables to the model. This usually results in extending abstract events or adding new events to the model. It is also possible to replace abstract variables by newly defined concrete variables.

Refinement of a machine may consist of refining existing events, adding new events, and adding new variables and invariants. Refining an existing abstract event may have one of the following two forms: (1) Extending the abstract event with new parameters, guards, and actions (horizontal refinement) or (2) Modifying parameters, guards, and actions of the abstract event (vertical refinement). In the former, abstract parameters, guards, and actions do not change. In the latter however, replacing and adding new parameters, guards, and actions are allowed. In both cases guards of concrete event should be stronger than guards of abstract event.

Concrete variables are connected to abstract variables through gluing invariants. A gluing invariant associates the state of the concrete machine with that of its abstraction. All invariants of a concrete model including gluing invariants should preserve for all events.

In Event-B, events may be seen as transition relations from one state to another. If $S$ is the state space of the the abstract model, then abstract event $a_i$ is a relation from $S$ to $S$. Similarly, if $T$ is the state space of the concrete model then the concrete event $c_i$ is a relation from $T$ to $T$. If $v$ is the set of abstract state variables and $w$ is the set of concrete state variables then:

\[
S = \{ v \mid I(v) \}
\]

\[
T = \{ w \mid \exists v. (I(v) \land J(v, w)) \}
\]
where \( I(v) \) and \( J(v, w) \) denote the abstract and concrete model invariants, respectively. Formally, the data refinement relation \( R \) between \( a_i \) and \( c_i \) is as follows:

\[
R = \{ w \mapsto v | I(v) \land J(v, w) \}
\]

\( R \) formalises the gluing invariants between abstract and concrete states. In this thesis, we use \( \sqsubseteq_R \) to denote data refinement through relation \( R \) and \( a_i \sqsubseteq_R c_i \) is read as “\( c_i \) is a data refinement of \( a_i \)”.

### 2.2.3 Before-After Predicates

In Event-B there is a predicate associated with every event action called before-after predicate. A before-after predicate (BA) denotes the relationship between the value of the variable which is updated by the action right before and right after the execution of that action.

A before-after predicate of an action can be simply obtained by priming the left-hand side variable of the assignment and substituting the assignment symbol (:=) with equality symbol (=). For example, assume that \( x := x + 1 \) is an event action. The associated before-after predicate with this action is as follows:

\[
x' = x + 1
\]

where \( x' \) represents the value of the variable after the execution of the action and \( x \) represents the value of the variable before the execution of the action. Before-after predicates are used in the construction of the proof obligations (See Section 2.2.4).

### 2.2.4 Proof Obligations in Event-B

For proving different aspects of a model a number of proof obligations are defined [Abr10]. In order to verify the model all proof obligations should be discharged. This can be done with the help of automatic provers or interactively. The different kinds of proof obligations are discussed in this section.

- **Invariant Preservation (INV)**: This proof obligation ensures that each invariant in a machine is preserved by all events in that machine.

- **Feasibility (FIS)**: This is to ensure that each non-deterministic action is feasible, i.e. there is an after state satisfying the corresponding before-after predicate.
- **Guard Strengthening (GRD)**: This proof obligation is to guarantee that the
  guards of a concrete event are stronger than the guards of its abstract event. This
  means that whenever the concrete event is enabled, the abstract event is enabled as well.

- **Simulation (SIM)**: Proving this proof obligation guarantees that each action
  in an abstract event is correctly simulated (i.e. the actions preserve the gluing
  invariant) in the corresponding refined event. This means that execution of a
  concrete event is not contradictory to its abstract event.

- **Numeric Variant (NAT)**: This proof obligation ensures that under the guards
  of each convergent event a proposed numeric invariant is indeed a natural number.

- **Finite Set Variant (FIN)**: Similar to the previous one, this proof obligation
  ensures that under the guards of each convergent event a proposed set variant is a
  finite set.

- **Variant (VAR)**: This proof obligation guarantees that each convergent event
  decreases a proposed variant expression.

- **Theorem (THM)**: This proof obligation is to guarantee that a theorem (defined
  in a context or machine) is provable.

- **Well-definedness (WD)**: This proves that guards, actions, invariants, axioms,
  theorems, and variants are well-defined. A well-defined expression is an expression
  which its definition assigns it a unique interpretation or value. If an expression is
  not well-defined, it is ambiguous.

### 2.2.5 Merging Rules

Event-B is used to model various kinds of systems (including hardware, software and
environment of operation). When a sequential program is developed in Event-B, once the
development is finished, events need to be merged in order to obtain the final sequential
program [Abr03]. An Event-B machine can be treated as a sequential program by
constructing a loop whose body is non-deterministic choice of events (E₁,E₂,...,Eₙ):

\[
\text{do } E₁ \square E₂ \square \ldots \square Eₙ \text{ od}
\]

To construct the final deterministic sequential program from events, a number of merging
rules are needed. Figure 2.2 illustrates two merging rules defined by Abrial [Abr10].

The first rule (M_IF) is defining a conditional statement. The second one (M_WHILE)
is for defining a loop statement. These rules say that if there are two events like the
left hand side of the \(\sim\) symbol, then they can be merged to form a pseudo-event like
Figure 2.2: IF and WHILE Merging Rules (taken from [Abr10])

<table>
<thead>
<tr>
<th>M_IF</th>
<th>M_WHILE</th>
</tr>
</thead>
</table>
| \[
\begin{align*}
\text{when} & \quad P \\
\text{then} & \quad Q \\
\text{end} & \quad \sim \text{then} \quad T \\
\text{end} & \quad \text{then} \quad \text{end}
\end{align*}
\] | \[
\begin{align*}
\text{when} & \quad P \\
\text{then} & \quad \sim \text{then} \quad T \\
\text{end} & \quad \text{then} \quad \text{end}
\end{align*}
\] |

The antecedent events of both rules are the one in the right hand side of the symbol. To avoid confusion, there are some incompatible side conditions which make them distinct. The second rule requires that the first antecedent event appears as convergent at one refinement level below that of second one. In this way by providing a variant, loop termination can be proved. Also the first event must keep the common condition $P^{[Abr10]}$.

Figure 2.3 shows an example of event merging. Two events ($inc$ and $dec$) are merged to form $inc\_dec$ event. To merge these two events, the first merging rule is applied.

**2.2.6 Rodin Platform**

Modelling in Event-B is facilitated by a tool called Rodin [ABH*10, ABHV06]. Rodin is an open source software which is built on top of the Eclipse IDE. It is an extensible and adaptable modelling tool. Various useful plug-ins have been developed in order to perform different tasks in Rodin. The ProB animator [LB08], the decomposition
plug-in [SPHB11], the code generator plug-in [EB11], and many other plug-ins are good examples of Rodin extensibility.

![Figure 2.4: An Screenshot of Rodin GUI (taken from [JLPC12])](image)

Rodin provides feedback about model text by detecting possible syntactic errors and produces error messages. One of the most important tasks which Rodin performs automatically is generating proof obligations. As mentioned in 2.2.4 proof obligations define what should be proved about the model. By trying to discharge proof obligations, developers can find possible errors in their design. Rodin applies automated provers to proof obligations in order to discharge them automatically. If a proof obligation is not discharged by automated tools, then Rodin provides facilities for interactive proving.

Figure 2.4 is a screenshot of Rodin platform taken from . A comprehensive and very useful guide on Rodin tool can be found in [ABHV06] and [JLPC12].

### 2.2.7 Theory Extension

To extend the built-in mathematical language of the Rodin tool, a feature called the Theory Plug-in has been developed to make the theory extension possible. A theory, which is a new kind of Event-B component, can be defined independently from a particular model and it is the means by which the mathematical language and mechanical provers may be extended [BM13]. Figure 2.5 illustrates the overall structure of Event-B theories.

A theory has a name and a number of type parameters. There may be a number of operators in a theory. A predicate operator defines a property on one or more expressions. A predicate operator may be infix or prefix. An expression operator is to form an expression from a number of expressions. New datatypes can be defined. A new datatype
declaration defines a new type constructor together with constructor and destructor functions for elements of the type. A rewrite rule is used to rewrite an expression in order to facilitate the proof. An inference rule is a list of hypothesis and a consequent which is parametrised by one or more variables.

Independent theories can be reuse in different modelling projects. For example sequences that are not part of the core mathematical language of Event-B are introduced by the theory of sequences.

### 2.3 Hoare Logic

Hoare Logic is a formal approach for reasoning about correctness of programs introduced in late 1960’s by C.A.R Hoare. In his famous paper “An Axiomatic Basis for Computer Programming”[Hoa69], Hoare states that for any given computer program all of its properties and all the consequences of its execution can be found out from its text by means of purely deductive reasoning. One of the important properties of a program is that whether the program serves its intended purpose. The intended behaviour of a program can be specified using general assertions about the values of the variables after the execution of the program. These assertions are called post-conditions. There are many cases in which the program can satisfy its post-conditions only if the variables have some specific values (conditions) before the program is initiated. These conditions can be specified with the same type of general assertions that are used to specify the values of the variables after the execution of a program. Assertions that specify the necessary values of the variables before execution of a program are called pre-conditions. If a pre-condition of a program is violated (i.e the pre-condition is not true) the outcome of the program is undefined. From a pre-condition \( P \), a program \( C \) and a post-condition \( Q \) a Hoare triple can be formed as follows:

\[
\{ P \} \ C \ \{ Q \} 
\]  

(2.1)

The above triple is interpreted as follows: “if \( P \) is true just before the execution of program \( C \) then \( Q \) is true immediately after execution of \( C \)”.  

---

**Figure 2.5**: Overall Structure of Event-B Theories (taken from [BM13])

<table>
<thead>
<tr>
<th>theory name</th>
<th>type parameters</th>
<th>( T_1, \ldots, T_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>{ ( Predicate Operator Definition ) }</td>
<td>{ ( Expression Operator Definition ) }</td>
<td>{ ( Data Type Definition ) }</td>
</tr>
<tr>
<td>{ ( Rewrite Rule ) }</td>
<td>{ ( Inference Rule ) }</td>
<td></td>
</tr>
</tbody>
</table>
2.3.1 Rules of Hoare Logic

There are a number of axioms and inference rules for Hoare logic. This section intends to describe some of the important axioms and inference rules of Hoare logic. The axioms of Hoare logic are specified by schemas which can be instantiated. The inference rules of Hoare logic have the following form:

\[ \vdash S_1, \ldots, \vdash S_n \implies \vdash S \]  
(2.2)

In the above inference rule schema, \( \vdash S \) is the conclusion and \( \vdash S_1, \ldots, \vdash S_n \) are the hypotheses of the rule.

2.3.1.1 The Assignment Axiom

The Hoare assignment axiom has the following form:

\[ \vdash \{ P[E/V] \} \ V := E \ { P } \]  
(2.3)

In above axiom \( V \) is any variable, \( E \) is any expression, \( P \) is any statement and \( P[E/V] \) is the result of substituting \( E \) for all occurrences of \( V \) in the \( P \). This axiom states that for any variable \( V \) and expression \( E \), statement \( P \) is true after execution of command \( V := E \) if \( P[E/V] \) is true before the execution. To illustrate this, assume there is a command as follows:

\[ X := X + 1 \]

For the statement \( X = n + 1 \) to be true after execution of the command, the following statement must be true before execution:

\[ X + 1 = n + 1 \]

So the following Hoare triple holds:

\[ \{ X = n \} \ X := X + 1 \ { X = n + 1 } \]

It is important to note that the Hoare assignment axiom is backwards from what you may expect. Using this axiom a precondition may be found based on the post-condition \( P \) and it is not used to discover a post-condition from the pre-conditions. There is a
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forwards version of assignment axiom which is often called Floyd’s assignment axiom [ST07]. The axiom has the following form:

\[ \vdash \{P\} V := E \left\{ \exists v. (V = E[v/V]) \wedge P[v/V] \right\} \]  

(2.4)

In the Floyd assignment axiom the existentially quantified variable \( v \) is the value of \( V \) before execution of the assignment \( V := E \). The post-condition states that the value of \( V \) must be equal to the value of \( E \) evaluated in the state before execution of the program therefore because \( P \) was true before the execution it still holds for the value of \( v \) after execution.

2.3.1.2 Pre-condition Strengthening

The pre-condition strengthening rule allows a pre-condition to be replaced with a stronger one and has the following form:

\[ \vdash P' \Rightarrow P, \vdash \{P\} C \{Q\} \]

\[ \vdash \{P'\} C \{Q\} \]  

(2.5)

2.3.1.3 Post-condition Weakening

Similar to the previous rule, the post-condition weakening rule allows to replace a post-condition with a weaker one and has the following form:

\[ \vdash \{P\} C \{Q\}, \vdash Q \Rightarrow Q' \]

\[ \vdash \{P\} C \{Q'\} \]  

(2.6)

2.3.1.4 The Composition Rule

If there are programs \( C_1 \) and \( C_2 \) and the post-condition of the former (\( Q \)) is the pre-condition of the latter and these programs are executed sequentially \((C_1; C_2)\) then the rule of composition with the following form can be applied to them:

\[ \vdash \{P\} C_1 \{Q\}, \vdash \{Q\} C_2 \{R\} \]

\[ \vdash \{P\} C_1; C_2 \{R\} \]  

(2.7)

2.3.1.5 The Conditional Rule

The conditional rule of Hoare logic has the following form:
\[ \frac{\vdash \{ B \land P \} C_1 \{ Q \}, \vdash \{ \neg B \land P \} C_2 \{ Q \}}{\vdash \{ P \} \text{IF } B \text{ THEN } C_1 \text{ ELSE } C_2 \{ Q \}} \tag{2.8} \]

### 2.3.1.6 The WHILE Rule

If an assertion \( P \) is true before and after execution of program \( C \) then it is called an *invariant* of the program. If we have a while loop with test condition \( B \) and \( P \) is an invariant of the body of the loop, then the **WHILE** rule states that the \( P \) is an invariant for the whole loop. An invariant which holds for the whole loop is called a *loop invariant*.

\[ \frac{\vdash \{ P \land B \} C \{ P \}}{\vdash \{ P \} \text{WHILE } B \text{ DO } C \{ P \land \neg B \}} \tag{2.9} \]

From the above rule it can be seen that the loop condition must be false when the loop is terminated. The above rule is enough for partial correctness. Partial correctness means that provided that the algorithm is terminated the post-conditions are established. Total correctness, however, requires the proof of termination as well. The following is the **WHILE** rule for total correctness:

\[ \frac{\vdash \{ P \land B \land (E = n) \} C \{ P \land (E < n) \}, \vdash P \land B \Rightarrow E \geq n}{\vdash \{ P \} \text{WHILE } B \text{ DO } C \{ P \land \neg B \}} \tag{2.10} \]

In the above rule \( E \) is a *loop variant*. A variant is an integer-valued expression that decreases on each iteration of the loop. Variable \( n \) is an auxiliary variable specifying the fact that \( E \) decreases. The rule has an extra hypothesis that ensures the non-negativity of the variant.

### 2.4 Refinement Calculus

The refinement calculus, introduced by Back, Morgan, and Morris independently \([BW98, \ Bac88, \ Mor87, \ MRG88]\), is a formal framework based on higher order logic and lattice theory. It unifies the stepwise refinement and program transformation together with invariant-based approaches in order to use them as a tool for derivation of correct programs in a stepwise manner \([Bac88]\). Basically, the calculus provides a framework to answer the following two questions formally: 1) is a program correct with regard to a given specification, and 2) how a program can be refined (improved) while the correctness is preserved \([BW98]\).

The refinement calculus extends the guarded command language \([Dij75]\) of Dijkstra with the notion of *contracts* which is a generalisation of programs and specifications where refinement is a relation between contracts. In the refinement calculus specifications
are considered as program statements, which are not necessarily executable. However specifications define some properties on the program state which should be satisfied [Bac88].

A refinement relation between two programs $S$ and $S'$ is considered as correct if $S'$ satisfies all the specification that $S$ satisfies. If $S$ is a program that is correctly refined by program $S'$ then $S \subseteq S'$ denotes the refinement relation. In formal words, if $S \subseteq S'$ and $\{p\} \ S \ \{q\}$ holds then $\{p\} \ S' \ \{q\}$ also holds where $p$ is a pre-condition and $q$ is a post-condition for $S$ and $S'$.

Using the refinement calculus, program derivation starts with a high-level (and probably non-executable) specification. This specification is then refined by program constructs where there still may be some parts that are not implemented. This process continues until all the unimplemented specifications are replaced by executable program text. The refinement calculus provides laws for replacing non-deterministic specification statements with deterministic program structures (sequential composition, if-statements and while-statements). In this thesis we use the refinement calculus mainly in Chapter 6 to define our schedule refinement rules.

### 2.5 Design by Contract

Design by Contract is a design approach for developing verified software introduced by Meyer [Mey02]. The approach extends program text with specification constructs. Method pre- and post-conditions, loop invariants, and assertions are among the specification constructs and are referred to as contracts. A method is usually annotated by pre- and post-conditions to specify its intended behaviour. The idea is that if a method $p$ is called in a state that its precondition $\text{pre}(p)$ is true then after execution of procedure $p$, the postcondition $\text{post}(p)$ will be true [AFPds11b]. This idea is implemented by some programming languages by embedding contracts in their code. Examples of these programming language and approaches are Eiffel [Mey92], Dafny [Lei10], JML [LBR06], VCC [DMS09], Spec# [BLS05] and Spark [Bar97].

### 2.6 Dafny

The purpose of this section is to introduce the Dafny language [Lei10] and its static program verifier. Dafny is an imperative, class-based language [Lei10] which allows both strong and weak typed variables. Dafny implements the verification method of Hoare logic where a program can be specified with pre- and post-conditions. In the Dafny language, pre and post-conditions are influenced by the Eiffel language [Mey92] and the idea of design-by-contract [Mey02]. Dafny is an object-oriented programming
language with generic classes and allows creation of objects which gives rise to pointers \cite{LM10}. Despite the fact that Dafny is a class-based language, it does not support subclasses and inheritance. However, there is a built-in \texttt{object} type that is a supertype of all class types. Dafny supports inductive datatypes and has its own specification constructs. Standard pre- and post-conditions, framing construct (See Section 2.6.1.8) and termination metrics (See Section 2.6.1.6) are included in the specifications. In this thesis we call these specification constructs code contracts. The language also offers recursive functions, sets, sequences and some other features to support specification. Dafny allows the definition of \texttt{ghost} variables. A ghost variable is a variable that is used by the Dafny verifier and ignored at run time. A ghost variable is used for specification purposes only and does not appear in any part of the implementation. Specifications and ghost variables are omitted by the compiler and are used just during the verification process.

The Dafny verifier attempts to verify different parts of a program locally (modular verification) and infer the correctness of the whole system from those locally verified parts. The Dafny verifier translates a Dafny program to an immediate verification language known as Boogie 2 \cite{Lei08}. This is done in a way that the correctness of the generated Boogie program implies the correctness of the Dafny program. First-order verification conditions then are generated by the Boogie tool and are then passed to an SMT-solver which is called Z3 \cite{DMB08}.

The Dafny compiler generates code compatible with .NET platform via intermediate C\# programs. The support for compilation and interfacing with .NET code is minimal.

The rest of this chapter is an overview to the Dafny language and some of its basic structures. Also few examples are discussed in more detail.

### 2.6.1 Basics of Dafny

#### 2.6.1.1 Methods

A method in Dafny is a piece of imperative, executable code and is one of the basic units of a Dafny program. In Listing 2.1 an example of a simple Dafny program is presented. In this example method $C$ has two arguments and returns an integer value.

```dafny
module A{
    class B{
        var x: int;

        function isPositive (a: int) : bool {
            if a >= 0 then true else false
        }
    }
}
```
method C(b:int, c:int) returns (d:int)  
requires b >= c; 
modifies this;  
ensures isPositive(d); 
{  
x := b - c;  
d := x;  
assert x == d;  
}

method testing()  
modifies this; 
{  
var m := C(3,3);  
assert m >= 0;  
assert m <= 0;  
}

Listing 2.1: A Simple Example of a Dafny Program

Types of variables $b$, $c$ and $d$ are integer. Types are required for each parameter and return value. Types come after a colon following the name of parameters or return values. There can be single or multiple parameters or return values for each method.

In Dafny, assignment operator is “:= ” while “== ” is used for equality. To return a value from a method, the value is assigned to one of the return values. Return statements also can be used if one wants to return a value before the end of the code block is reached.

2.6.1.2 Pre- and Post-conditions

The verification power of Dafny originates from its annotations. Program behaviour can be annotated in Dafny using specification constructs such as pre- and post-conditions. The verifier then tries to prove that the code behaviour satisfies its annotations. This approach leads to producing correct code not only in terms of its syntax but also in terms of its behaviour.

There are several ways to annotate a program in Dafny. Methods’ pre- and post-conditions are among them. Dafny uses the ensures keyword for post-condition declaration. A post-condition is always a boolean expression. The reason return values are given a name is now clear since in this way they can be easily referred to in a method’s post-conditions. Each method can have more than one post-condition which can either be joined with boolean and (&&) operator or be defined separately using the ensures keyword. To declare a pre-condition the requires keyword is used. Like post-conditions multiple pre-conditions are allowed in the same style. Pre- and post-conditions are placed after method declarations and before method body.
2.6.1.3 Assertions

Assertions are another useful annotations in Dafny. They can be placed somewhere in the body of a method and state that what they are asserting is true when the program control reaches there. In Dafny the `assert` keyword is used for assertions. The purpose of assertions is to check that what you are expecting from your program in different points is true or not. Consider the method `testing` from the Listing 2.1 where `m` is a local variable. In this case, the return value of method `C` is assigned to variable `m`. There are two assertions in the method `testing`. Dafny can trivially prove the first one but it reports assertion violation for the second one. From the body of the method `C` it can easily be inferred that if both input values are equal, then the subtraction of them would be zero. The point here is that Dafny does not reason about the other methods by looking at their bodies. Dafny forgets about every other methods’ body in the program except for the one which it is trying to prove. The only thing that Dafny knows about the other methods in the program, is their pre- and post-conditions. With this approach Dafny can be used to reason about each method in isolation and this leads to simplification of verification.

Now, if we add the following post-condition to method `C` then Dafny will be able to prove the second assertion in method `testing`:

```plaintext
ensures d == b - c
```

2.6.1.4 Functions

Functions in Dafny have very similar concept to mathematical functions. A Dafny function cannot write to memory and consists of just one expression. Functions are required to have only one unnamed return value. In Listing 2.1 a function (`isPositive()`) which takes a single integer and returns a boolean value can be seen.

This function evaluates the value of `a` and if it is positive the function returns `true`, otherwise `false`. The most important fact about functions is that they can be used directly in annotations. The other point is that unlike methods, Dafny does not forget about a function’s body. It is also important to bear in mind that functions can only appear in annotations and they will not be part of the compiled code. Functions are just there to provide help for specification and verification. Yet someone might find it useful to have a function in a real code. If this is the case, then a function can be defined as `function method`. 
2.6.1.5 Loop Invariants

Loop invariants are discussed in 2.3.1.6. A loop invariant is an expression that holds upon entering a loop and after each execution of the loop body. Consider the following method:

```plaintext
def test2(n: nat)
{
    var i := 0;
    while (i < n)
    {
        i := i + 1;
    }
    assert i == n;
}
```

From the body of the loop it is obvious that after exiting the loop, the value of variable \( i \) is equal to \( n \) and what is asserted in the method should be proved. However Dafny is unable to prove the assertion since it lacks a suitable loop invariant. The following loop invariant is needed here to make verification possible for Dafny:

```plaintext
def test2(n: nat)
{
    var i := 0;
    while (i < n)
    invariant 0 <= i <= n
    {
        i := i + 1;
    }
    assert i == n;
}
```

The important challenge with loop invariants is to identify an invariant which is preserved by the loop and also is suitable for the loop post-condition.

2.6.1.6 Termination

Loop termination can be proved by Dafny. For this purpose Dafny uses `decreases` annotations. In some cases Dafny guesses the suitable decrease expression for the loop. If the loop condition is a comparison in the form of \( A > B \) then Dafny makes a guess like:

```plaintext
decreases A - B
```

If the verifier cannot verify the guessed decrease expression then a correct decreases expression should be made explicit by the programmer.

Dafny proves termination in two situations: loops and function recursion. In each of these situations the `decreases` annotation should be either explicitly expressed by the user or correctly guessed by Dafny. The `decreases` annotation is an expression which is
required to decrease in each iteration of a loop or recursive call. Dafny verifies two things about `decreases` annotation. First it verifies whether the expression is getting smaller and second that it is bounded. Dafny assumes that the bound of integer expressions are zero. The following example illustrates the use of `decreases` annotation:

```d
while (0 < i)  
  invariant 0 <= i;  
  decreases i;  
  {  
    i := i - 1;  
  }
```

This annotation is used in functions in a similar way to the loops for proving termination of recursive calls.

### 2.6.1.7 Predicates

A predicate is a function which returns a boolean value and it has its own construct and reserved keyword `predicate`. It has the following form:

```d
predicate abc (a: T)  
{  
  ...  
}
```

The benefit of using predicates is that the code will be shorter and more readable as there is no need to write a long property many times.

### 2.6.1.8 Framing

In a Dafny program a method can freely read whatever it wants from the memory by dereferencing a variable or expression. But this is not the same for modifying the memory. A method is just allowed to modify those parts of the program that are specified by the `modifies` clause. Unlike the methods, functions are not allowed to modify the memory. Furthermore they are not allowed to read anything from the memory unless it is specified by the `reads` clause. Specifying that which parts of a program’s states are allowed to be changed by a method or read by a function is called framing.

Framing is specified in object granularity for the purpose of simplification. Hence the `modifies` and `reads` clauses indicate sets of objects that a method can modify or a function can read. One important point about the aforementioned sets of objects is that in many cases they should be dynamically updated since the set of possible objects that a program can modifies may change dynamically. To address this issue Dafny uses the concept of dynamic framing. In this approach Dafny uses a set-valued ghost variable to specify the frame. To clarify the use of framing, consider the following example:
As it is shown, this is a predicate which determines whether array \( a \) is sorted or not. It is important to provide a sufficient reads clause for the predicates. In this case reads \( a \) is sufficient and should be provided, otherwise the verifier will complain and returns an error.

### 2.6.1.9 Modules and Refinement

Modules provide a way to group related parts of a program together in Dafny. An example of a module can be seen in Listing 2.1 where the class \( B \) is defined inside of the module \( A \). A module can import other modules or can be imported by other modules with the import keyword. Modules are used for code re-use and it is also possible to separate implementation from interface by abstracting over modules. One module can be put inside another module in a nested fashion.

Dafny has some support for refinement which makes “programming in stages” possible; even though this feature is still experimental. With this feature a module can refine another module with the refines keyword. An example of refinement in Dafny is as follows:

```dafny
module m0{
    method test_a (a: int) returns (b: bool)
    ensures a > 0 ==> b == true

    method test_b (a: int) returns (b: bool)
}

module m1 refines m0{
    method test_a...
    ensures a < 0 ==> b == false
    {
        if(a > 0)
        {
            b := true;
        }
        else
        {
            b := false;
        }
    }
}
```

In the example, module \( m1 \) refines module \( m0 \). In this refinement, method \( test_a \) is refined and a new post condition and several lines of code are added to it. The ‘‘...’’
in the method declaration, informs the verifier that it should take whatever is in the module that it is refining; in this case taking the signature and the postcondition of the method, from $m0$.

### 2.6.2 Dafny IDE

The Dafny program verifier is supported by an IDE [LW14] which is an extension of the Microsoft Visual Studio. The IDE provides design-time feedback. This means that the IDE runs the verifier in the background hence the user does not need to invoke the verifier.

Information such as variable types, loop invariants, and so on are made available by the Dafny IDE through hover text. The user can hover the mouse cursor over the program text to access to provided information. The tool also provides lots of verification error messages with useful information. This helps the user to debug the program easier.

![Figure 2.6: A Screenshot of Dafny IDE (taken from \[LW14\])](image)

There is a web-based version\(^1\) of the Dafny verifier which can be run within a web browser. Also it is possible to run the verifier from command line. A screenshot of Dafny IDE can be seen in 2.6. More details about the IDE can be found in [LW14].

\(^1\)http://rise4fun.com/dafny
2.7 Related Work to Development of Verified Programs Using Formal Modelling Languages

In this section we briefly review the related work to development of verified code with formal modelling languages. In particular, we discuss some of the work on code generation, linking constructive and analytical approaches, and control flow and algorithmic structure in Event-B.

Many research has been performed in order to generate executable program code from high-level formal models. However, there is very little research on generating code contracts from Event-B models. To the best of our knowledge, no research has been carried out in order to generate verifiable Dafny code from Event-B models.

*EventB2Dafny* [CLR12] is a Rodin plug-in for translating Event-B proof obligations to Dafny code. The aim of *EventB2Dafny* is to use the Dafny verifier as an external theorem prover for proving Event-B proof obligations. In order to do this, Event-B structures are formalised in Dafny as datatypes and their corresponding operators are defined as functions. The *EventB2Dafny* translates proof obligations to Dafny code with the aid of these formalisations of Event-B constructs. Constants are modelled with the use of 0-ary integer functions and axioms as boolean functions with a post-condition that introduces the axiom. Translation of theorems is similar to translation of axioms except that they are checked by the `assert` clause. Invariants are also modelled with boolean functions and can be asserted or assumed. As in Event-B all variables, constants, and carrier sets are implicitly non-null, this should be made explicit in Dafny. To do this, a non-nullness function that ensures that all constants and carrier sets are non-null, will be in the generated code. The plug-in supports the full Event-B syntax. We used the tool in order to translate proof obligations of our case studies in to Dafny code. But as the syntax of the Dafny language has been changed and new constructs are introduced to the language, the generated code by the plugin is not verifiable with the current version of Dafny verifier.

In [CRW13, RCn14] an approach for translating Even-B models to JML-specified [LBR06, BCC+05] Java code is presented. A Rodin plug-in called *EventB2JML* has been developed to automate the translation from Event-B models to Java specified code. The plug-in translates each Event-B machine to a JML-specified Java class implementation. Later, the implementation can be verified against the specification using existing JML verification tools. The plug-in translates an Event-B machine into a class. *EventB2JML* translates each Event-B event to a `guard` method containing the translation of the guards of the event and `run` method which contains translation of actions of the event. Only when the `guard` method returns true, can the `run` method be executed. *EventB2JML* implements Event-B models by producing a Java thread implementation for each event
and does not impose any control flow on events. Also at the code level invariants need to be verified again using a static verifier.

Méry and Monahan in [MM13] proposed a transformation technique from an Event-B specification to an executable algorithm. The approach is mostly based on the work of Méry on refinement-based development of algorithmic systems [Méry09]. The transformation has two steps: (1) transforming an Event-B specification to a concrete recursive algorithm and (2) transforming from the recursive algorithm to an optimized iterative version. In this approach, first, the problem should be stated as method contracts in the form of Spec# contracts. Then an Event-B machine called \texttt{PREPOST} with the same contract as the method’s contracts is created. Then a machine called \texttt{PROCESS} refines \texttt{PREPOST} to generate a concrete specification that satisfies the contracts. Control information (in the form of events’ guards) is added in this refinement. A recursive algorithm is then generated from \texttt{PROCESS} machine. The recursive algorithm is transformed to an iterative one which is annotated with method’s contract. The generated code then should be verified by the Spec# static program verifier.

Abrial in [Abr03] proposed a method for developing sequential programs in an event-based approach. The approach is based on two merging rules for defining conditional statements and loops. Merging rules may be effective in many cases for derivation of sequential programs from Event-B models, however, they do not help with making the control flow in a model explicit. Due to this, using merging rules for automated code generation from Event-B models is not straightforward.

Hallerstede in [Hal09] presented the development and verification of the iterative Quicksort algorithm in Event-B and reported the benefits of using Event-B techniques like anticipated events and witnesses in developing sequential programs. Hallerstede and Leuschel in [HL12] report their experience in sequential program verification using Event-B. They presented the development and verification of models of two algorithms: the factorial algorithm and the Quicksort algorithm. They used Abrial’s merging rules for deriving the final program structure and used program counters for modelling sequentiality. They noted that adopting different refinement strategies can lead to different program structures for the same problem. This means that the refinement strategy and the program structure are coupled, and this limits the practical application of Event-B for developing sequential programs.

Making the control flow for Event-B models explicit has been explored by others as well. Hallerstede in [Hal10] introduced a method for specifying structured models in Event-B. The notation that is used by the method drives the generation of necessary proof obligations and also specifies the structure of a model. The method has a corresponding graphical notation in order to help the modeller to understand the structure of the model more easily. The notation allows the modeller to make the control flow explicit however it does not support concrete branches and loops. Illiasov in [Ili10] extended
Event-B with expressions called *flows* specifying the ordering between events. A flow allows the modeller to specify sequential composition, loop and choice. The approach uses the refinement of traces as a definition of the refinement relation and it relies only on theorem proving. The aforementioned approaches do not provide rules for introducing program structures in stepwise refinement. Boström in [Bos10] proposed a method for introducing control flow constructs to Event-B. The method provides a set transformers based semantics for Event-B and a scheduling language for describing the control flow in a model. The scheduling language has control constructs like branch and loop however it lacks explicit conditions for those constructs and does not introduce any rules for stepwise refinement of the schedule. Schneider et al. in [STW10] proposed a combined method by using CSP to provide explicit ordering for an Event-B model. Fürst et al. in [FHB+14] presented an approach for generating sequential code from Event-B model. In order to facilitate code generation a scheduling language for specifying event ordering is provided. The approach uses explicit program counters and auxiliary events for proving the correctness of the scheduled model. The auxiliary events and program counters can be problematic since for a model with complex control structure we may end up with a large number of control events and invariants which are necessary for proof. Edmunds and Butler in [EB11] proposed an extension to Event-B in order to facilitate code generation. The control flow in the model should be made explicit prior to code generation using a scheduling language. The approach does not support incremental introduction of control flow. Fathabadi et al. in [FBR14] introduced event refinement structure (ERS). ERS is a graphical notation for explicit representation of the relationship between abstract events and new events in a refinement level. It also provides a way for imposing explicit sequencing between events. ERS is designed for distributed systems and does not target sequential programs.

Research for generating code from formal models is not limited to Event-B. There is much research in the literature focusing on derivation of executable code from formal models in languages like VDM [AP11] and Z [SA92].

VDM is supported by a tool called VDMTools which supports automatic C++ and Java code generation [FLS+08]. The code generator supports about 95% of the VDM language. Overture [LBF+10] is an open source platform for supporting the construction and analysis of VDM formal models. Jørgensen et al in [JLC15] introduced a code generation platform for VDM in the Overture tool. The platform transforms a model to an Intermediate Representation (IR) in order to make the task of code generation easier. Since the IR is independent from any programming language, it can be later used for generation of code in different languages.

Rafsanjani and Colwill in [RC93] and Fukagawa et al in [FHY94] presented an approach for structural mapping from Object-Z [DRS95] (an object-oriented extension to Z) to C++ code. The main purpose of the approach was to aide the developer in obtaining
code. In [NH12] an approach for animating Object-Z specifications using C++ is presented. This approach extends the aforementioned structural mapping by covering a larger subset of the Object-Z language. In [RZ06] an approach for mapping a subset of Object-Z specifications to skeletal Java classes is introduced. The approach tries to take advantage of code contracts in order to ensure the correctness of the generated code. However the contracts are encoded in the program code as condition of branches and no static analysis is performed. Circus [WC02, WC01] is a unified language based on Z, CSP and refinement calculus for specifying, designing and programming concurrent programs introduced by Woodcock and Cavalcanti. It combines Z and CSP in a way that is suitable for refinement. A number of tools have been developed to provide support for refinement and code generation for Circus. Sennett in [Sen92] presents a notation to demonstrate how a program written in Ada satisfies a specification written in Z. Hamie in [Ham04] explains an approach for translating OCL to JML-specified Java code. Nielsen and et al. in [NLL12] discuss the combination of VDM with executable code.
Chapter 3

Transforming Event-B Models to Simple Dafny Code Contracts

In the previous chapter we discussed Event-B and Dafny in detail. Event-B in its original form does not have any support for the implementation phase. On the other hand, Dafny has very little support for abstraction and refinement. In this chapter we present a tool-supported development method by linking two verification technologies: Rodin and Dafny. Our method provides a way for transforming Event-B models to simple Dafny code contracts (method pre- and post-conditions). Our combined methodology is beneficial for both Event-B and Dafny users. It makes the abstraction and refinement of Event-B available for generating Dafny specifications which are correct with respect to a higher level of abstract specification in Event-B and provides a framework in which Event-B models can be implemented and verified in a programming language.

Transformation of Event-B formal models to annotated Dafny method declarations is achieved through a set of transformation rules. Using the transformation rules, one can generate code contracts from Event-B models but not implementations. The generated code contracts must be seen as an interface that should be implemented by the user. The user provided implementation can be verified later against the generated annotations (pre- and post-conditions) using an automatic verifier to prove its correctness with regards to the high level Event-B specification. The transformation rules are validated by being applied to a number of case studies including a map and a stack abstract data type (See Chapter 4). We have developed a tool that is based on these transformation rules for generating Dafny code contracts from Event-B models (See Chapter 5).

The rest of this chapter is structured as follows: Section 3.1 demonstrates the core idea of this chapter through an example, Section 3.2 explains the translation of an Event-B model (including generic types, model variables, and invariants) to a Dafny class. Section 3.3 explains the transformation of events to Dafny method contracts and its proof of correctness. Finally, Section 3.4 summarises the chapter.
3.1 Event-B to Dafny: The Core Idea

This section illustrates the core idea of transforming an Event-B model to Dafny code contracts through an example. It also discusses some of the issues and restrictions associated with the transformation.

3.1.1 A Demonstration

Assume that we want to model the enqueue operation of a fixed-size queue abstract data type. The queue has the generic type $ELEM$. There are two possible outcomes for the enqueue operation: first, the queue is full and consequently no new element can be added or second, the queue is not full and new elements can be added. The Event-B model presented in Listing 3.1 specifies the queue and its enqueue operation. The generic type $ELEM$ is specified in the context ($queueContext$). The queue itself is modelled using sequences\(^1\). The aforementioned possible outcomes are specified by events $enqueue1$ and $enqueue2$ for the first and second cases, respectively.

\begin{verbatim}
CONTEXT queueContext
SETS ELEM

MACHINE queueMachine SEES queueContext
VARIABLES q
INVARIANTS
  inv1: queue ∈ seq(ELEM)
  inv2: seqSize(queue) ≤ 5
EVENTS
Event INITIALISATION
then
  act1: queue := emptySeq
End

Event enqueue1
any e
where
  grd1: seqSize(queue) = 5
  grd2: e ∈ ELEM
then
  skip
End

Event enqueue2
any e
where
  grd1: seqSize(queue) < 5
  grd2: e ∈ ELEM
then
  act1: queue := seqAppend(queue, e)
\end{verbatim}

\(^1\)Sequences are not part of the core Event-B mathematical language. They are defined by theory extension using Rodin Theory plug-in.
The same enqueue operation can be implemented in Dafny in a single `enqueue` method. The expected behaviour of the enqueue operation should be specified in method’s pre- and post-conditions. Method declaration and specification of the operation can be seen in Listing 3.2.

```daml
class queue<ELEM>
{
    var queue : seq<ELEM>
;

    method enqueue(e: ELEM)
    ensures | old(queue)|<5 == > queue == old(queue) + [e]
    ensures | old(queue)|==5 == > queue == old(queue)
}
```

Listing 3.2: Dafny Method Contracts for the Enqueue Operation

In the above code variable `queue` is a sequence with the generic type `ELEM` and is a field in class `queue` (Line 1-2). The two different expected outcomes are defined as post-conditions (Lines 5-6). Here we omit the implementation of `enqueue` method. Any implementation that can satisfy the post-conditions can be seen as a correct implementation of the operation `enqueue`

A high level look at both the Event-B model and Dafny code shows that there similarities between the two. For instance, the possible outcomes are modelled in Event-B as two events and in Dafny they are specified as two post-conditions. However a direct mapping between the two is not straight forward.

### 3.1.2 Mapping Restrictions

In the previous section we presented an Event-B model specifying the enqueue operation. We also provided a Dafny method and its contracts (method pre- and post-conditions) for the same operation. Although there are similarities between the two, transformation of an Event-B model to a Dafny method contracts is not a one-to-one mapping between events and methods, so to make it possible, clear transformation rules are required. The transformation rules that are presented in the rest of this chapter deal with the following restrictions:

- The mathematical language of Event-B is richer than Dafny. There are constructs in the Event-B language that have no correspondence in Dafny (e.g. relations). Also the Event-B language can be extended with new constructs using the Theory Plug-in (See 2.2.7). Due to the difference between the mathematical languages of Event-B and Dafny, we can only transform a subset of the Event-B language to Dafny.
• Variable typing in Event-B is implicit. The implicit typing should be made explicit in the Dafny program.

• Event-B events can have parameters. However, there is no distinction between input and output parameters. In order to transform an event to a method we need to make the role of each parameter explicit.

• Different cases of a same operation are defined by multiple events where each event represents a distinct case. However, we usually want to be able to implement different cases of an operation within a single method. To achieve this we need to group the relevant events to a specific operation together. Event-B does not have any syntax for grouping events. This issue should be addressed.

• Guards and actions of an event are transformed to method pre- and post-condition. While some of the guards are used in the pre-conditions, some others contribute to the generation of the post-conditions. Since there is no distinction between event guards in Event-B, we need to define clear rules for categorisation of the event guards.

The rest of this chapter will present the rules and extensions that are needed to overcome the above limitations.

### 3.2 Transforming Event-B Machines to Dafny Classes

This section outlines the rules required for transforming an Event-B model to Dafny code contracts. The first translation rule is that an Event-B machine is translated to a Dafny class with the same name as the machine. Variables of the machine are transformed to Dafny class variables. Carrier sets defined in the context of the model are mapped to the class generic types. These transformations are almost one-to-one. Transformation of events to method contracts is discussed in the next sections.

#### 3.2.1 Mapping Event-B Constructs to Dafny

To be able to transform an Event-B model, it should be refined to a level that there are only those Event-B mathematical operators in the model that have a counterpart in Dafny. This is essential for reducing the syntactic gap between Event-B and Dafny. When the aforementioned point in the refinement process is reached then a machine and its elements (e.g. variables, invariants,...) are translated to a Dafny class. Tables 3.1, 3.2, and 3.3 summarize the mapping between constructs of the core Event-B language and Dafny.
In our transformation, we assume that basic Event-B types (i.e. integer, boolean and natural numbers) correspond to the Dafny primitive types. In addition to the core Event-B constructs presented in the above table, extensions to the core language may also be transformed to Dafny if the Dafny language has counterparts for them. An example for this is sequences that can be added to the Event-B language by Theory Plug-in.
3.2.2 Generic Types

Generic types in an Event-B model are defined using carrier sets in a context. In Dafny, generics are declared in angle brackets after the name of a class. The following example shows how generic types are defined in Dafny:

```dachn
class class_name<T_1, T_2, ..., T_n> {...class body...}
```

When a machine is translated to a Dafny class, all carrier sets which are defined in the context that is seen by that machine are translated as Dafny generics. Note that it is assumed that the context of the model only contains carrier sets.

3.2.3 Variables

In an Event-B model variables are declared in the `variables` part of a machine. Variable types are specified using `typing invariants` separately in `invariants` part of the machine. All machine variables are translated as class variables in Dafny. The type of variables in Dafny are inferred from the Event-B typing invariants.

3.2.4 Invariants

In Event-B there is no explicit distinction between different invariants. However, Event-B invariants can be categorised based on the property that they specify as follows:

- **Typing invariants:** A typing invariant is an invariant that declares the type of a variable. It has the general form of `v ∈ T` where `v` is a machine variable and `T` is a primitive type or a generic type (carrier set defined in the model context) or a data type defined using theory plug-in (e.g. sequence).

- **Gluing invariants:** A gluing invariant relates the concrete variables to abstract variables. If an invariant is referring to both abstract and concrete invariants, then it is a gluing invariant.

- **Model invariants:** A model invariant expresses the properties of the model and only refers to concrete variables and is not identified as a typing invariant.

Typing invariants are used for variable declarations and preservation of typing invariants are checked implicitly by the Dafny type system. Gluing invariants are not translated to Dafny because we assume that the machine that is being translated is a data refinement of the abstract machine and none of the abstract variables are present in the refined
machine. Preservation of gluing invariants must be proved in Event-B. Only model invariants are translated to Dafny. The conjunction of all model invariants are placed in a Dafny predicate called \textit{Invariants()}. It is explained later that how predicate \textit{Invariants()} is used in pre-condition generation.

### 3.3 Transforming Events to Annotated Method Declarations

In the previous section we discussed how the declaration elements of an Event-B machine should be translated to Dafny class members. In this section we present the way in which machine events are transformed to Dafny method declarations and their contracts.

#### 3.3.1 Event to Hoare Triple

As mentioned before, Dafny uses Hoare logic as the basis for verification. Here a simple transformation of an Event-B event to a Hoare triple is presented. This simple transformation is refined and used later for generation of Dafny code contracts. In Hoare logic a program is specified using a Hoare triple. Each Hoare triple has three parts, a precondition $P$, a program statement or series of statements $S$, and a postcondition $Q$:

$$ \{ P \} S \{ Q \} $$

(3.1)

Each Event-B event has the following general form:

$$ \text{Evt} \triangleq \text{any } x \text{ where } G(x,v) \text{ then } v := E(x,v) \text{ end} $$

where $v$ is the list of machine variables, $x$ is the list of event parameters, $G(x,v)$ is the conjunction of guards of the event and $v := E(x,v)$ is a set of assignments. The above event is enabled exactly when guard $G$ is satisfied for some $x$:

$$ \exists x. G(x,v) $$

(3.2)

If predicate 3.2 is true then event \textit{Evt} can be executed. The following before-after predicate denotes the relationship between the value of the variables before and after execution of the event:
where \( old(v) \) refers to the value of \( v \) before the execution of the event. Based on predicates 3.2 and 3.3 the following Hoare triple can be formed:

\[
\{ \exists x. G(x, v) \} \impl \{ \exists x. G(x, v) \} \impl \{ v = E(x, old(v)) \}
\]

where \( impl \) is a placeholder for the (yet to be constructed) correct implementation of the method. The above Hoare triple is formed by treating the event guard as precondition. Our decision to treat guards as pre-conditions is based on the fact that the Dafny method contracts only support pre- and post-conditions. If a guard is not true it blocks execution of the event, however if a pre-condition does not hold it would not prevent the code from being executed and only releases the code from its obligations (i.e. satisfying the post-conditions upon termination). Because of this, we have to assume that the caller of the Dafny method ensures that the method pre-conditions are satisfied before execution of the method.

### 3.3.2 Method Constructor Statement

Recall the example given in Section 3.1.1. In that example two events \( enqueue_1 \) and \( enqueue_2 \) were used to model different cases of the \( enqueue \) operation. This illustrates the Event-B modelling style where different cases of some conceptual operation are represented as separate events. In contrast, in a programming language, it is usually preferred to have a single method implementing an operation. When we are transforming an Event-B model to Dafny the modeller should be able to group related events together. Event-B does not have any construct for event grouping. In addition to this, event parameters may have different implicit roles (e.g. input or output). However, Event-B does not have any support for making the role of an event parameter explicit. To make it possible for the modeller to group events together and make the role of event parameters explicit, we have introduced a new element to Event-B machines called the method constructor statement. A method constructor statement has the following form:

\[
\text{method mtd\_name(in}_1, \text{ in}_2, \ldots) \text{ returns (out}_1, \text{ out}_2, \ldots) \text{ \{Evt}_1, \text{ Evt}_2, \ldots\}
\]

Each method constructor statement has four parts: the name of the target method \( \text{mtd\_name} \), a comma separated list of the method’s input arguments \( (\text{in}_1, \text{ in}_2, \ldots) \), a

\[v = E(x, old(v))^2\] (3.3)
comma separated list of the method’s output arguments ($out_1$, $out_2$, ... ) and a comma-separated list of event names placed between braces ($Evt_1$, $Evt_2$, ... ). The list of the input and output arguments can be empty. The listed events in the method constructor are expected to have parameters with the same names as the input and output parameters of the method constructor. An event may have other parameters that are not listed as input or output arguments. Events listed in a method constructor should represent different cases of a single operation. As an example, to transform Event-B events of the enqueue operation given in the queue example (See Section 3.1.1) we use the following method constructor statement:

\[
\text{method } enqueue(e) \text{ returns } () \{ enqueue_1, enqueue_2 \}
\]

An alternative way of grouping methods and making the role of parameters explicit is to use a naming convention for events and parameters. However there are couple of drawbacks to this approach. First, to group the events of an existing model, the modeller should change the name of events and parameters. This is not always easy because an event might have been further refined by another machine. If this is the case then the refined model should also be amended to comply with the new event and parameter names. Second, following a certain naming convention in a model requires more work on part of the modeller than the proposed approach (method constructor). Finally, a naming convention can potentially reduce the readability of an Event-B model.

3.3.3 Method Contract Generation

To transform Event-B events to Dafny method contracts, method constructor statements are used. Each defined method constructor statement gives rise to generation of a method declaration and its pre- and post-conditions. Pre- and post-conditions of each method are generated from the listed Event-B events. No implementation for the method is generated. Any method implementation that satisfies the generated contracts (method pre- and post-conditions) would be considered as a correct implementation of the Event-B events listed in the method constructor statement.

For generating pre- and post-conditions based on a method constructor statement two situations can be considered: (1) only one event is listed in the method constructor statement (2) more than one event is listed in the method constructor statement. Generation of method contracts for both of the mentioned scenarios are discussed in following sections.

3.3.3.1 Method Contract Generation From One Listed Event

Assume there is a method constructor with only one listed event as follows:
Each Event-B event \( \text{Evt} \) may have a number of parameters. Event parameters can be categorised with respect to the method constructor that the event is listed in as follows:

- **Input parameter** (\( x \)): the parameter has input behaviour (receives a value from the environment of the machine) and is defined as an input parameter in the method constructor

- **Output parameter** (\( y \)): the parameter has output behaviour (returns a value to the environment of the machine) and is defined as an output parameter in the method constructor

- **Internal parameter** (\( z \)): the parameter is a local variable to the event and is not defined as input/output parameter in the method constructor

Input and output parameters are listed in the method constructor and they are used as a method’s input or return arguments. Parameters that are not listed are treated as internal parameters. It is explained later how internal parameters are dealt with. Event \( \text{Evt} \) can be represented as follows:

\[
\text{Evt} \triangleq \text{any } x, y, z \text{ where } P(x, y, z, v) \text{ then } v := E(x, y, z, v) \text{ end}
\]

A number of pre-conditions should be defined for each method in Dafny to specify the conditions that must be true before a method is called. Pre-conditions are generated from invariants and event guards. As was mentioned previously, the conjunction of model invariants is translated to a Dafny predicate called \( \text{Invariants} \). Predicate \( \text{Invariants} \) should be a pre-condition for all generated Dafny methods. The reason for this is that from the Event-B model, it is expected that invariants are true before execution of each event therefore it can be expected that invariants are true before execution of each method as well.

With respect to method constructor 3.5, we can categorise event guards. The category of a guard is either recognised based on its syntactic form or the variables it refers to. Different guard categories are as follows:

- **Typing guards** (GT): A typing guard declare the type of an event’s input/output parameter. A typing guard only refers to a single input/output parameter. It has the general form of \( p \in T \) where \( p \) is the input/output parameter and \( T \) is either a primitive type or a generic type (carrier set defined in the model context).
- **Output guards (GO):** An output guard determines the value of output parameters. The guard refers to output parameters and may also refer to other parameters and state variables as well.

- **Internal guards (GI):** An internal guard is a guard that refers to an internal parameter and does not refer to an output parameter but may refer to input parameters.

- **Method guards (GP):** A method guard is a guard that only refers to input parameters and class machine variables and not to internal or output parameters.

Each guard should fall into one of the above categories. For generating pre-conditions from event guards we only consider method guards. Note that a method guard only refers to machine variables and input parameters. We elaborate the guard of \( Evt \) into these categories as follows:

\[
\text{Event } Evt \\
\text{any } x, y, z \\
\text{where} \\
\quad GT(x) \\
\quad GT(y) \\
\quad GP(x, v) \\
\quad GI(x, z, v) \\
\quad GO(x, y, z, v) \\
\text{then} \\
\quad v := E(x, y, z, v) \\
\text{End}
\]

Recall predicate 3.2. Event \( Evt \) is enabled exactly when the predicate 3.2 is true. This predicate can be represented w.r.t above event as follows:

\[
\exists x, y, z. GT(x) \land GT(y) \land GP(x, v) \land GI(x, z, v) \land GO(x, y, z, v) \tag{3.6}
\]

Predicate 3.6 can be used for generation of the method pre-condition. We want to have a pre-condition that if it holds, guarantees that the event is enabled. Predicate 3.6 is complicated so it can be simplified. We know that the value of an input parameter \( x \) is determined by the environment of the event (the caller of the method, in a programming language), hence, it should be treated as a constant which its value is sent to the event (method) by the environment (caller) of the event (method). We decompose predicate 3.6 as follows:

\[
GT(x) \land GP(x, v) \tag{3.7}
\]
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\[ \text{GT}(x) \land \text{GP}(x,v) \Rightarrow \exists y,z. \text{GT}(y) \land \text{GI}(x,z,v) \land \text{GO}(x,y,z,v) \]  

(3.8)

Predicates 3.7 and 3.8 together imply 3.6. Predicate 3.7 is used as a pre-condition for the method. This means that it is the method caller responsibility to make sure that predicate 3.7 holds before the execution of the method. Predicate 3.8 represents constraints on output and internal parameters. This can become a feasibility proof obligation that is verified within Event-B (See 3.3.4.1). Thus the event is enabled when the method precondition holds. We also include model invariants \((I(v))\) in pre-conditions of the method. Theoretically, this is not needed because once a class is instantiated and initialised, if all the methods (including initialisation method) satisfy their post-conditions then we know that invariants are preserved (this is proved at the Event-B level) and there is no need to force the caller of a method to verify that the invariants are preserved when an specific method is being called. However, for practical reasons we incorporate model invariants in the pre-condition because the Dafny verifier tries to prove some properties like index out of bounds by default and in some cases it needs some context information (invariants) to verify them. The conjunction of predicate 3.7 and the model invariants forms the pre-condition generated based on the given method constructor (3.5):

\[ I(v) \land \text{GT}(x) \land \text{GP}(x,v) \]  

(3.9)

In Dafny, the desirable value of the variables after execution of the method and the method return value (value of the output arguments) are specified in the method post-conditions. In Event-B, the event output guards specify the desirable value of the output parameters. Also the execution of the event establishes the before-after predicates of actions. Output guards and before-after predicates of actions depend on internal variables \((z)\) so we incorporate \(z\) as an existentially quantified variable constrained by internal guards. Also, if a parameter is listed in a method constructor as an output parameter it should be treated as a free variable that its value is determined by the body of the method. Based on this, the post-condition for the method defined by method constructor 3.5 is as follows:

\[ \text{GT}(y) \land (\exists z. \text{GI}(x,z,v) \land \text{GO}(x,y,z,v) \land v = E(x,y,z,old(v))) \]  

(3.10)

The method constructor 3.5 gives rise to the generation of a Dafny method declaration and contracts using predicates 3.9 and 3.10:

```dafny
method Evt (x : T) returns (y : R)
requires I(v) \land GP(x,v)
ensures \exists z. GI(x,z,v) \land GO(x,y,z,v) \land v = E(x,y,z,old(v))
```
3.3.3.2 Method Contract Generation From \( n \) Listed Events

Assume there is a method constructor with \( n \) listed events as follows:

\[
\text{method } \text{EVT}(x) \text{ returns } (y) \{ \text{Evt}_1, \ldots, \text{Evt}_n \}
\]  

\( (3.11) \)

We assume that all listed events in the above method constructor have \( x \) and \( y \) as their parameters. Also each listed event may or may not have a number of internal parameters (\( z_1 \ldots z_n \)).

With respect to method constructor 3.11, we can categorise event guards as follows:

- **Typing guards (GT):** A typing guard declares the type of an event’s input/output parameter. A typing guard only refers to a single input/output parameter. It has the general form of \( p \in T \) where \( p \) is the input/output parameter and \( T \) is either a primitive type or a generic type (carrier set defined in the model context).

- **Method guards (GP):** A method guard is a guard that is being shared between all listed events in a method constructor and do not refer to output or internal parameters.

- **Output guards (GO):** An output guard determines the value of output parameters. The guard refers to output parameters and may also refer to other parameters as well.

- **Internal guards (GI):** An internal guard is a guard that refers to an internal parameter and does not refer to an output parameter but may refer to input parameters.

- **Case guards (GC):** Case guards are the guards that make the enabling condition of each listed event distinct from other listed events and only refer to input parameters and machine variables.

The above categorisation generalises the case where a method has a single event presented in the previous section. If there is only one listed event in a method constructor then GC will be empty. With regards to the above categorisation, listed events in method constructor 3.11 can be represented as follows:
We assume that all of the events that define a method have the same method guards and typing guards. They may differ in their case, local and output guards. From the above representation of the listed events and invariants of the model the following predicate can be generated and used as pre-condition for the Hoare triple related to method constructor 3.11:

\[ I(v) \land GT(x) \land GP(x, v) \]  

The reason for including invariants in pre-conditions was explained in the previous section. For generating post-conditions from events we use case guards, internal guards, output guards and before-after predicates of event actions. Each of the listed events in the method constructor gives rise to a predicate that specifies the behaviour of the event when its case guards are true. This predicate has the following form (where \( i \in 1..n \)):

\[ GT(y) \land (GC_i(x, v) \Rightarrow (\exists z_i. GI_i(x, z_i, v) \land GO_i(x, y, z_i, v) \land v = E_i(x, y, z_i, old(v)))) \]  

The above predicate specifies the post-condition of the method when the pre-conditions and GC_i hold. As mentioned before, a case guard makes the enabling condition of its respective listed event distinct from the other listed events. Case guards determine which event is enabled in the current state and therefore what is the expected outcome of the method. Based on method constructor 3.11 and predicates 3.12 and 3.13, then the following method declaration and contracts can be generated:

```daffny
method Evt (x : T) returns (y : R)
  requires I(v) \land GP(x, v)
  ensures GC_1[v/old(v)] \Rightarrow \exists z_1 :: GI_1[v/old(v)] \land GO_1[v/old(v)] \land v = E_1
  ...
  ensures GC_n[v/old(v)] \Rightarrow \exists z_n :: GI_n[v/old(v)] \land GO_n[v/old(v)] \land v = E_n
```
T and R in the above method declaration are the type of input and output parameters. They are determined by typing guards. If there is only one listed event in a method constructor, then all non-typing and all non-output guards would be common guards and the set of case guards would be empty. The correctness of the typing guards is guaranteed by the Dafny type system.

3.3.4 Proof Obligations

To ensure that the translation is sound and the generated code contracts are implementable a number of proof obligations should be discharged. These proof obligations are discussed in this section.

3.3.4.1 Internal and Output Parameter Feasibility

We should make sure that the specification of an internal or output parameter is feasible and there exists a value that satisfies internal and output guards:

\[
GT(x), GP(x, v), GC_i(x, v) \vdash \exists y, z_i. GT(y) \land GI_i(x, z_i, v) \land GO_i(x, y, z_i, v)
\]

We split the above to have two separate proof obligations for internal parameter feasibility and output feasibility. For internal parameter feasibility, if there are \(n\) listed events in a method constructor and \(GC_i\) and \(GI_i\) (where \(i \in 1..n\)) are conjunction of case guards and conjunction of internal guards of \(i\)th listed event respectively, then we can generate \(n\) proof obligations with the following form:

\[
GT(x), GP(x, v), GC_i(x, v) \vdash \exists z_i. GI_i(x, z_i, v)
\]

Similar to the internal parameter feasibility proof obligation, if there are \(n\) listed events in a method constructor and \(GC_i\), \(GI_i\) and \(GO_i\) (where \(i \in 1..n\)) are conjunction of case guards, conjunction of internal guards and conjunction of output guards of \(i\)th listed event respectively, then we can generate \(n\) proof obligations with the following form:

\[
GT(x), GP(x, v), GC_i(x, v), GI_i(x, z_i, v) \vdash \exists y. GT(y) \land GO_i(x, y, z_i, v)
\]

3.3.4.2 Disjointness

For pragmatic reasons we chose to generate a separate Dafny post-condition for each event listed in a method constructor. Since separate post-conditions are implicitly conjoined, the case need to be disjoint. This means that we remove any non-determinism arising from overlapping event guards prior to translation to Dafny contracts.
If there is a situation where more than one of the cases are available then the generated Dafny specification would not be implementable. This is due to the fact that there is no implementation that its execution under an initial condition can establish two different assertions about the program state upon termination. To avoid unimplementable specification, the modeller must make sure that case guards of all listed events are disjoint.

To prove the disjointness of the case guards a number of proof obligations must be discharged. If there are \( n \) events listed in the method constructor and \( GC_i \) where \( i \in 1..n \) is the conjunction of all case guards of \( i \)th event then \( n \) sequent can be generated with the following form:

\[
GT(x), GP(x, v), GC_i(x, v) \\
\vdash \\
\neg GC_1(x, v) \land \ldots \land \neg GC_{i-1}(x, v) \land \neg GC_{i+1}(x, v) \land \ldots \land \neg GC_n(x, v)
\]

The size and number of proof obligations can be reduced by simplifying the above sequent:

\[
GT(x), GP(x, v), GC_i(x, v) \vdash \neg GC_{i+1}(x, v) \land \ldots \land \neg GC_n(x, v)
\]

### 3.3.4.3 Completeness

When there is more than one event listed in a method constructor, case guards are one of the forming components of each generated post-condition. There might be situations in which the generated post-conditions do not specify the intended behaviour of the method for all possible values specified by the method pre-conditions. This problem can be referred to as an incompleteness issue i.e. the specification is not complete. If there are \( n \) events listed in the method constructor and \( GC_i \) where \( i \in 1..n \) is the conjunction of all case guards of \( i \)th event and \( GP \) is the conjunction of method guards, to avoid incompleteness issue, the following proof obligation should be proved:

\[
GT(x), GP(x, v) \vdash GC_1(x, v) \lor \ldots \lor GC_n(x, v)
\]

### 3.3.5 Semantics

We discussed in the previous sections how we can define a method with the help of method constructor statements. In this section we provide a semantics for the definition of a method. We use a subset of the guarded command language presented in Back’s work in [BW98] and weakest pre-condition predicate transformers to give a common
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semantics to events and definition of a method in Event-B and Dafny. First we introduce
the following language which is a subset of the guarded command language defined in
[BW98]:

\[ S := v := E(v) \mid v : R(v, v') \mid \{g\} \mid [g] \mid S_1 ; S_2 \mid S_1 \parallel S_2 \]

\(v := E(v)\) is a deterministic assignment which changes the value of \(v\) to \(E(v)\). \(v : R(v, v')\) is a non-deterministic assignment which assigns a value \(v'\) to \(v\) such that the predicate \(R(v, v')\) is satisfied. \(\{g\}\) is an assertion where \(g\) is a predicate. An assertion
is a requirement of the current state and if does not hold the command aborts. If \(g\)
holds the assertion has no effect on the state and can be considered as \texttt{skip}. \([g]\) is a
guard (assumption) where \(g\) is a predicate. Similar to assertions, guards do not change
the state. If a guard holds it interprets as \texttt{skip} and if does not hold it blocks the
execution. \(S_1 ; S_2\) is sequential composition and \(S_1 \parallel S_2\) is a demonic choice between
\(S_1\) and \(S_2\). The following weakest pre-condition predicate transformers can be given for
above commands based on [BW98]:

\[ wp(v := E(v), Q) = Q[E(v)/v] \] (assignment)

\[ wp(v : R(v, v'), Q) = \forall v'. R(v, v') \Rightarrow Q[v'/v] \] (non-deterministic assignment)

\[ wp(\{g\}, Q) = g \land Q \] (assertion)

\[ wp([g], Q) = g \Rightarrow Q \] (guard)

\[ wp(S_1 ; S_2, Q) = wp(S_1, wp(S_2, Q)) \] (sequential composition)

\[ wp(S_1 \parallel S_2, Q) = wp(S_1, Q) \land wp(S_2, Q) \] (external choice)

Previously, we described that we define a method by a group of events \((Evt_1...Evt_n)\).
We interpret the definition of a method with \(n\) events as follows:

\[ \{grd(Evt_1) \lor ... \lor grd(Evt_n)\} ; (Evt_1 \parallel ... \parallel Evt_n) \] (3.14)

where \(grd(Evt_i)\) is the conjunction of guards of event \(Evt_i\). The above definition states
that there is an obligation on the caller to call the method when at least one of the
events is enabled. If no event in the group is enabled then the behaviour of the method
is undefined.

Now assume that we have the following \(n\) Event-B events:

\[ Evt_1 \triangleq \text{where } P(v) \land G_1(v) \text{ then } v := E_1(v) \text{ end} \]

\[ : \]

\[ Evt_n \triangleq \text{where } P(v) \land G_n(v) \text{ then } v := E_n(v) \text{ end} \]
An event $Evt_i$ (where $i \in 1..n$) can be presented in the guarded command language as follows:

$$[P(v) \land G_i(v)]; v := E_i(v) \quad (3.15)$$

If $P(v)$ is the common guard of the grouped events and $G_i(v)$ is the conjunction of all other guards of event $Evt_i$ then we can have:

$$\{ grd(Evt_1) \lor ... \lor grd(Evt_n) \}; (Evt_1 \square ... \square Evt_n) = \{(P(v) \land G_1(v)) \lor ... \lor (P(v) \land G_n(v))\}; (Evt_1 \square ... \square Evt_n)$$

$$= \{P(v) \land (G_1(v) \lor ... \lor G_n(v))\}; (Evt_1 \square ... \square Evt_n) = \{\text{completeness property (see Section 3.3.4.3)}\}$$

$$\{P(v)\}; (Evt_1 \square ... \square Evt_n) \quad (3.16)$$

Now we give a similar definition to the generated contracts in the language introduced earlier in this section. Using the rules defined in the previous sections, a group of $n$ events $Evt_1...Evt_n$ is transformed to Dafny method pre- and post-conditions (pre-condition $P(v)$ and post-condition $G_1(v) \Rightarrow v = E_1(v) \land ... \land G_n(v) \Rightarrow v = E_n(v)$). If there is an implementation $impl$ that satisfies the generated contracts then the following Hoare triple holds:

$$\{ P(v) \} \impl \{ G_1(v) \Rightarrow v = E_1(v) \land ... \land G_n(v) \Rightarrow v = E_n(v) \}$$

The above Hoare triple tells us how $impl$ changes state $v$. The above generated contracts are represented in the guarded command language as follows:

$$\{ P(v) \}; v : | G_1(v) \Rightarrow v' = E_1(v) \land ... \land G_n(v) \Rightarrow v' = E_n(v) \quad (3.17)$$

where $v'$ is the value of $v$ after execution of $impl$.

### 3.3.6 Refinement Proof

The previous section provided a common semantics for the grouped events in Event-B and implementation $impl$ satisfying the generated contracts. The given semantics for the grouped events is:
Chapter 3 Transforming Event-B Models to Simple Dafny Code Contracts

\{ P(v) \} ; (Evt_1 \square \ldots \square Evt_n) \tag{3.18}

where \( Evt_1, \ldots, Evt_n \) are Event-B events in the following form:

\[
Evt_1 \doteq \text{where } P(v) \land G_1(v) \text{ then } v := E_1(v) \text{ end}
\]

\[
\vdots
\]

\[
Evt_n \doteq \text{where } P(v) \land G_n(v) \text{ then } v := E_n(v) \text{ end}
\]

The given semantics for the implementation satisfying the generated contracts is:

\[
\{ P(v) \} ; v : | G_1(v) \Rightarrow v' = E_1(v) \land \ldots \land G_n(v) \Rightarrow v' = E_n(v) \tag{3.19}
\]

where \( v' \) is the value of \( v \) after execution of \( impl \).

In this section we prove that the provided semantics for the grouped events (3.18) and its implementation (3.19) are equal and therefore the implementation is considered to be a correct refinement of the abstract grouped events:

\[
\{ P(v) \} ; (Evt_1 \square \ldots \square Evt_n) = \{ P(v) \} ; v : | G_1(v) \Rightarrow v' = E_1(v) \land \ldots \land G_n(v) \Rightarrow v' = E_n(v) \tag{3.20}
\]

To prove the above, we use the following rule from [BW98]:

\[
(v : | R_1) \square \ldots \square (v : | R_n) = v : | R_1 \lor \ldots \lor R_n \tag{3.21}
\]

and the following rule:

\[
[G] ; v := E(v) = v : | G \land v' = E(v) \tag{3.22}
\]

**Proof.** Soundness of rule (3.22) can be proved as follows:

\[
[G] ; v := E(v)
\]

\[
= \{ \text{Definition of assignment} \} 
\]
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\[ [G] \triangleright v' = E(v) \]
\[ = \{ \text{Definition of assumption through relational assignment} \} \]
\[ (v : | G \land v' = v) \triangleright (v : | v' = E(v)) \]
\[ = \{ \text{Composition of relational assignments} \} \]
\[ v : | G \land v' = E(v) \]

And finally we show (3.20) holds:

**Proof.**

\[ \{ P(v) \} : (Evt_1 \ □ \ldots \ □ Evt_n) \]
\[ = \{ \text{definition of } Evt_i \} \]
\[ \{ P(v) \} : ([P(v) \land G_1(v)] \triangleright v := E_1(v) \ □ \ldots \ □ [P(v) \land G_n(v)] \triangleright v := E_n(v)) \]
\[ = \{ \text{common guard} \} \]
\[ \{ P(v) \} : ([G_1(v)] \triangleright v := E_1(v) \ □ \ldots \ □ [G_n(v)] \triangleright v := E_n(v)) \]
\[ = \{ \{ q \} : [q] = \{ q \} \} \]
\[ \{ P(v) \} : ([G_1(v)] \triangleright v := E_1(v) \ □ \ldots \ □ [G_n(v)] \triangleright v := E_n(v)) \]
\[ = \{ \text{by (3.22)} \} \]
\[ \{ P(v) \} : (v : | G_1(v) \land v' = E_1(v)) \ □ \ldots \ □ (v : | G_n(v) \land v' = E_n(v)) \]
\[ = \{ \text{by (3.21)} \} \]
\[ \{ P(v) \} : (v : | (G_1(v) \land v' = E_1(v)) \lor \ldots \lor (G_n(v) \land v' = E_n(v))) \]
\[ = \{ \text{converting to CNF}^{\text{3}} \} \]
\[ \{ P(v) \} : (v : \bigwedge_{0 \leq k < 2^n} (\bigvee_{0 \leq i < n} \varphi_{k,i})) \]

where

\(^{3}\text{Conjunctive Normal Form}\)
\[ \varphi_{k,i} = \begin{cases} G_{i+1}(v), & \text{if } (k/2^i) \mod 2 = 0 \\ v' = E_{i+1}(v), & \text{if } (k/2^i) \mod 2 = 1 \end{cases} \]

\[
\{P(v)\} ; (v : | \forall m . 0 \leq m < n \land k = 2^m (G_m(v) \Rightarrow v' = E_{m+1}(v)) \land \forall m . 0 \leq m < n \land k = 2^m (\bigvee \varphi_{k,i})))
\]

Note that if \( k = 2^n \) then:

\[
\bigvee \varphi_{k,i} = \neg (\bigvee_{0 \leq i<n \land i=m} G_i(v)) \Rightarrow v' = E_{m+1}(v) = G_{m+1}(v) \Rightarrow v' = E_{m+1}(v)
\]

\[
\{P(v)\} ; (v : | \forall m . 0 \leq m < n \land k = 2^m (G_m(v) \Rightarrow v' = E_{m+1}(v))) \land \forall m . 0 \leq m < n \land k = 2^m (\bigvee \varphi_{k,i})))
\]

\[
\Rightarrow \{\text{by lemma 3.1 (See below)}\}
\]

\[
\{P(v)\} ; (v : | \bigwedge_{0 \leq m < n \land k = 2^m} (G_m(v) \Rightarrow v' = E_{m+1}(v))) \land \bigwedge_{0 \leq m < n \land k = 2^m} (\bigvee \varphi_{k,i})))
\]

Lemma 3.1. If

\[ \bigvee_{i \in I} A_i = \text{true} \]

and \( C_i \) is either \( A_i \) or \( B_i \) then

\[ \bigwedge_{i \in I} A_i \Rightarrow B_i \Rightarrow \bigvee_{i \in I} C_i \]

Proof. Suppose

\[ \bigwedge_{i \in I} A_i \Rightarrow B_i \]

we show 

\[ \bigvee_{i \in I} C_i \]

We know 

\[ \bigvee_{i \in I} A_i \]

holds so \( \exists i_0 \) such that \( A_{i_0} \) holds. By assumption, we know that \( B_{i_0} \) also holds. Therefore \( C_{i_0} \) holds in either case. Therefore 

\[ \bigvee_{i \in I} C_i \]

holds. \qed

### 3.4 Summary

We have presented a method for transforming Event-B models to simple Dafny code contracts (i.e. method pre- and post-conditions). This approach provides a framework in which Event-B models can be implemented correctly in a sequential programming language. Our method provides a way for merging Event-B events in order to generate contracts for a single method which implements different cases. We have also proved that if the generated contracts are satisfied by an implementation in Dafny then it correctly refines the abstract Event-B events.
Chapter 4

Case Studies For Simple Dafny Code Contracts

In Chapter 3 a method for transforming Event-B models to simple Dafny code contracts was introduced. This chapter presents a number of case studies for the purpose of illustration and validation of the given method. Our case studies are a map abstract datatype (Section 4.1) and a stack abstract datatype (Section 4.2).

4.1 Map Abstract Datatype

A map (also called associative array) is an abstract data type which associates a collection of unique keys to a collection of values. Here we first present the Event-B model of the map ADT. After that, the necessary constructor statements are provided and then transformation of the model to Dafny code contracts is illustrated. Finally we present the Dafny implementation of the methods which are constructed by hand.

4.1.1 Event-B Model of the Map ADT

In the abstract level, the map is modelled as a partial function which links a key to a value. Types \textit{KEYS} and \textit{VALUES} are defined in the context as sets ($c_0$, not shown here). Variable \textit{map} is the only variable in this level and initialised with the empty map. The abstract specification of the map is as follows:

\textbf{KEYS} and \textbf{VALUES} are defined as sets (not shown here). Variable \textit{map} is the only variable in this level and initialised with the empty map. The abstract specification of the map is as follows:
Machine \( m_0 \) Sees \( c_0 \)
Variables \( map \)
Invariants \( map \in \text{KEYS} \rightarrow \text{VALUES} \)
Initialisation \( map := \emptyset \)

**Event Add**
\begin{align*}
\text{any } k, v & \quad \text{Event Remove} \\
\text{where} & \quad \text{any } k \\
grd1: & \quad k \in \text{KEYS} \\
grd2: & \quad v \in \text{VALUES} \\
\text{then} & \quad k \in \text{dom}(map) \\
act1: & \quad map(k) := v \\
& \quad \{k\} \cup map \\
\text{End} & \quad \text{End}
\end{align*}

There are two events in the abstract level: Add and Remove. Event Add has two parameters \( k \) and \( v \). These parameters receive their values from the environment of the model. If \( k \) is a new key in the \( map \) then it will be added to the map by the event but if it already exists in the map the event updates the associated value to \( k \). Event Add performs both add and update operations. Event Remove receives a key \( k \) from the environment of the model. The key must already exist in the map (this is enforced by guard \( grd1 \)). The event removes \( k \) and its associated value from the map.

As mentioned in the previous chapter the model should be refined to a level that that uses only operators and datatypes that have counterparts in Dafny. Due to this, the abstract model of the event is refined. Machine \( m_1 \) is a refinement of the abstract model:

Machine \( m_1 \) refines \( m_0 \) Sees \( c_0 \)
Variables \( keys, values \)
Invariants
\begin{align*}
\text{keys} \in \text{seq(KEYS)} \land \text{values} \in \text{seq(VALUES)} \land \\
\text{seqSize(keys)} = \text{seqSize(values)} \land \\
(\forall i,j. i \in 0..\text{seqSize(keys)} - 1 \land j \in 0..\text{seqSize(keys)} - 1 \land i \neq j \Rightarrow \text{keys}(i) \neq \text{keys}(j))
\end{align*}
Initialisation \( keys := \emptyset, values := \emptyset \)

**Event Add1**
\begin{align*}
\text{refines Add} \\
\text{any } k, v & \quad \text{refines Add} \\
\text{where} & \quad \text{any } k, v, i \\
grd1: & \quad k \in \text{KEYS} \\
grd2: & \quad v \in \text{VALUES} \\
grd3: & \quad k \notin \text{ran}(keys) \\
\text{then} & \quad k \in \text{KEYS} \\
act1: & \quad \text{seqPrepend(keys, k)} \\
act2: & \quad \text{seqPrepend(values, v)} \\
\text{End} & \quad \text{End}
\end{align*}

**Event Add2**
\begin{align*}
\text{refines Add} \\
\text{any } k, v & \quad \text{refines Add} \\
\text{where} & \quad \text{any } k, v, i \\
grd1: & \quad k \in \text{KEYS} \\
grd2: & \quad v \in \text{VALUES} \\
grd3: & \quad i \in 0..\text{seqSize(keys)} \\
\text{then} & \quad \text{seqElemAccess(keys, i)} = k \\
act1: & \quad \text{seqElemUpdate(values, i, v)} \\
\text{End} & \quad \text{End}
\end{align*}
Event \textit{Remove} refines \textit{Remove} any \(k,i\) where
\begin{itemize}
  \item \texttt{grd1}: \(k \in \text{KEYS}\)
  \item \texttt{grd2}: \(k \in \text{ran}(\text{keys})\)
  \item \texttt{grd3}: \(i \in 0..\text{seqSize}(\text{keys})\)
  \item \texttt{grd4}: \texttt{seqElemAccess}(\text{keys}, i) = k
\end{itemize}
then
\begin{itemize}
  \item act1: \texttt{keys} := \texttt{seqSliceToN}(\text{keys}, i) \texttt{seqConcat seqSliceFromN}(\text{keys}, i + 1)
  \item act1: \texttt{values} := \texttt{seqSliceToN}(\text{values}, i) \texttt{seqConcat seqSliceFromN}(\text{values}, i + 1)
\end{itemize}
End

The abstract model (machine \(m0\)) is refined by machine \(m1\). The abstract map is data refined by two sequences where one sequence stores keys and the other stores values. Event \textit{Add} is refined by two events \textit{Add1} and \textit{Add2} to deal with two different cases. Event \textit{Add1} will prepend a new key \(k\) to the \texttt{keys} sequence and value \(v\) to the \texttt{values} sequence. Event \textit{Add2} modifies the value associated with an existing key \(k\), in sequence of values. Event \textit{Remove} is refined in this level to be able to remove an existing key \(k\) and its associated value from both sequences. Now, machine \(m1\) has only those Event-B constructs that have a Dafny counterpart, hence it can be transformed to Dafny contracts. Note that sequences are not part of the core Event-B language. The sequence operators and their Dafny counterparts are presented in Table 4.1. They are added through theory extension using the \textit{Theory plug-in}. As explained in the previous chapter, machine variables are translated as class fields. Also model invariants are translated to a Dafny predicate called \textit{Invariants}. The transformation of variables and invariants are not shown here.

<table>
<thead>
<tr>
<th>Operator</th>
<th>Event-B</th>
<th>Dafny</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence</td>
<td>\texttt{seq(TYPE)}</td>
<td>\texttt{seq&lt;TYPE&gt;}</td>
</tr>
<tr>
<td>Empty Sequence</td>
<td>(\emptyset)</td>
<td>[]</td>
</tr>
<tr>
<td>Sequence Size</td>
<td>\texttt{seqSize(s)}</td>
<td>(</td>
</tr>
<tr>
<td>Element Access</td>
<td>\texttt{seqElemAccess(s,i)}</td>
<td>(s[i])</td>
</tr>
<tr>
<td>Element Update</td>
<td>\texttt{seqElemUpdate(s,i,a)}</td>
<td>(s[i:a])</td>
</tr>
<tr>
<td>Prepend</td>
<td>\texttt{seqPrepend(s,a)}</td>
<td>([a] + s)</td>
</tr>
<tr>
<td>Slicing</td>
<td>\texttt{seqSliceToN(s,i)}</td>
<td>(s[..i])</td>
</tr>
<tr>
<td>Slicing</td>
<td>\texttt{seqSliceFromN(s,i)}</td>
<td>(s[i..])</td>
</tr>
<tr>
<td>Concatenation</td>
<td>(s1 \texttt{seqConcat} s2)</td>
<td>(s1 + s2)</td>
</tr>
</tbody>
</table>

Table 4.1: Sequence Operators in Event-B and Dafny

### 4.1.2 Model Preparation and Transformation

As discussed in the previous chapter, to be able to transform events to Dafny contracts a number of method constructor statements should be provided. In the following subsections we explain how two methods, \textit{Add} and \textit{Remove}, are specified from the given model.
4.1.2.1 Method Add

Here we want to merge events Add1 and Add2 to be able to generate method Add. This method should deal with adding a new key and value or updating the associated value to an existing key. Therefore, we specify a constructor statement as follows:

```plaintext
method Add(k, v) returns () {Add1, Add2}
```

According to the guard categorisation that we introduced in the previous chapter, the guards of events Add1 and Add2 must be categorised:

Event Add1
- refines Add
- any k, v
- where
  - grd1: k ∈ KEYS ←Typing
  - grd2: v ∈ VALUES ←Typing
  - grd3: k /\ ran(keys) ←Case
- then
  - act1: keys := seqPrepend(keys, k)
  - act2: values := seqPrepend(values, v)
End

Event Add2
- refines Add
- any k, v, i
- where
  - grd1: k ∈ KEYS ←Typing
  - grd2: v ∈ VALUES ←Typing
  - grd3: i ∈ 0..seqSize(keys) ←Internal
  - grd4: seqElemAccess(keys, i) = k ←Internal
- then
  - act1: values := seqElemUpdate(values, i, v)
End

Based on the guard categorisation, a case guard only refers to machine variables and input parameters. There is no guard falling into this category in event Add2. The determination of the guard classification is done using our tool (based on the definitions given in Section 3.3.3.2) not by the user. The tool is discussed in Chapter 5.

As can be seen there is no method guard and output guard in these events. Also event Add1 does not have any internal guards (because there is no internal parameter) and event Add2 does not have any case guard. As discussed in Section 3.3.4 a number of proof obligations must be proved based on the given constructor statement. Because event Add1 does not have any output or internal parameter then there will not be any output or internal parameter feasibility proof obligations. Event Add2 does not have output parameters nor output guards, but it has one internal parameter and two internal guards. This gives rise to generation of an internal parameter feasibility proof obligation as follows:

\[ k ∈ KEYS \land v ∈ VALUES \dashv 3 i. i ∈ 0..seqSize(keys) - 1 \land seqElemAccess(keys, i) = k \]

The above sequent says that for every value of \( k \) and \( v \) there exists an \( i \) which is the index of the position that \( k \) is stored in the sequence of keys. This is not provable. A counter-example for this PO is a key that is not already in the sequence of the keys. To be able to prove the internal parameter feasibility proof obligation a new guard (\( grd5 \)) must be added to the event:
Event Add1
refines Add
any k, v
where
  grd1: k ∈ KEYS ←Typing
  grd2: v ∈ VALUES ←Typing
  grd3: k ∉ ran(keys) ←Case
then
  act1: keys := seqPrepend(keys, k)
  act2: values := seqPrepend(values, v)
End

Event Add2
refines Add
any k, v, i
where
  grd1: k ∈ KEYS ←Typing
  grd2: v ∈ VALUES ←Typing
  grd3: i ∈ 0..seqSize(keys) ←Internal
  grd4: seqElemAccess(keys, i) = k ←Internal
  grd5: k ∈ ran(keys) ←Case
then
  act1: values := seqElemUpdate(values, i, v)
End

Now the internal parameter feasibility PO is as follows:

\[ k ∈ KEYS \land v ∈ VALUES, k ∈ ran(keys) \]
\[ \exists i. i ∈ 0..seqSize(keys) − 1 \land seqElemAccess(keys, i) = k \]

The above PO can be proved easily. Two more proof obligations (disjointness and completeness POs) should be proved for this transformation. Disjointness and completeness has the following forms:

- **Disjointness:**

  \[ k ∈ KEYS \land v ∈ VALUES, k ∉ ran(keys) \implies \neg k ∈ ran(keys) \]

- **Completeness:**

  \[ k ∈ KEYS \land v ∈ VALUES \implies k ∉ ran(keys) \lor k ∈ ran(keys) \]

Although the Add2 event new guard (grd5) is not required to prove refinement, it is necessary for discharging the above POs. Now that all essential POs have been discharged, the transformation can be performed. As explained before, each event in the method constructor gives rise to generation of an **ensures** clause. Figure 4.1 illustrates the transformation of events Add1 and Add2 to post-conditions of method Add in Dafny. The contract is generated automatically by our tool.
method Add(k : KEYS, v: VALUES) returns()

requires Invariants()

ensures k !in keys ==> keys == [k] + old(keys) && values == [v] + old(values)

ensures k in keys ==> ∃ i :: i ∈ (set k0| 0<=k0 && k0<=|old(keys)| - 1)
    && old(keys)[i] == k
    && values == old(values)[i:=v] && keys == old(keys)

Figure 4.1: Method Contracts Generated from Events Add1 and Add2

Note that event Add2 does not change the value of the sequence keys. This is reflected by keys == old(keys) in the second ensures clause. Adding a predicate that denotes that the method does not change the value of a variable is done for all variables that remain unchanged by an event. Invariant() is a predicate including all model invariants. This predicate is generated automatically by the tool.

The expected implementation for methods whose contracts are generated from more than one event is typically in the form of if...else where the case guards of each event are the conditions for each branch. We also expect the existence of a loop in the implementation to search the keys sequence to find the index of an existing key.

4.1.2.2 Method Remove

In the previous subsection, we illustrated the transformation of events Add1 and Add2 to method Add. Here we presents the transformation of event Remove to a method with the same name. To do this we have to provide a method constructor:

method Remove(k) returns () {Remove}

With respect to the above method constructor, the event guards of Remove event can be categorised as follows:

Event Remove
refines Remove
any k, i
where
  grd1:k ∈ KEYS ←Typing
  grd2:k ∈ ran(keys) ←Method
  grd3:i ∈ 0..seqSize(keys) ←Internal
  grd4:seqElemAccess(keys,i) = k ←Internal
then
  act1:keys := seqSliceToN(keys,i) seqConcat seqSliceFromN(keys,i+1)
  act1:values := seqSliceToN(values,i) seqConcat seqSliceFromN(values,i+1)
End
Because there is only one listed event in the method constructor, there is no case guard. Also because there is no output parameter then there is no output guard. Hence, there is only one proof obligation to be discharged which is the internal parameter feasibility PO. This proof obligation has the following form and can be discharged easily:

\[ k \in \text{KEYS}, k \in \text{ran}(\text{keys}) \rightarrow \exists i. i \in 0..\text{seqSize}(\text{keys}) - 1 \land \text{seqElemAccess}(\text{keys}, i) = k \]

Now the event is ready to be transformed to a method contract. Figure 4.2 illustrates the generated contract based on the given method constructor:

```
method Remove(k : KEYS) returns()
requires k in keys
requires Invariants()
ensures \exists i :: i in (set k0| 0<=k0 && k0<=|old(keys)| - 1) && old(keys)[i] == k
&& keys == old(keys)[..i] + old(keys)[i + 1..]
&& values == old(values)[..i] + old(values)[i + 1..]
```

Figure 4.2: Method Contracts Generated from Event Remove

The method guard of event Remove is translated as a pre-condition of the method, and the internal guards and before-after predicates of the event form the post-condition.

### 4.2 Stack Abstract Datatype

A stack is an abstract data type which is a collection of elements. A stack has two main operations called push and pop. Push adds an element to the top of the stack and pop removes the top element from the stack. In this section an Event-B model of a stack is presented and its transformation to Dafny contracts is explained.

#### 4.2.1 Event-B Model of the Stack ADT

Here we modelled a stack in Event-B using a sequence. The stack has the generic type of ELEM which is defined in the context c0 (not shown here). The stack model is as follows:
Machine \textit{StackADT} Sees c0
Variables stack
Invariants stack \(\in\) seq(ELEM)
Initialisation stack := \(\emptyset\)

Event \textit{push}
any \(e\)
where
\begin{align*}
\text{grd1:} & \quad e \in ELEM \\
\text{then} & \quad \text{act1:} \text{stack} := \text{seqPrepend} (\text{stack}, e)
\end{align*}
End

Event \textit{pop}
any \(e\)
where
\begin{align*}
\text{grd1:} & \quad e \in ELEM \\
\text{grd2:} & \quad \text{seqSize (stack) \(\neq\) 0} \\
\text{grd3:} & \quad e = \text{seqElemAccess (stack, 0)} \\
\text{then} & \quad \text{act1:} \text{stack} := \text{seqSliceFromN} (\text{stack}, 1)
\end{align*}
End

Event \textit{empty}
any \(b\)
where
\begin{align*}
\text{grd1:} & \quad b \in BOOL \\
\text{grd2:} & \quad \text{seqSize (stack) = 0} \\
\text{grd3:} & \quad b = TRUE \\
\text{then} & \quad \text{skip}
\end{align*}
End

Event \textit{nonEmpty}
any \(b\)
where
\begin{align*}
\text{grd1:} & \quad b \in BOOL \\
\text{grd2:} & \quad \text{seqSize (stack) \(\neq\) 0} \\
\text{grd3:} & \quad b = FALSE \\
\text{then} & \quad \text{skip}
\end{align*}
End

There are four events in the model: \textit{push}, \textit{pop}, \textit{empty} and \textit{nonEmpty}. As the names suggest events \textit{push} and \textit{pop} are dealing with push and pop operations. Events \textit{empty} and \textit{nonEmpty} do not change the state of the model. Event \textit{empty} is enabled whenever the stack is empty and \textit{nonEmpty} is enabled whenever the stack is not empty. They both have boolean parameter \(b\) as an output.

### 4.2.2 Model Preparation and Transformation

Similar to the previous example, machine variables are translated to class variables. The type of the \textit{stack} variable is inferred from the only invariant that the model has.

#### 4.2.2.1 Push Method

Event \textit{push} should be transformed to a method with the same name. The following method constructor is provided for this purpose:

\[
\text{method} \textit{Push}(e) \text{ returns } () \{ \textit{push} \}
\]

Event \textit{Push} has only one guard which is a typing guard:
Event \textit{push}
any \(e\)
where
\[
\text{grd1} : e \in \text{ELEM} \leftarrow \text{Typing}
\]
then
\[
\text{act1} : \text{stack} := \text{seqPrepend}(\text{stack}, e)
\]
End

Because the event does not have any method, case, internal and output guard there is no proof obligation to be discharged. So the event can be transformed to a method contract:

\begin{verbatim}
@grd1
push @act1
method Push(e : ELEM) returns()
requires Invariants()
ensures stack == \([e] + \text{old}(\text{stack})\)
\end{verbatim}

\textbf{Figure 4.3: Method Contracts Generated from Event \textit{Push}}

The above method can be implemented in Dafny as follows:

\begin{verbatim}
method Push(e : ELEM) returns()
modifies this;
ensures stack == \([e] + \text{old}(\text{stack})\);
{
    stack := \([e] + \text{stack}\);
}
\end{verbatim}

\textbf{Figure 4.4: Implementation of Method \textit{Push}}

In the above implementation, \textit{stack} is a class variable and declared as a sequence of integers (\texttt{seq<int>}). The part of the code that is placed in the grey box is constructed by hand and the rest is generated automatically by our tool.

\subsection{4.2.2.2 Pop Method}

Transformation of event \textit{pop} to a Dafny method is facilitated by providing a method constructor:

\begin{verbatim}
method Pop() returns (e) {pop}
\end{verbatim}

With respect to the above method constructor, guards of the event are categorised as follows:
Event pop
any e
where
  grd1: e ∈ ELEM ← Typing
  grd2: seqSize(stack) ≠ 0 ← Method
  grd3: e = seqElemAccess(stack, 0) ← Output
then
  act1: stack := seqSliceFromN(stack, 1)
End

Event pop has one method guard and one output guard. Based on these a proof obligation must be discharged to prove the feasibility of the output parameter:

\[ e ∈ ELEM, \text{stack} ≠ \text{emptySeq} \Rightarrow \exists e. e = \text{seqElemAccess}(\text{stack}, 0) \]

The above proof obligation can be discharged easily because we know from the hypothesis that \text{stack} is not empty so a value exists in index 0 of \text{stack}. The generated method is as follows:

```
method Pop() returns (e : ELEM)
requires |stack| != 0
requires Invariants()
ensures stack == old(stack)[1..] && e == old(stack)[0]
```

**Figure 4.5:** Method Contracts Generated from Event Pop

Method \text{Pop} is implemented and verified in Dafny:

```
method Pop() returns (e : ELEM)
requires stack != [];
modifies this;
ensures stack == old(stack)[1..] && e == old(stack)[0];
{
  e := stack[0];
  stack := stack[1..];
}
```

**Figure 4.6:** Implementation of Method \text{Pop}

The part of the code that is placed in the grey box is constructed by hand and the rest is generated automatically by our tool.

### 4.2.2.3 isEmpty Method

The purpose of the \text{isEmpty} method is to return true if the stack is empty and false if it is not empty. To generate this method we merge events \text{empty} and \text{nonEmpty}:
method isEmpty() returns (b: bool) {empty, nonEmpty}

Guards of event empty and nonEmpty are categorised with respect to the above method constructor:

Event empty
any b where
grd1: b ∈ BOOL ← Typing
grd2: seqSize(stack) = 0 ← Case
grd3: b = TRUE ← Output
then skip
End

Event nonEmpty
any b where
grd1: b ∈ BOOL ← Typing
grd2: seqSize(stack) ≠ 0 ← Case
grd3: b = FALSE ← Output
then skip
End

Before we can transform the above events to isEmpty method a number of proof obligations must be discharged:

- Event empty Output feasibility:

  \[ b ∈ BOOL, seqSize(stack) = 0 \rightarrow \exists b. b = TRUE \]

- Event nonEmpty Output feasibility:

  \[ b ∈ BOOL, seqSize(stack) ≠ 0 \rightarrow \exists b. b = FALSE \]

- Disjointness:

  \[ b ∈ BOOL, seqSize(stack) = 0 \rightarrow \neg seqSize(stack) ≠ 0 \]

- Completeness:

  \[ b ∈ BOOL \rightarrow seqSize(stack) = 0 \lor seqSize(stack) ≠ 0 \]

All of the above proof obligations are trivially discharged. The following method can be generated based on the given method constructor:

```
method isEmpty() returns (b: bool)  
ensures |old(stack)| == 0 ==> b == true && stack == old(stack)  
ensures |old(stack)| != 0 ==> b == false && stack == old(stack)  
@grd1 @grd2 @grd3 Implicit BA predicate
nonEmpty
Empty
@grd2 @grd3 Implicit BA predicate
```

Figure 4.7: Method Contracts Generated from Events Empty and nonEmpty

The above method is implemented and verified in Dafny:
method isEmpty() returns(b : bool)
ensures |old(stack)| == 0 ==> stack == old(stack) && b == true
ensures |old(stack)| != 0 ==> stack == old(stack) && b == false
{
    if(|stack| == 0)
    {
        b := true;
    }
    else if(|stack| != 0)
    {
        b := false;
    }
}

Figure 4.8: Implementation of Method isEmpty

4.3 Summary

In this chapter we presented Event-B models of a map ADT and a stack ADT. We discussed the transformation of the events to Dafny method declaration and contracts based on the rules and extensions provided in Section 3. Method constructor statements are proved to be an effective means for grouping the events and also making event parameter roles explicit. The guard categorisation presented in Section 3.3.3.2 made it possible to differentiate guards and use them in pre- or post-conditions. The extra proof obligations introduced in Section 3.3.4 helped us to discover a new guard for Add2 event in the map model. Although the guard was not required for the Event-B refinement verification, it was necessary for generation of implementable Dafny contracts. The generated proof obligations were discharged automatically in Rodin. Our decision to generate a separate ensures clause for each listed event in a method constructor makes the generated contracts more readable.

We managed to implement the generated methods manually and verified the implementation against the generated contracts using the Dafny verifier. Implementation of the map methods (Add and Remove) involved a search algorithm to find the position of an existing key in the keys sequence. Verification of the implementation required further assertions in the form of loop invariants (search was implemented using loops). This leaves an important part of the verification for the code level.
Chapter 5

Tool Support for Simple Contract Generation

We introduced a method for transforming Event-B models to simple Dafny code contracts in Chapter 3. This chapter presents a tool in the form of a Rodin plug-in for automatic generation of simple code contracts from Event-B models. The rest of this chapter is organised as follows: Section 5.1 provides an overview of the tool, Section 5.2 illustrates the plug-in interface, Section 5.3 explains the proof obligation generator which generates the necessary POs needed for a sound transformation, Section 5.4 explains how the transformation is done and finally, Section 5.6 discuss some of the tool limitations.

5.1 Tool Overview

Rodin platform is an Eclipse-based platform which allows extensions by means of new plugins. Developing a new plugin for Rodin is done using Eclipse facilities for plug-in development. The Contract Generator tool is also developed as a Rodin plugin. The tool has a simple interface that allows definition of new method constructors in an Event-B machine. An Event-B machine containing the method constructors is the main input of the tool.

Figure 5.1: Contract Generator Tool Workflow
The tool directly works with event ASTs in order to analyse the input model. After initial analysis (e.g. guard categorisation) the tool transforms the Event-B model to an intermediate representation in form of a tree. The tree is analysed and further elaborated in order to include all information required for the final translation. Once the final tree is built, the translator is invoked and translates the tree to the final program and contract text.

### 5.2 User Interface

The plug-in extends the Rodin database by adding a new element to machines for storing constructor statements. The structural Event-B editor has been extended with a new section for constructor statements. Section 5.2 illustrates the area that constructor statements can be added or edited.

![Constructor Statements Section](image)

In the above figure there are four constructor statements defined in the machine as examples.

As discussed in Section 3.3.4 a number of proof obligations must be discharged before transformation of a model to Dafny contracts. The tool generates these proof obligations automatically based on each constructor statement (See Section 5.3). Newly generated proof obligations can be found in the Event-B explorer under the name of the associated machine. Figure 5.3 illustrates this.

![Contract Generation Proof Obligations](image)
Finally, the user can invoke the tool for transformation of a machine by right clicking on a machine name and then selecting “Generate Dafny Contracts” under “Contract Generation” menu (Figure 5.5).

Figure 5.4: Invocation of Contract Generator

5.3 Proof Obligation Generator

We have extended the Rodin proof obligation generator to generate the POs discussed in Section 3.3.4. Whenever a new constructor statement is added to a machine, the proof obligation generator is invoked automatically. The plug-in first categorises event guards with respect to the constructor statement. This will happen based on the categorisation introduced in Section 3.3.3.2. The PO generator checks the listed events and input/output parameters of the constructor statement and generates four different POs depending on guards of the listed events:

- If there are $n$ events with internal parameters listed in a constructor statement, then the tool automatically generates $n$ proof obligations except for the initialisation constructor statement. The name of each internal parameter feasibility proof obligation is “$method\_name$/INT/FIS$i$” where $method\_name$ is the name of the target method in Dafny and $i$ is an index to distinct different POs.

- If there are $n$ events with output parameters listed in a constructor statement, then the tool automatically generates $n$ proof obligations for each constructor statement except for initialisation constructor statement. The name of each output feasibility proof obligation is “$method\_name$/OUT/FIS$i$” where $method\_name$ is the name of the target method in Dafny and $i$ is an index to distinct different POs.

- If there is more than one event listed in the constructor statement, then the tool automatically generates one completeness proof obligation. The name of each completeness proof obligation is “$method\_name$/MTD/CMP” where $method\_name$ is the name of the target method in Dafny. No proof obligation is generated for the $Init()$ method.
• If there are $n$ events listed in a constructor statement then the tool automatically generates $n-1$ disjointness proof obligations. The name of each disjointness PO is “method_name/DISJ/Ci” where method_name is the name of the target method in Dafny and $i$ is an index to distinct different POs.

### 5.4 Transformation

After invocation of the contract generator by the user, the transformation of an Event-B model to simple Dafny code contracts takes place in two phases. The tool first builds an abstract syntax tree (AST) with respect to the defined constructor statements and then the AST is translated to Dafny syntax by a translator.

The tool stores everything using a tree. For example, consider $a = b + 3$ as a guard in an Event-B model which should be used for contract generation, the tool stores it in the following tree:

![Figure 5.5: A Tree Representing Predicate $a = b + 3$](image)

Each node in the tree stores various information such as type of the node, content of the node (e.g. variable names), an array list of the children of the node and etc. When the tool starts building a tree based on a machine and its constructor statements it first generates a class node as the root node of the tree. The class node has a number of children: class name, class generics, and class body. The class body node may have three children: class variables, class invariants, and class methods. Figure 5.6 illustrates the structure of an AST built by the tool.
5.5 Example: Map ADT

We successfully validated the tool by applying it to a number of examples. In this section we present the results of applying the tool to the model of Map ADT introduced in the previous section. The context $c_0$ contains two carrier sets $KEYS$ and $VALUES$ (not shown here). Also we omit the model gluing invariants as well.

**Machine** $m_1$ **refines** $m_0$ **Sees** $c_0$

**Variables** $keys, values$

**Invariants**

- $keys \in seq(KEYS) \land values \in seq(VALUES) \land$
- $seqSize(keys) = seqSize(values) \land$
- $(\forall i, j. i \in 0..seqSize(keys) - 1 \land j \in 0..seqSize(keys) - 1 \land i \neq j \Rightarrow keys(i) \neq keys(j))$

**Initialisation**

- $keys := \emptyset, values := \emptyset$
Event Add1
refines Add
any \( k, v \)
where
\[ \begin{align*}
  \text{grd1:} & \; k \in \text{KEYS} \\
  \text{grd2:} & \; v \in \text{VALUES} \\
  \text{grd3:} & \; k \notin \text{ran}(\text{keys})
\end{align*} \]
then
\[ \begin{align*}
  \text{act1:} & \; \text{keys} := \text{seqPrepend}(	ext{keys}, k) \\
  \text{act2:} & \; \text{values} := \text{seqPrepend}(\text{values}, v)
\end{align*} \]
End

Event Add2
refines Add
any \( k, v, i \)
where
\[ \begin{align*}
  \text{grd1:} & \; k \in \text{KEYS} \\
  \text{grd2:} & \; v \in \text{VALUES} \\
  \text{grd3:} & \; i \in 0..\text{seqSize}(\text{keys}) \\
  \text{grd4:} & \; \text{seqElemAccess}(\text{keys}, i) = k \\
  \text{grd5:} & \; k \in \text{ran}(\text{keys})
\end{align*} \]
then
\[ \begin{align*}
  \text{act1:} & \; \text{values} := \text{seqElemUpdate}(\text{values}, i, v)
\end{align*} \]
End

Event Remove
refines Remove
any \( k, i \)
where
\[ \begin{align*}
  \text{grd1:} & \; k \in \text{KEYS} \\
  \text{grd2:} & \; k \in \text{ran}(\text{keys}) \\
  \text{grd3:} & \; i \in 0..\text{seqSize}(\text{keys}) \\
  \text{grd4:} & \; \text{seqElemAccess}(\text{keys}, i) = k
\end{align*} \]
then
\[ \begin{align*}
  \text{act1:} & \; \text{keys} := \text{seqSliceToN}(\text{keys}, i) \text{ seqConcat seqSliceFromN}(\text{keys}, i+1) \\
  \text{act1:} & \; \text{values} := \text{seqSliceToN}(\text{values}, i) \text{ seqConcat seqSliceFromN}(\text{values}, i+1)
\end{align*} \]
End

We introduce the following method constructors to the model:

method Init() returns() \{ \text{INITIALISATION} \}
method Add(k,v) returns() \{ Add1, Add2 \}
method Remove(k) returns() \{ Remove \}

The contract generator tool generates the following code based on the above model and method constructors:

```java
public class MapADT<K, V> {
    var keys : seq<K>;
    var values : seq<V>;

    predicate Invariants() reads this;
    { 
        |keys| == |values| && (forall i,j :: i in (set k0| 0<=k0 && k0<=|keys| - 1) && j in (set k0| 0<=k0 && k0<=|keys| - 1) && i != j ==> keys[i] != keys[j])
    }

    method Init() returns()
    modifies this;
    ensures keys == [] && values == [];

    method Add(k : K, v : V) returns()
```
requires Invariants();
modifies this;
ensures k \notin \text{old}(\text{keys}) \implies \text{keys} == [k] + \text{old}(\text{keys})
\land \text{values} == [v] + \text{old}(\text{values});
ensures k in \text{old}(\text{keys}) \implies
\exists i :: i \in (\text{set} \ k0| 0 \leq k0 \land k0 < |\text{old}(\text{keys})| - 1)
\land \text{keys}[i] == k \land \text{values} == \text{old}(\text{values})[i:=v];

method Remove(k : KEYS) returns ()
requires Invariants();
requires k in keys;
modifies this;
ensures \exists i :: i \in (\text{set} \ k0| 0 \leq k0 \land k0 < |\text{old}(\text{keys})| - 1)
\land \text{keys}[i] == k
\land \text{keys} == \text{old}(\text{keys})[..i] + \text{old}(\text{keys})[i + 1..]
\land \text{values} == \text{old}(\text{values})[..i] + \text{old}(\text{values})[i + 1..];

5.6 Limitations

The presented tool in this chapter has a number of limitations:

1. Translation rules are hard-coded in the source code. If a new operator is defined
   using the theory plug-in the user has to add the new translation rule in the source
   code. This issue can be solved by providing a way that user-defined translation
   rules are allowed.

2. The tool does not perform any static check on the defined constructor statements.
   If an invalid constructor statement (e.g. a constructor statement with wrong pa-
   rameters or events list) is defined the tool would not generate anything.

5.7 Summary

This section presented a proof-of-concept tool for transforming Event-B models to Dafny
code contracts. We extended Event-B machines to include method constructor state-
ments. The Rodin proof obligation generator was also extended to accommodate the
generation of the proof obligations introduced in Section 3. We successfully managed
to transform Event-B models discussed in Section 4 using this tool. The source code of
the tool is available on GitHub.\footnote{Contract generator plug-in GitHub repository: https://github.com/dalvandi/congen}
Chapter 6

Scheduled Event-B: Derivation of Algorithmic Control Structures in Event-B Refinement

6.1 Introduction

In Chapter 3 we introduced an approach for generating Dafny code contracts from Event-B models. The proposed approach generates Dafny method pre- and post-conditions from a group of atomic Event-B events in a way that any implementation that satisfies the generated pre- and post-conditions is considered to be a correct implementation of the Event-B abstract model.

The above approach works fine for those Event-B specifications where there is an implementation that can be verified against the generated pre- and post-conditions with no or minimal efforts in terms of providing more assertions (e.g. complex loop invariants) at code level. Simple abstract data types (ADTs) such as stacks and queues are examples of such specifications. We presented a number of Event-B specifications and generated Dafny code contracts as examples in Chapter 4.

One common characteristic amongst the aforementioned specifications is that each operation (e.g. add and remove in map ADT) is performed by only one event and in one step and if there is more than one event for an operation then they are used to specify different cases of that specific operation. For instance, in the Map ADT example, the add operation was specified by two events, each of them representing a distinct case: adding a new key and value to the map, or updating the value associated with an existing key. This characteristic implies that in such specifications, the ordering between different events in the model (e.g. Add and Remove events in Map ADT model) is not
important, because each of them specifies a distinct outcome whose goal is achieved by a single execution of the appropriate event.

In contrast, developing a sequential algorithm to a concrete level requires a strict ordering between model events. A typical development of a sequential algorithm in Event-B starts with an abstract model of the system with a small number of events specifying the ultimate goal of the system. The development continues by refining the abstract model and adding new variables and events in order to model the functional behaviour of the system. In each refinement level, the model is nothing more than a machine with a number of variables, invariants and events and possibly a context which is seen by the machine. Each event can be executed only when it is enabled (i.e. its guard is true). The ordering required for the algorithm should be encoded in the event guards. If there is more than one enabled event, then the next event to be executed is chosen non-deterministically. This non-determinism and implicit control flow has several shortcomings for developing verified programs with Event-B. First, it makes the program derivation specifically for sequential programs difficult (because of the implicit control flow). Second, making the decision about the program structure is left for the concrete level which might not be easy. Third, for a programmer who wants to employ a formal approach like Event-B, it may be easier to have a code-like structure expressing the algorithmic structure of each refinement and its relation to the abstract level. This code-like (program constructs) structure is missing in Event-B.

To overcome the above shortcomings, we have augmented Event-B models with an explicit scheduling language and provided a number of rules for helping the modeller to refine the abstract program structure to a concrete level. In this chapter, we introduce a scheduling language to support the incremental derivation of algorithmic control structure for events as part of the Event-B refinement process. We introduce operators for sequential composition, choice and iteration. Our scheduling language supports non-deterministic choice and iteration of event groups for use at the intermediate levels of refinement. Event groups allow us to model different cases at both the specification and implementation level. Closer to the implementation level, non-deterministic choices are replaced by deterministic if-statements and non-deterministic iterations by deterministic while-statements. We present a number of refinement rules to assist the modeller on how to refine the abstract schedule towards the concrete level.

Our approach is similar to the refinement calculus [BW98, Mor88, Mor87]. The refinement calculus extends the guarded command language [Dij75] of Dijkstra with a specification statement. A simple specification statement comprises two predicates \textit{pre} and \textit{post} over the program variable \(v\). This means that if the initial state satisfies \textit{pre}, the execution of the statement terminates in a state satisfying \textit{post}. A specification in the refinement calculus is comprised of executable statements (called \textit{code}) and specification statements. The refinement calculus provides laws for replacing non-deterministic specification statements with deterministic program structures (sequential composition,
if-statements and while-statements). In our approach we introduce non-deterministic choice and iteration before if-statements and while-statements. This allows us to retain guards with events and use the guards to keep the reasoning (including data refinement) localised to events or pairs of corresponding abstract and refined events. This style of reasoning corresponds directly to Event-B refinement and allows us to mix program refinement and data refinement by using an existing tool (Rodin) to represent and prove data refinements. After introducing the deterministic program structure, the control guards in a schedule provide derived guards for events that allow the elimination of the event guards and thus they may be removed from a final implementation.

The rest of the chapter is organised as follows: In Section 6.2 the abstract scheduling language is presented. The use of the language is illustrated through an example in Section 6.2.1. In Section 6.2.3 the abstract schedule refinement rules are introduced. Section 6.3 introduces concrete scheduling language and refinement rules. Section 6.4 introduces guard propagation rules and elimination conditions. Finally, Section 6.5 summarises the chapter.

6.2 Abstract Scheduling Language

We augmented Event-B with a scheduling language to be able to make the structured program associated with each level of refinement explicit. In our approach, in addition to the standard Event-B machine components (i.e. variables, invariants, variants, and events), each model has an associated schedule. A schedule allows us to define a structured program with guarded events as its atoms. A schedule associated with an abstract model comprises non-deterministic control constructs since the model events usually have non-deterministic actions and/or abstract data types. The syntax of our proposed abstract scheduling language is shown using Extended Backus-Naur Form (EBNF) [Wir96] in Figure 6.1.

\[
\text{(Schedule)} ::= \text{Event} \\
| (\text{Schedule}) : (\text{Schedule}) \\
| (\text{Schedule}) \sqcap (\text{Schedule}) \\
| (\text{Schedule})^*
\]

**Figure 6.1:** The Abstract Scheduling Language

The simplest form of a schedule is a single event. Event denotes an event in the schedule. A schedule may contain one or more Event-B event. A sequential order can be imposed by the sequential composition operator (\text{;}). Non-deterministic choice (\text{S}_1 \sqcap \text{S}_2) and iteration (\text{S}^*) are the abstract control structures. Iteration is required to be finite. This is enforced by proving convergence. The aforementioned control structures allow us to retain the event structure (guards and actions together) so that data refinement
reasoning is localised to pairs of corresponding abstract and refining events using the standard definition of the Event-B refinement.

### 6.2.1 Example: A Binary Search Algorithm

Here we present a simple example (a binary search algorithm) to illustrate how a sequential program can be developed in Event-B and how we can make the control flow explicit using the abstract scheduling language introduced in the previous section.

The algorithm was originally modelled in [Abr10] with minor differences. Assume that we have a sorted array of integers $f$ and a target value $v$ where $v$ exists in $f$. The goal of the algorithm is to find the position of $v$ in $f$. If the size of the array is $n$, the context of our model will have the following axioms:

\begin{align*}
\text{axm1: } & f \in 0..n-1 \rightarrow \mathbb{Z} \\
\text{axm2: } & v \in \text{ran}(f) \\
\text{axm3: } & \forall x, y. x \in 0..n-1 \land y \in 0..n-1 \land x \leq y \Rightarrow f(x) \leq f(y)
\end{align*}

The array is specified using a total function (axm1), $v$ is in the array (axm2) and the array is sorted (axm3). These axioms can be considered as pre-conditions of our algorithm. The abstract specification is very simple. It has only one event (found) apart from the initialisation event. We use a result variable $r$ to specify the desired outcome of the algorithm:

**Machine** $m_0$ **Sees** $c_0$

**Variables** $r$

**Invariants** $r \in 0..n-1$

**Initialisation** $r := 0$

**Event** *found*

any $e$

where

grd1: $f(e) = v$

then

act1: $r := e$

End

The *found* event finds the position of the $v$ in *one shot* and specifies what should be achieved by the algorithm which is yet to be developed. One can capture the control flow between events of the model using the proposed scheduling language:

\[
\text{initialisation} \;; \; \text{found}
\]

This means that the execution of the initialisation event followed by *found* event achieves the goal of the algorithm. There is no detail in the abstract specification about how the goal is going to be achieved. The future refinement steps will address this. In the next refinement we need a new event *search* in order to find the position of $v$ in the array.
We specify that the execution of event \textit{search} for a finite number of iterations should result in finding the position of \( v \) in the array. This can be captured by the scheduling language as follows:

\[
\text{initialisation} ; \text{search}^* ; \text{found}
\]

The associated Event-B model with the above schedule is as follows:

\[
\text{Machine } m_1 \text{ refines } m_0 \text{ Sees } c_0
\]

\[
\begin{align*}
\text{Variables } & r, k \\
\text{Invariants } & k \in 0..n - 1 \\
\text{Initialisation} & r := 0, k \in 0..n - 1
\end{align*}
\]

\[
\begin{align*}
\text{Event } & \text{search} \\
\text{where} & \text{grd1: } f(k) \neq v \\
\text{then} & \text{act1: } k \in 0..n - 1 \\
\text{End} & \text{End}
\end{align*}
\]

\[
\begin{align*}
\text{Event } & \text{found} \\
\text{refines} & \text{found}
\end{align*}
\]

\[
\begin{align*}
\text{where} & \text{grd1: } f(k) = v \\
\text{then} & \text{act1: } r := k \\
\text{End} & \text{End}
\end{align*}
\]

where \( k \) is a new variable used in the computation to find the position of \( v \) in \( f \). The \textit{search} event is responsible for finding the index of \( v \) in \( f \). Each execution of the \textit{search} event assigns an integer between 0 and \( n - 1 \) to \( k \) non-deterministically. Once search finds a value for \( k \) that satisfies \( f(k) = v \), then \textit{search} is disabled and \textit{found} is enabled. Note that at this stage \textit{search} is an anticipated event whose convergence is proved in the next refinement. The above schedule is a refinement of the abstract schedule just like the events in the schedule that refine the abstract ones. We use the \( \subseteq_R \) symbol to indicate the data refinement (See Section 2.2.2) and \( S_0 \subseteq_R S_1 \) is read as “\( S_0 \) is refined by \( S_1 \)”:

\[
\text{initialisation} ; \text{found} \\
\subseteq_R
\]

\[
\text{initialisation} ; \text{search}^* ; \text{found}
\]

The above schedule specifies that before the final goal of the algorithm is achieved, event \textit{search} may be executed a number of times. This indicates the existence of a loop in the final program. Although now we have some information on how the goal is going to be achieved, still the model contains non-deterministic assignments and does not implement a binary search algorithm. The next refinement replaces this with a binary search. The schedule refinement for this level is as follows:

\[
\text{initialisation} ; \text{search}^* ; \text{found} \\
\subseteq_R
\]

\[
\text{initialisation} ; (\text{search}\_\text{inc} \circ \text{search}\_\text{dec})^* ; \text{found}
\]
In this refinement two new variables \( i \) and \( j \) are defined such that the index of \( v \) is between \( i \) and \( j \) (\( v \in f[i..j] \), specified in the invariant). The search event is refined by two separate events, search\_inc and search\_dec which bring \( i \) and \( j \) closer together. Events search\_inc and search\_dec are marked as convergent and we introduce a variant \((j - i)\) to prove the termination:

Machine \( m2 \) refines \( m1 \) Sees \( c0 \)
Variables \( r,k,i,j \)
Invariants \( i \in 0..n - 1 \land j \in 0..n - 1 \land k \in i..j \land v \in f[i..j] \)
Variant \( j - i \)
Initialisation \( r := 0, k := 0..n - 1, i := 0, j := n - 1 \)

Event search\_inc refines search where
\[ \text{grd1: } f(k) < v \]
\[ \text{act1: } k := k + 1 \]
\[ \text{act2: } i := k + 1 \]
End

Event search\_dec refines search where
\[ \text{grd1: } f(k) > v \]
\[ \text{act1: } k := (i + k - 1)/2 \]
\[ \text{act2: } j := k - 1 \]
End

Event found refines found where
\[ \text{grd1: } f(k) = v \]
\[ \text{act1: } r := k \]
End

The model still has non-deterministic assignments (the value of variable \( k \) is assigned non-deterministically). The next refinement will replace the non-deterministic actions with deterministic ones:

Machine \( m3 \) refines \( m2 \) Sees \( c0 \)
Variables \( r,k,i,j \)
Initialisation \( r := 0, k := (n - 1)/2, i := 0, j := n - 1 \)

Event search\_inc refines search where
\[ \text{grd1: } f(k) < v \]
\[ \text{act1: } k := (k + j + 1)/2 \]
\[ \text{act2: } i := k + 1 \]
End

Event search\_dec refines search where
\[ \text{grd1: } f(k) > v \]
\[ \text{act1: } k := (i + k - 1)/2 \]
\[ \text{act2: } j := k - 1 \]
End

Event found refines found where
\[ \text{grd1: } f(k) = v \]
\[ \text{act1: } r := k \]
End

This refinement adds no new event to the model and does not change its algorithmic structure so the associated schedule remains the same. It is worth noting that so far this derivation involved abstract program refinement (introduction of search) prior to data refinement (introduction of \( i \) and \( j \)). However there is still a gap between the non-deterministic schedule that was introduced in the last refinement and the concrete algorithmic structure containing if and while rather than \( \Box \) and \(*\), that is needed for the final program code. Before we introduce the concrete schedule language and refinement, first we formalise the introduction and refinement of the abstract schedules in the next section.
6.2.2 Abstract Schedule Semantics

Earlier in this section we presented the abstract scheduling language (See Figure 6.1). The language is similar to the guarded command language introduced in [BW98] and inherits its rules. We intend to provide a number of specific rules for refining a schedule along with the Event-B normal refinement. We base our approach on Back’s refinement calculus. In addition to our scheduling constructs, we will use other constructs from Back’s language (i.e. skip, assumption, assertion and strong iteration) in our proofs. These constructs are not part of our scheduling language and are not intended to be used by modellers.

Here we provide predicate transformers for the constructs of our scheduling language and other constructs used in the proof of our refinement rules.

**Event** has the following general form:

\[
\text{Event Event where } G(v) \text{ then } v : | R(v, v')
\]

In Section 3.3.5 we showed that an event can be represented using the guarded command language. We represent the above event as follows:

\[
[G(v) ; v : | R(v, v')]
\]  

We present the predicate transformer of a statement \( S \) and an arbitrary predicate (post-condition) \( q \) as \( S.q \). We have the following predicate transformer for **Event** with the above definition [BW98]:

\[
([G(v)] ; v : | R(v, v')).q = G(v) \Rightarrow (\forall v'.R(v, v') \Rightarrow q[v'/v])
\]  

Sequential composition and choice\(^1\) predicate transformers are as follows [BW98]:

\[
(S_1 ; S_2).q = S_1.(S_2.q)
\]

\[
(S_1 \sqcup S_2).q = S_1.q \land S_2.q
\]

As mentioned before, we use some other constructs from the refinement calculus in our proof. These constructs are \texttt{skip}, \{g\} (assertion), \[g\] (guard) and \(S^\omega\) (strong iteration). We gave informal definition of assertions and guards (assumptions) in Section 3.3.5. \texttt{skip}

\(^1\)Choice operator in our language corresponds to demonic choice in refinement calculus.
does not change the state at all. The skip, assertion and guard predicate transformers are as follows [BW98]:

\[
\text{skip}.q = q \tag{6.5}
\]

\[
\{g\}.q = g \land q \tag{6.6}
\]

\[
[g].q = g \Rightarrow q \tag{6.7}
\]

There are two important iteration operators in refinement calculus: weak iteration \((S^*)\) and strong iteration \((S^\omega)\). Weak iteration \(S^*\) means that \(S\) is executed a finite number of times. Strong iteration \(S^\omega\) is similar, but \(S\) can be executed indefinitely. Weak and strong iterations are modelled in refinement calculus by greatest and least fixpoint, respectively [BW98]:

\[
S^\omega = (\mu X \cdot S ; X \square \text{skip}) \tag{6.8}
\]

\[
S^* = (\nu X \cdot S ; X \square \text{skip}) \tag{6.9}
\]

The following predicate transformers for strong and weak iteration can be given [BW98]:

\[
S^\omega.q = (\mu x \cdot S.x \land q) \tag{6.10}
\]

\[
S^*.q = (\nu x \cdot S.x \land q) \tag{6.11}
\]

As mentioned earlier, the iteration \((S^*)\) in our language is required to terminate after a finite number of iterations. The termination should be proved at the Event-B level by providing variants and proving that events in the iteration decrease the variant. If the termination events in \(S\) is proved then we assume \(S^* = S^\omega\).

### 6.2.3 Abstract Schedule Refinement

In the previous section we gave a predicate transformer semantics to our abstract scheduling language. Our language is a subset of the guarded command language given in [BW98] with events as its atoms. We defined Event-B events using basic guarded command language constructs. The semantics of our language is the same as the guarded command language. Giving the same semantics as refinement calculus to our scheduling
language allows us to use refinement laws introduced in [BW98]. In the rest of this section we provide a number of refinement rules and prove their soundness using refinement calculus laws.

The Event-B refinement is performed at event granularity where each event of a refinement either refines some abstract event or refines skip. Correctness of the Event-B refinement is verified through a number of proof obligations. Using Event-B and our scheduling language we can develop structured programs in a stepwise refinement. To accomplish this, here we introduce a number of new rules for abstract schedule refinement. Abstract schedule refinement is about elaborating the schedule in tandem with event refinement and the introduction of new events.

Before we present the schedule refinement rules, we need to set a few conventions and rules. First, we use lower case letters to represent individual events and upper case letters to represent event groups. We assume that individual events are in the form of (6.1). An event group is a non-deterministic choice between a list of \( n \) events:

\[ E = e_1 \parallel e_2 \parallel ... \parallel e_n \]

Second, if event group \( E \) is refined by event group \( E' \) of the same length, written \( E \not\subseteq E' \), then there is a pairwise refinement relation between events in \( E \) and \( E' \) as follows:

\[ e_1 \not\subseteq e'_1, e_2 \not\subseteq e'_2, ..., e_n \not\subseteq e'_n \]

and \( \not\subseteq \) has the same meaning as refinement calculus.

Third, we can show that if event \( e_1 \) is refined by event \( e_2 \) in the Event-B level correctly, then it is a correct refinement in refinement calculus setting as well (i.e. \( e_1 \subseteq e_2 \) holds). To prove this we need to show that the following holds:

\[ wp(e_1, Q) \Rightarrow wp(e_2, Q) \]

Assume that \( e_1 \) and \( e_2 \) have the following form in Event-B:

**Event** \( e_1 \) where \( G_1(v) \) then \( v : \mid R_1(v, v') \)

**Event** \( e_2 \) where \( G_2(v) \) then \( v : \mid R_2(v, v') \)

The above events can be represented in the guarded command language as follows:

\[ [G_1(v)] ; v : \mid R_1(v, v') \]
Based on the weakest precondition predicate transformers given in Section 3.3.5 we have:

\[
(G_1(v) \Rightarrow \forall v'. R_1(v, v') \Rightarrow Q[v'/v]) \Rightarrow (G_2(v) \Rightarrow \forall v'. R_2(v, v') \Rightarrow Q[v'/v])
\]

Event-B proof obligations guarantee that guards of the concrete event are stronger than the guards of abstract event (Guard strengthening PO) and actions of concrete event simulate the actions of the abstract event [Abr10]. Based on this, if all Event-B proof obligations are discharged, we have:

\[
wp(e_1, Q) = \{\text{definition of event } e_1\}
\]

\[
wp([G_1(v)] : v : |R_1(v, v'), Q) = \{\text{weakest precondition of event } e_1\}
\]

\[
G_1(v) \Rightarrow (\forall v'. R_1(v, v') \Rightarrow Q[v'/v]) \Rightarrow \{\text{guard strengthening proof obligation}\}
\]

\[
G_2(v) \Rightarrow (\forall v'. R_1(v, v') \Rightarrow Q[v'/v]) \Rightarrow \{\text{simulation proof obligation}\}
\]

\[
G_2(v) \Rightarrow (\forall v'. R_2(v, v') \Rightarrow Q[v'/v]) = \{\text{weakest precondition}\}
\]

\[
wp([G_2(v)] : v : |R_2(v, v'), Q) = \{\text{definition of } e_2\}
\]

\[
wp(e_2, Q)
\]

Fourth, recall from Section 2.2.2 that we write \(E \sqsubseteq_R E'\) to denote data refinement of \(E\) by \(E'\) through gluing relation \(R\). Here we assume that events are correctly data refined in Event-B. Using \(\sqsubseteq\) indicates that no data refinement is performed.

Finally, we know from refinement calculus [BW98] that the sequential composition (\(;\)), non-deterministic choice (\(\Box\)), and iteration (\(\ast\)) operators are monotonic with respect to refinement, i.e., if \(S_1 \sqsubseteq S'_1\) and \(S_2 \sqsubseteq S'_2\) then:

\[
S_1 ; S_2 \sqsubseteq S'_1 ; S'_2
\]

\[
S_1 \Box S_2 \sqsubseteq S'_1 \Box S'_2
\]

\[
S'_1 \sqsubseteq (S'_1)^\ast
\]
We also use the following rule from [BW98]:

\[ S = \text{skip}; S = S; \text{skip} \]

and the following rule:

\[ S^* = (\text{skip} \sqcap S)^* \]

The soundness of the above rule is proved using iteration decomposition lemma given in [BW98].

We introduce the following general rules for algorithmic and schedule refinement:

- **Rule 1 (Case Split)**
  \[ e \in_R (e'_1 \sqcap ... \sqcap e'_m) \quad (\text{provided } e \in_R e'_1, ..., e \in_R e'_m) \]
  In a typical Event-B refinement an abstract event may be refined by one or more events in the concrete level. If an event is refined by more than one event, each of the refined events is typically used to represent a different case of the abstract event. An abstract schedule with one event \((e)\) can be replaced with a concrete schedule with a group of \(m\) events \((e'_1 \sqcap ... \sqcap e'_m)\).

**Proof.** The case split refinement rule follows from the monotonicity property of non-deterministic choice operator and \(e = e \sqcap ... \sqcap e\).

We also need to prove that the enabledness condition is preserved by the case events. This means that whenever abstract event \((e)\) is enabled at least one of the concrete events \((e'_1, ..., e'_m)\) should be enabled:

\[ \text{grd}(e) \Rightarrow \text{grd}(e'_1) \lor ... \lor \text{grd}(e'_m) \]

where \(\text{grd}(e)\) represents the guards of event \(e\). We will discuss in Section 6.4.1 that if the enabledness condition is not satisfied then we would not be able to eliminate event guards in the final program.

- **Rule 2 (Loop Introduction)**
  \[ E \in_R F^*; E' \quad (\text{provided } \text{skip} \in_R F \text{ and } E \in_R E') \]
  Here the abstract schedule \(E\) is replaced by the schedule \(F^*; E'\) which specifies that some event from \(F\) is continually executed until an event in \(E'\) is enabled. In the later refinements \(F^*\) should be refined by a concrete loop.
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Proof. This refinement rule can be proved as follows:

\[
E \equiv \text{skip}; E \\
\equiv \text{skip'}; E \\
\equiv_R \{\text{monotonicity of } \ast \text{ and }\} \\
F^* ; E'
\]

Since we have to prove loop termination, \(F\) should be either labelled as \(\textit{convergent}\) or \(\textit{anticipated}\). If it is labelled as \(\textit{convergent}\) then a variant should be provided in order to prove the termination of each event in \(F\). The proof of termination can be postponed for any of the \(F\) events until future refinements by marking them as \(\textit{anticipated}\). Proving the convergence ensures the termination of the loop.

Similar to the previous rule, enabledness condition should be satisfied:

\[
grd(E) \Rightarrow grd(F) \vee grd(E')
\]

If \(E\) is an event group then \(grd(E)\) represents the disjunction of the guards of the events in \(E\).

- Rule 3 (Loop Body Extension)

\[
E^* \equiv_R (F \sqcap E')^* (\text{provided skip} \equiv_R F \text{ and } E \equiv_R E')
\]

The body of a loop can be extended by an event group in the concrete level. The body should be later refined by a concrete schedule.

Proof. The soundness of loop body extension refinement rule is proved as follows:

\[
E^* = (\text{skip} \sqcap E)^* \\
\equiv_R \{\text{monotonicity of } \sqcap\} \\
(F \sqcap E')^*
\]

therefore:

\[
E^* \equiv_R (F \sqcap E')^*
\]

Also like previous rule, \(F\) should be labelled as \(\textit{convergent}\) or \(\textit{anticipated}\) and enabledness condition should be proved.

Nested control structures can be derived by repeated application of these refinement rules.
6.3 Refinement to Concrete Program Structures

The scheduling language and refinement rules introduced in the previous section provide a way for specifying the control flow between events and refining the control flow. However, due to the fact that the schedule itself contains non-deterministic choices and iterations there is still a gap between the schedule and the concrete algorithmic structure of the final program code. To bridge the gap we extend the abstract scheduling language introduced in Section 6.2 with deterministic branches and loops (Figure 6.2).

\[ \text{(Schedule)} ::= \text{Event} \]
\[ | \text{(Schedule)} : \text{(Schedule)} \]
\[ | \text{(Schedule)} \sqcap (\text{Schedule}) \]
\[ | \text{(Schedule)}^* \]
\[ | \text{if}((\text{Cond})) \{\text{(Schedule)}\}, [\text{elseif}((\text{Cond})) \{\text{(Schedule)}\},[\text{else}\{\text{(Schedule)}\}] \]
\[ | \text{while}((\text{Cond})) \{\text{(Schedule)}\} \]

\[ (\text{Cond}) ::= \text{Predicate} \]

The extension adds deterministic \textit{if..else} branches and \textit{while} loops with explicit conditions \((\text{Cond})\) to the language. The branch and loop conditions should be valid Event-B predicates as defined in [Abr10]. Non-deterministic choices and iterations can be refined to deterministic branches and loops, respectively. Deterministic branches and loops can be defined using non-deterministic choices and iterations and guards [BW98]:

\[
\text{while}(\text{Cond})\{S\} \cong ([\text{Cond}] ; S)^\omega ; [\neg \text{Cond}] \\
\text{if}(\text{Cond})\{S_1\} \text{else}\{S_2\} \cong [\text{Cond}] ; S_1 \sqcap [\neg \text{Cond}] ; S_2
\]

The while-loop is defined using \textit{strong iteration} operator. Since we ensure termination by proving convergence we assume \(S^\omega = S^*\). So we have the following definition for while-loop:

\[
\text{while}(\text{cond})\{S\} \cong ([\text{cond}] ; S)^* ; [\neg \text{cond}] 
\]

In order to be able to keep data and algorithmic refinements separate from each other we postpone the refinement of abstract control structures (i.e. choice and iteration) to concrete structures until the data refinement in Event-B is done. The following two schedule refinement rules will allow us to refine an abstract schedule with non-deterministic control structures to a concrete level:
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- **Rule 4 (Concrete Loop)** $S^* \subseteq \text{while}(\text{cond})\{S\}$

An abstract loop can be refined by a deterministic while-loop. The modeller should explicitly determine the concrete loop condition ($\text{cond}$).

*Proof.* The refinement of an abstract iteration to a concrete while-loop can be proved by induction:

$$S \equiv \text{skip} ; S$$
$$\equiv \{\text{guards refine skip}\}$$
$$[\text{cond}] ; S$$

Since $\ast$ is monotonic:

$$S^* \equiv ([\text{cond}] ; S)^*$$
$$\equiv ([\text{cond}] ; S)^* ; \text{skip}$$
$$\equiv \{\text{guards refine skip}\}$$
$$([\text{cond}] ; S)^* ; [\neg \text{cond}]$$
$$= \{\text{definition of while-loop}\}$$

\text{while}(\text{cond})\{S\}

\[\square\]

- **Rule 5 (Concrete Branch)**

$S_0 \square S_1 \square \ldots \square S_m$

$\subseteq$

\text{if}(\text{cond1})\{S_1\} \text{elseif}(\text{cond2})\{S_2\} \ldots \text{else}\{S_m\}$

Non-deterministic choice between two or more schedules can be refined to an \textit{if..else} structure. The modeller should explicitly provide branch conditions.

*Proof.* Here, for simplification, we present a proof for a simple case when there are only two event groups involved in the non-deterministic choice:

$$S_1 \square S_2 \in (\text{skip} ; S_1) \square (\text{skip} ; S_2)$$
$$\subseteq \{\text{guards refine skip and monotonicity of } \square\}$$
$$([\text{cond}] ; S_1) \square ([\neg \text{cond}] ; S_2)$$
$$= \{\text{definition of branch}\}$$

\text{if}(\text{cond})\{S_1\} \text{else}\{S_2\}

\[\square\]

The proof can be generalised to the case of $m$ branches.
6.3.1 Refining the Abstract Schedule of the Search Example

Remember the example from Section 6.2. We refined the abstract specification to a level that the model was completely deterministic and no further data refinement was required. Now that our scheduling language has deterministic loops and branches, we can refine its non-deterministic schedule to a deterministic one. This is done in three steps. We first refine the loop body to a deterministic branch:

\[
\begin{align*}
\text{search\_inc} & \quad \text{\textcircled{}} \quad \text{search\_dec} \\
\subseteq \\
\text{if}(f(k) < v)\{\text{search\_inc}\} \quad \text{else}\{\text{search\_dec}\}
\end{align*}
\]

The body of the loop is replaced by its refinement and finally the next step is to replace the non-deterministic loop with a deterministic while-loop:

\[
\begin{align*}
\text{initialisation} ; (\text{if}(f(k) < v)\{\text{search\_inc}\} \quad \text{else}\{\text{search\_dec}\})^* ; \text{found} \\
\subseteq \\
\text{initialisation} ; \\
\text{while}(f(k) \not= v)\{\text{if}(f(k) < v)\{\text{search\_inc}\} \quad \text{else}\{\text{search\_dec}\}\}; \\
\text{found}
\end{align*}
\]

The final schedule represents the program structure at code level. In Section 6.4 we discuss how the guards of the events are removed by verifying that they follow from the explicit guards of the schedules.

6.4 Guard Propagation Rules and Elimination Conditions

When the algorithmic structure in an Event-B model is made explicit by our scheduling language we want to be able to eliminate the guards within the events as we expect them to follow from the explicit control guards. To reason about this, it would be enough to prove that right before the execution of the actions, the corresponding guards are true. This is to say that, conditions and ordering imposed by the schedule can replace the event guards. Here we want to define a condition called guard elimination condition for each event in the schedule in a way that if it holds then event guards can be eliminated safely.
Before we can define the guard elimination condition we have to make it clear how the schedule guards and ordering are related to the scheduled events. To do this, we introduce a new concept called *derived guards*. A derived guard is a condition (assertion) that is guaranteed by the schedule to hold before the execution of an event. To illustrate this, assume that we have a simple schedule with only one event \( \text{evt} \):

\[
\text{Event} \ \text{evt} \ \text{where} \ G(v) \ \text{then} \ v : | R(v, v')
\]

We say \( dg \) is a derived guard for event \( \text{evt} \) which is guaranteed to hold when control reaches there:

\[
\{dg\} ; \text{evt}
\]

In the above schedule derived guard \( dg \) is obtained from forward propagation of the relevant schedule guards (i.e. loop or branch conditions). Forward propagation rules are discussed in the Refinement Calculus [BW98] and here we provide the following rules for obtaining derived guards for scheduled events:

- **Rule 6 (Branch)** If \( dg_s \) is a derived guard for a conditional construct (if .. else) and it has \( n \) branches then the guards can be propagated as follows:

\[
\{dg_s\} ; \text{if}(\text{cond}_1)\{S_1\} \ \text{elseif}(\text{cond}_2)\{S_2\} \ldots \text{else}\{S_n\} = \{dg_s\} ; \text{if}(\text{cond}_1)\{\{dg_1\} ; S_1\} \ \text{elseif}(\text{cond}_2)\{\{dg_2\} ; S_2\} \ldots \text{else}\{\{dg_n\} ; S_n\}
\]

where

\[
dg_i \doteq dg_s \land (\neg \text{cond}_1 \land \ldots \land \neg \text{cond}_{i-1}) \land \text{cond}_i
\]

\[
dg_n \doteq dg_s \land \neg \text{cond}_1 \land \ldots \land \neg \text{cond}_{n-1}
\]

and \( i \in 1..n - 1 \). Here \( dg_i \) holds right before \( S_i \) and \( dg_n \) holds right before \( S_n \). Depending on the structure of \( S_i \) and \( S_n \), the derived guards may be forward propagated further.

- **Rule 7 (Loop)** A loop condition can be propagated as follows:

\[
\text{while}(\text{cond})\{S_1\} ; S_2 = \text{while}(\text{cond})\{\{cond\} ; S_1\} ; \{\neg \text{cond}\} ; S_2
\]
For further propagation of derived guards we also have the following three rules:

- **Rule 8** If \( dg \) is a derived guard for a schedule and the schedule has two sub-schedules connected via a sequential composition operator:

\[
\{ dg \}; (S_1; S_2)
\]

then \( dg \) is only a derived guard for the first sub-schedule:

\[
\{ dg \}; S_1; S_2
\]

- **Rule 9** A schedule \( S \) preserves the condition \( p \) if:

\[
\{ p \}; S \subseteq S; \{ p \}
\]

The program operators preserve conditions if their operands do:

- \( S_1; S_2 \) preserves \( p \) provided that \( S_1 \) and \( S_2 \) preserve \( p \).
- \( \text{if}(cond)\{S_1\} \text{else}\{S_2\} \) preserves \( p \) provided that if \( cond \) holds then \( S_1 \) and if \( ¬cond \) the \( S_2 \) preserve \( p \).
- \( \text{while}(cond)\{S\} \) preserves \( p \) provided that if \( cond \) holds then \( S \) preserves \( p \).

In addition to the above rules, for an atomic event \( evt \) proving that the event preserves \( p \) is the same as proving invariant preservation by treating \( p \) as invariant. Invariant preservation proof obligation are discussed in details in [Abr10].

Now that we have clear rules for obtaining derived guards we can define the guard elimination condition. We represent event \( evt \) using the language introduced in 3.3.5:

\[
\lfloor G(v) \rfloor; v : R(v, v')
\]  

If \( dg \) is a derived guard for event \( evt \) then we have

\[
\{ dg \}; \lfloor G(v) \rfloor; v : R(v, v')
\]

We can eliminate event guard \( G(v) \) using derived guard \( dg \):

\[
\{ dg \}; \lfloor G(v) \rfloor; v : R(v, v') = \{ dg \}; v : R(v, v')
\]

provided that \( dg \Rightarrow G(v) \)
Based on the above, if there is a schedule with \( n \) events, each event will have one guard elimination condition in the following general form:

\[
dg_i \Rightarrow G_i
\]

where \( i \in 1..n \) and \( dg_i \) and \( G_i \) represent the derived guard and event guards of the \( i \)th event, respectively. Proving the guard elimination condition for each event allows us to remove event guards safely.

By propagating schedule conditions (derived guards) to events we should be able to remove the event original guards. If the event guards are eliminated successfully (i.e. the execution of actions under the propagated guards preserve the model invariants) then the ordering imposed by the schedule guarantees the preservation of the model properties and establishment of the post-conditions (i.e. successful elimination of the \( FINAL \) event guards).

Recall the concrete schedule and model of the binary search algorithm in Section 6.3.1:

\[
\text{initialisation;}
\]

\[
\text{while}(f(k) \neq v)\{\text{if}(f(k) < v)\{search\_inc\} \text{ else } \{search\_dec\}\};
\]

\[
\text{found}
\]

By applying forward propagation rules, the following guards (shown in brackets before each event) can be derived:

- Event: \( search\_inc \)
  - \( \{f(v) \neq v \land f(k) < v\} \)
  - \( \text{grd1: } f(k) < v \)
  - \( \text{act1: } k := (k+j+1)/2 \)
  - \( \text{act2: } i := k + 1 \)
  - \( \text{End} \)

- Event: \( search\_dec \)
  - \( \{f(v) \neq v \land \neg(f(k) < v)\} \)
  - \( \text{grd1: } f(k) > v \)
  - \( \text{act1: } k := (i+k-1)/2 \)
  - \( \text{act2: } j := k - 1 \)
  - \( \text{End} \)

- Event: \( found \)
  - \( \{\neg(f(v) \neq v)\} \)
  - \( \text{grd1: } f(k) = v \)
  - \( \text{act1: } r := k \)
  - \( \text{End} \)

Proving that the original event guards can be removed safely is trivial.

### 6.4.1 Enabledness and Guard Elimination Condition

Now that guard elimination condition is introduced we can show that if the enabledness condition presented in Section 6.2.3 for abstract schedule refinement rules is not satisfied, we will not be able to eliminate event guards in the final level. We illustrate this with
an example. Recall the search algorithm introduced earlier. Assume that we strengthen
the guards of events search\_inc and search\_dec by adding a new guard \( i < j \):

\[
\text{Event search\_inc} \\
\quad \text{where} \\
\quad \text{grd1: } f(k) < v \\
\quad \text{grd2: } i < j \\
\quad \text{then} \\
\quad \text{act1: } k := (k + j + 1)/2 \\
\quad \text{act2: } i := k + 1 \\
\text{End}
\]

\[
\text{Event search\_dec} \\
\quad \text{where} \\
\quad \text{grd1: } f(k) > v \\
\quad \text{grd2: } i < j \\
\quad \text{then} \\
\quad \text{act1: } k := (i + k - 1)/2 \\
\quad \text{act2: } j := k - 1 \\
\text{End}
\]

While the new events with stronger guards still satisfy the model properties, the enabledness condition cannot be satisfied:

\[
f(k) \neq v \Rightarrow (f(k) < v \land i < j) \lor (f(k) > v \land i < j)
\]

The explicit schedule guards presented in Section 6.3.1 cannot satisfy guard elimination condition for any of the search events:

- GEC for search\_inc: \( f(v) \neq v \land f(k) < v \Rightarrow f(k) < v \land i < j \)
- GEC for search\_dec: \( f(v) \neq v \land f(k) > v \Rightarrow f(k) > v \land i < j \)

Even if we strengthen the explicit schedule conditions by adding \( i < j \) to the branch condition we will not be able to satisfy guard elimination condition for event search\_dec. This simple example shows that if the enabledness is not preserved it is most likely that we will not be able to eliminate some of the event guards.

### 6.5 Summary

Event-B has a rich mathematical language and powerful tool support (Rodin) that can be used effectively for specification and verification of sequential programs. However, Event-B lacks the explicit control flow structure and therefore events ordering should be specified implicitly as event guards. The lack of the explicit ordering makes the transformation of the concrete model to a program code difficult. In this chapter we introduced an approach that makes the control flow explicit by augmenting Event-B with a scheduling language.

The scheduling language and the introduced refinement rules allow the modeller to derive the program structure in an stepwise manner. The scheduling language allows the modeller to introduce iterations and non-deterministic choices in the abstract level. It also has familiar control constructs like if-statements and while-loops that will replace the non-deterministic structures in the concrete level. We presented a number of rules
which will assist the modeller in refining an abstract schedule towards a concrete one. We also discussed how guard elimination conditions can guarantee that the events in the schedule will follow the explicit control flow and how we can remove original event guards.
Chapter 7

Case Studies: Simple Sort and Schorr-Waite Marking Algorithms

7.1 Introduction

In the previous chapter we introduced an approach for derivation of algorithmic structure in Event-B refinement. This chapter will present two case studies based on that approach: 1) A simple sorting algorithm 2) Schorr-Waite graph marking algorithm. We will discuss the modelling and derivation of the algorithmic structure for both algorithms based on the approach presented previously. The case studies validate our approach for developing correct sequential algorithms in Event-B.

7.2 Case Study 1: Simple Sort Algorithm

The first example we present in this chapter is derivation and verification of a sorting algorithm using Scheduled Event-B. This example is important specifically because it showcases the introduction of nested loops. The rest of this section discusses the modelling and verification of the algorithm.

7.2.1 Abstract Specification

The goal of the algorithm is to sort any non-empty array of natural numbers. The input array is specified in the context of the model as follows:

CONTEXT c0
CONSTANTS n, f
AXIOMS

axm1: \( 0 < n \)
axm2: \( f \in 0..n - 1 \rightarrow \mathbb{N} \)

In the context \( c_0 \) constant \( n \) represents the size of array \( f \). Machine \( m_0 \) defines the abstract specification of the algorithm. Event \textit{sorted} sorts the array in one shot and assigns the sorted array to the result variable \( r \):

MACHINE \( m_0 \) SEES \( c_0 \)
VARIABLES \( r \)
INVARIANTS
\hspace{1em} inv1: \( r \in 0..n - 1 \rightarrow \mathbb{N} \)
EVENTS
Event INITIALISATION
then
\hspace{1em} act1: \( r := f \)
End

Event \textit{sorted} any \( s \) where
\hspace{1em} grd1: \( s \in 0..n - 1 \rightarrow \mathbb{N} \)
\hspace{1em} grd2: \( \text{ran}(s) = \text{ran}(f) \)
\hspace{1em} grd3: \( \forall i, j. i \in 0..n - 1 \land j \in 0..n - 1 \land i < j \Rightarrow s(i) \leq s(j) \)
then
\hspace{1em} act1: \( r := s \)
End

The abstract schedule is:

\textit{initialisation}; \textit{sorted}

The above schedule states that after the model is initialised a single execution of event \textit{sorted} will produce the desirable result which is a sorted version of the input array.

7.2.2 First Refinement

In order to derive the implementation from the abstract specification we have to refine it. In the first refinement we introduce a new event called \textit{sorting}. The new event specifies the way that the array is sorted. The \textit{sorting} event is supposed to be executed repeatedly until the array is sorted. The abstract schedule can be refined as follows:

\textit{initialisation}; \textit{sorted}

\( \preceq_R \)

\textit{initialisation}; \textit{sorting}^*; \textit{sorted}
Here we used the loop introduction rule introduced in Section 6.2.3. As can be seen, the refined \textit{sorted} event is a refinement of the abstract \textit{sorted} event and the \textit{sorting} event refines \textit{skip}. The enabledness condition for this schedule refinement can be discharged trivially.

Two new variables are introduced in this refinement. First, variable \textit{sor} which is a copy of array \textit{f} which can be modified and sorted by event \textit{sorting}, and second, variable \textit{i} which is the index to the value in the array which is currently being evaluated and each execution of the event will increase it by one. We labelled \textit{sorting} event as \textit{convergent} and by providing variant \(n - i\) we managed to prove the termination of the abstract loop introduced in this schedule refinement. The Event-B model for this refinement is as follows:

\textbf{MACHINE} \textit{m1} refines \textit{m0} SEES \textit{c0}  
\textbf{VARIABLES} \textit{sor}, \textit{i}  
\textbf{INVARIANTS}  
\begin{align*}
\text{inv1: } & i \in 0..n - 1 \\
\text{inv2: } & \textit{sor} \in 0..n - 1 \mapsto \mathbb{N} \\
\text{inv3: } & \text{ran}(\textit{sor}) = \text{ran}(\textit{f}) \\
\text{inv4: } & \forall k, l. k \in 0..i \land l \in 0..i \land k < l \Rightarrow \textit{sor}(k) \leq \textit{sor}(l) \\
\text{inv5: } & \forall k, l. k \in 0..i - 1 \land l \in i..n - 1 \Rightarrow \textit{sor}(k) \leq \textit{sor}(l) \\
\end{align*}  
\textbf{EVENTS}  
\textbf{Event} \textit{INITIALISATION}  
then  
\begin{align*}
\text{act1: } & i := 0 \\
\text{act2: } & \textit{sor} := \textit{f} \\
\end{align*}  
End  
\textbf{Event} \textit{sorting}  
any \textit{m}  
where  
\begin{align*}
\text{grd1: } & i \neq n - 1 \\
\text{grd2: } & \textit{m} \in i..n - 1 \\
\text{grd3: } & \textit{sor}(\textit{m}) = \text{min}(\textit{sor}[i..n - 1]) \\
\end{align*}  
then  
\begin{align*}
\text{act1: } & \textit{sor} := \textit{sor} \star \{i \mapsto \textit{sor}(\textit{m})\} \star \{\textit{m} \mapsto \textit{sor}(i)\} \\
\text{act2: } & i := i + 1 \\
\end{align*}  
End  
\textbf{Event} \textit{sorted} refines \textit{sorted}  
where  
\begin{align*}
\text{grd1: } & i = n - 1 \\
\end{align*}  
with  
\begin{align*}
\text{s: } & \textit{s} = \textit{sor} \\
\end{align*}  
then  
\begin{align*}
\text{act1: } & \textit{r} := \textit{sor} \\
\end{align*}  
End

Invariant \textit{inv4} states that the array is sorted up to \textit{i}th element. Invariant \textit{inv5} states that all elements up to index \textit{i} are smaller than elements with indices greater than \textit{i}. We have provided a witness for event \textit{sorted} and removed parameter \textit{s} from it.
7.2.3 Second Refinement

The second refinement adds more details about how the algorithm sorts the array. We introduce variable $x$ which is a value between $i$ and $n - 1$. It will help us to remove parameter $m$ from \textit{sorting} event and model the steps needed to calculate that value. The schedule is refined as follows:

\[
\text{initialisation}; \text{sorting}^*; \text{sorted} \equiv_R \text{initialisation}; (\text{sorting}_\text{in}^*; \text{sorting})^*; \text{sorted}
\]

Here again we used the loop introduction rule in schedule refinement. The result is a nested loop where the new event \textit{sorting}_\text{in} represents the inner loop. Since there is not enough detail to prove the termination of the inner loop we label \textit{sorting}_\text{in} as \textit{anticipated}. The \textit{sorting}_\text{in} event indicates that the index of the smallest value between indices $i$ and $n - 1$ (i.e. variable $x$) should be calculated. However, at this level we do not provide the details on how $x$ is calculated. The only thing that we know is that \textit{sorting}_\text{in} is executed repeatedly until $x$ satisfies guard $\text{grd}_2$ of the \textit{sorting} event:

Event \textit{sorting}_\text{in}
then
act1: $x \in i..n - 1$
End

Event \textit{sorting} refines \textit{sorting}
where
$\text{grd}_1$: $i \neq n - 1$
$\text{grd}_2$: $\text{sor}(x) = \text{min} (\text{sor}[i..n - 1])$
then
act1: $\text{sor} := \text{sor} \uplus \{ i \mapsto \text{sor}(x) \} \uplus \{ x \mapsto \text{sor}(i) \}$
act2: $i := i + 1$
act3: $x := i + 1$
End

7.2.4 Third Refinement

The third refinement provides all the details about the steps that are needed to be taken in order to find the smallest value between indices $i$ and $n - 1$. In this level we refine \textit{sorting}_\text{in} by two events \textit{sorting}_\text{in}_1 and \textit{sorting}_\text{in}_2. The schedule is refined as follows:

\[
\text{initialisation}; (\text{sorting}_\text{in}_1^*; \text{sorting})^*; \text{sorted} \equiv_R \text{initialisation}; ((\text{sorting}_\text{in}_1 \square \text{sorting}_\text{in}_2)^*; \text{sorting})^*; \text{sorted}
\]
Variable \( j \) is a counter for the inner loop. The model should guarantee that \( x \) is always the index of the smallest value between \( i \) and \( j \). The model invariants and events are as follows:

**INVARINTS**
- \( \text{inv1: } j \in 0..n - 1 \)
- \( \text{inv2: } x \in i..j \)
- \( \text{inv3: } \text{sor}(x) = \text{min}([\text{sor}[i..j]]) \)

Event \( \text{sorting}_\text{in}_\text{1} \) refines \( \text{sorting}_\text{in} \)
where
- \( \text{grd1: } i \neq n - 1 \)
- \( \text{grd2: } j \neq n - 1 \)
- \( \text{grd3: } \text{sor}(x) \leq \text{sor}(j + 1) \)
then
- \( \text{act1: } j := j + 1 \)

End

Event \( \text{sorting}_\text{in}_\text{2} \) refines \( \text{sorting}_\text{in} \)
where
- \( \text{grd1: } i \neq n - 1 \)
- \( \text{grd2: } j = n - 1 \)
- \( \text{grd3: } \text{sor}(x) > \text{sor}(j + 1) \)
then
- \( \text{act1: } j := j + 1 \)
- \( \text{act2: } x := j + 1 \)

End

Event \( \text{sorting} \) refines \( \text{sorting} \)
where
- \( \text{grd1: } i \neq n - 1 \)
- \( \text{grd2: } j = n - 1 \)
then
- \( \text{act1: } \text{sor} := \text{sor} \uplus \{i \mapsto \text{sor}(x)\} \uplus \{x \mapsto \text{sor}(i)\} \)
- \( \text{act2: } i := i + 1 \)
- \( \text{act3: } x := i + 1 \)
- \( \text{act4: } j := i + 1 \)

End

Event \( \text{sorting}_\text{in} \) is refined by two events \( \text{sorting}_\text{in}_\text{1} \) and \( \text{sorting}_\text{in}_\text{2} \). This follows the normal Event-B refinement which was described in rule 1 (see 6.2.3). Now that the concrete level has no non-deterministic action we can refine the abstract constructs in the schedule to their concrete counterparts. We do this in three steps: first, we refine the non-deterministic choice to a concrete branch, second, we refine the non-deterministic inner loop to a concrete \textbf{while} loop and finally we refine the outer non-deterministic loop:
initialisation : \((\text{sorting\_in\_1} \sqcap \text{sorting\_in\_2})^* ; \text{sorting})^* ; \text{sorted}
\subseteq
initialisation : (\(
    \text{if}(\text{sor}(x) \leq \text{sor}(j + 1))\{\text{sorting\_in\_1}\} \text{else}\{\text{sorting\_in\_2}\}
\) \ast ; \text{sorting}) \ast ; \text{sorted}
\subseteq
initialisation : (\(
    \text{while}(j \neq n - 1)\{\n        \text{if}(\text{sor}(x) \leq \text{sor}(j + 1))\{\text{sorting\_in\_1}\} \text{else}\{\text{sorting\_in\_2}\}
    \}
\) \ast ; \text{sorting})^* ; \text{sorted}
\subseteq
initialisation:
    \text{while}(i \neq n - 1)\{
        \text{while}(j \neq n - 1)\{\n            \text{if}(\text{sor}(x) \leq \text{sor}(j + 1))\{\text{sorting\_in\_1}\} \text{else}\{\text{sorting\_in\_2}\}
        \}
    ; \text{sorting}
} ; \text{sorted}

Here we broke the schedule refinement into three steps to show how it is done, however it is possible to perform all the three steps at once. The final (concrete) schedule has no non-deterministic loop or branch so no further refinement is required to obtain final algorithmic structure. Now that all the abstract non-deterministic constructs are refined to their concrete deterministic counterparts, the guard elimination conditions can be generated to prove the correctness of the schedule.

### 7.2.5 Guard Elimination Conditions

In Section 6.4 we introduced a number of rules for propagation of derived guards in order to be able to eliminate actual event guards. Here we show how derived guards are used in guard elimination.

- **Event sorting\_in\_1** Using the rules presented in Section 6.4, the derived guard for \text{sorting\_in\_1} is as follows:

\[ i \neq n - 1 \land j \neq n - 1 \land \text{sor}(x) \leq \text{sor}(j + 1) \]

The above condition is guaranteed to hold by the schedule right before execution of event \text{sorting\_in\_1}. Since we can prove that this condition is stronger than the event guards, we can eliminate event guards in the final algorithm structure safely:
\[ i \neq n - 1 \land j \neq n - 1 \land \text{sor}(x) \leq \text{sor}(j + 1) \Rightarrow i \neq n - 1 \land j \neq n - 1 \land \text{sor}(x) \leq \text{sor}(j + 1) \]

- **Event sorting in 2** Similar to event `sorting_in_1`, here we can obtain the following derived guard:
  \[ i \neq n - 1 \land j \neq n - 1 \land \neg (\text{sor}(x) \leq \text{sor}(j + 1)) \]
  and this derived guard is stronger than event guards:
  \[ i \neq n - 1 \land j \neq n - 1 \land \neg (\text{sor}(x) \leq \text{sor}(j + 1)) \Rightarrow \neg i \neq n - 1 \land j \neq n - 1 \land \text{sor}(j + 1) < \text{sor}(x) \]

- **Event sorting** The following derived guard is obtained:
  \[ i \neq n - 1 \land j = n - 1 \]
  As discussed in Section 6.4 rule 6 has a side condition which should be satisfied before we can use it. In this case we have to prove that both events inside the inner loop preserve \( i \neq n - 1 \). It is trivial to prove this, since neither of the events inside the inner loop update the value of \( i \). The above derived guard is stronger than the event guards so we can eliminate event guards safely:
  \[ i \neq n - 1 \land j = n - 1 \Rightarrow i \neq n - 1 \land j = n - 1 \]

- **Event sorted** Finally using rule 2 we can obtain the following derived guard for event `sorted` and we can safely eliminate its guard:
  \[ i = n - 1 \]

By proving that all the events guards can be eliminated safely, we can conclude that the schedule is correct.

### 7.3 Case Study 2: Schorr-Waite Marking Algorithm

The Schorr-Waite [SW67] algorithm is a graph marking algorithm named after its inventors. The importance of the algorithm is due to its low memory consumption [Bub07]. It marks all reachable nodes from a *top* node in a given graph. Instead of logging the path to the current node from the top node, the algorithm simply reverses the traversed edges and use them for backtracking when there is no reachable unmarked node left. It was originally proposed for dealing with the problem of garbage collection when the available space is low. The algorithm has attracted substantial attention in the literature and become an interesting problem and testbed for program verification.
Apart from the importance of the algorithm in the literature, we had another motive in choosing this algorithm: the algorithm has already been modelled for binary graphs in an event-based approach and proved using Atelier B [Cle] by Abrial in [Abr03] without any explicit control structure. Abrial applied some merging rules to obtain the program structure from the model. This gives us a good mean to measure our approach against standard Event-B approach. Second, Leino in [Lei10] presented a full implementation and contracts for the algorithm in the Dafny language. This also allows us to compare the constructive approach against the analytical one.

The rest of this section outlines the development of the algorithm using our approach.

### 7.3.1 The Algorithm

The Schorr-Waite algorithm is a depth first graph traversal algorithm (illustrated in Figure 7.1) and can be specified informally as follows:

- The algorithm traverses a given graph from a given *top* node
- The graph is traversed depth-first
- The algorithm marks all reachable nodes from the given *top* node
- The backtracking structure (path to the top node) is stored in the graph by reversing the traversed edges
- Each time the algorithm backtracks it reverses the edge to its original direction

The algorithm has four main functional properties that a correct implementation should guarantee for any given unmarked graph (with a set of finite nodes) and any arbitrary *top* node:

1. The algorithm will mark all reachable nodes from the *top* node.
2. The algorithm will only mark reachable nodes from the *top* node.
3. The algorithm will terminate.
4. Upon the termination, the graph structure is the same as its original structure.
7.3.2 The Development of the Algorithm

As mentioned before, the algorithm has previously been modelled by Abrial [Abr03] for a binary graph to show how a sequential program can be constructed using an event-based approach, however the model was not refined to a concrete level. We borrowed the abstract specification of the algorithm from Abrial’s work, modified it a bit, and developed and refined our version (where each node may have an arbitrary number of children) to a concrete level based on it.

Here we explain the model details briefly and concentrate on the refinement of the algorithmic structure using our scheduling language and rules\(^1\).

7.3.2.1 Abstract Specification

In the abstract level the graph is specified using a constant binary relation \((g)\) on a set \(N\) of nodes. To find all reachable nodes in the graph from the top node \(t\) it would be

\[\text{find all reachable nodes in the graph from the top node } t\]
enough to calculate the image of \{t\} under transitive closure of \(g\). Therefore the abstract model need have only one event (\textit{marked}) whose execution will mark all the reachable nodes in one shot:

\begin{itemize}
  \item \textbf{CONTEXT} \(c_0\)
  \item \textbf{SETS} \(N\)
  \item \textbf{CONSTANTS} \(g, c, t\)
  \item \textbf{AXIOMS}
    \begin{itemize}
      \item \textit{axm1}: \(g \in N \leftrightarrow N\)
      \item \textit{axm2}: \(c \in N \leftrightarrow N\)
      \item \textit{axm3}: \(t \in N\)
      \item \textit{axm4}: \(\forall s.(s \subseteq N \Rightarrow s \subseteq c[s])\)
      \item \textit{axm5}: \(\forall s, x, y.(s \subseteq N \land x \mapsto y \in g \land x \in c[s] \Rightarrow y \in c[s])\)
      \item \textit{axm6}: \(\forall s.(s \subseteq N \land g[s] \subseteq s \Rightarrow c[s] \subseteq s)\)
      \item \textit{axm7}: \(\text{finite}(N)\)
    \end{itemize}
  \item \textbf{MACHINE} \(m_0\) \textbf{SEES} \(c_0\)
  \item \textbf{VARIABLES} \(r\)
  \item \textbf{INVARIANTS}
    \begin{itemize}
      \item \textit{inv1}: \(r \subseteq N\)
    \end{itemize}
  \item \textbf{EVENTS}
    \begin{itemize}
      \item \textbf{Event} \textit{INITIALISATION}
        \begin{itemize}
          \item \textit{act1}: \(r \in \mathbb{P}(N)\)
        \end{itemize}
    \end{itemize}
  \item \textbf{Event} \textit{marked}
    \begin{itemize}
      \item \textit{act1}: \(r := c[\{t\}]\)
    \end{itemize}
\end{itemize}

In the context, \(g\) represents the graph and \(c\) is the transitive closure of \(g\). Axioms \textit{axm4}, \textit{axm5}, and \textit{axm6} specify the properties of transitive closure \((c)\) needed for specifying the desirable outcome of the algorithm. Machine \(m_0\) has an event called \textit{marked} which calculates all reachable nodes from top node \(t\) using the image of the transitive closure under \(t\) in one step. The associated schedule with this specification is simply:

\[
\text{initialisation; marked}
\]

### 7.3.2.2 First Refinement

From this refinement we gradually introduce the algorithm and refine it to a concrete level. Here a new event (\textit{marking}) is introduced to compute the reachable nodes and mark them (add them to set \(b\)) gradually by its repetition, the \textit{marking} event selects the next unmarked reachable node from the set of marked nodes \((b)\) non-deterministically:

\begin{itemize}
  \item \textbf{INVARIANTS}
    \begin{itemize}
      \item \textit{inv1}: \(b \subseteq N\)
      \item \textit{inv2}: \(t \in b\)
      \item \textit{inv1}: \(b \subseteq c[\{t\}]\)
    \end{itemize}
\end{itemize}
EVENTS
Event *INITIALISATION*
then
  act1: r ∈ \( P(N) \)
  act2: b := \{ t \}
End

Event *marking*
any y
where
  grd1: y ∈ g[b]\b
then
  act1: b := b ∪ \{ y \}
End

Event *marked refines marked*
where
  grd1: g[b] ⊆ b
then
  act1: r := b
End

Event *marked* will be enabled when all the reachable nodes from marked nodes are marked. By applying rule 2 from Section 6.2.3 we can refine the abstract schedule:

\[
\text{initialisation; marked} \subseteq_R \text{initialisation; marking}^* ; \text{marked}
\]

Event *marking* is marked as *convergent* and by providing variant \( \text{card}(N \setminus b) \) we can prove that it will terminate.

**7.3.2.3 Second Refinement**

This refinement specifies an important feature of the algorithm: backtracking. The backtracking structure is specified using an injective function \( f \). Function \( f \) allows the algorithm to backtrack to the previous node when it cannot traverse further. Also a pointer to the current node \( p \) and a flag \( n \) are introduced. If \( n \) is true then all reachable nodes are marked. Two new events *backtracking* and *termination* are added to the model. The *backtracking* event changes the current node to the previous node if all the children of \( p \) are marked and \( p \neq t \) and *termination* changes the flag \( n \) to TRUE if \( p = t \) and all of the \( t \) children are marked or it does not have any. The *marking* event is also refined to update backtracking structure when it traverses from current node to its child:

**INVARINTS**

\[
\text{inv1: } p \in b
\]
inv2: \( f \in (b \cup \{p\}) \backslash \{t\} \Rightarrow (b \cup \{t\}) \backslash \{p\} \)

inv3: \( n \in BOOL \)

EVENTS

Event marking refines marking

any \( y \)

where

\( \text{grd1: } g[\{p\}] \subseteq b \)
\( \text{grd2: } n = FALSE \)
\( \text{grd3: } y \in g[\{p\}] \backslash b \)

then

\( \text{act1: } b := b \cup \{y\} \)
\( \text{act2: } p := y \)
\( \text{act3: } f := f \cup \{y \mapsto p\} \)
\( \text{act4: } path := path \cup \{y\} \)

End

Event backtrack

where

\( \text{grd1: } g[\{p\}] \subseteq b \)
\( \text{grd2: } n = FALSE \)
\( \text{grd3: } p \neq t \)

then

\( \text{act1: } p := f(p) \)
\( \text{act2: } f := \{p\} \triangleright f \)
\( \text{act3: } path := path \setminus \{p\} \)

End

Event termination

where

\( \text{grd1: } g[\{p\}] \subseteq b \)
\( \text{grd2: } n = FALSE \)
\( \text{grd3: } p = t \)

then

\( \text{act1: } n := TRUE \)

End

Event marked refines marked

where

\( \text{grd1: } n = TRUE \)

then

\( \text{act1: } r := b \)

End

In this level we mark backtrack as convergent and provide a variant (path). It can be trivially proved that the event terminates. We mark termination event as anticipated and will prove its termination in the next refinement. By applying rule 3 (loop body extension, see 6.2.3) we will have the following schedule refinement:

\[
\text{initialisation} ; \text{marking}^* ; \text{marked} \\
\preceq_R \\
\text{initialisation} ; (\text{termination} \sqcap \text{backtracking} \sqcap \text{marking})^* ; \text{marked}
\]
7.3.2.4 Third and Fourth Refinements

Third refinement adds a boolean attribute `marked` to each node. This is specified as a total function from \( N \) to `BOOL`. The algorithm will set `marked` to true if the node is reached.

Fourth refinement changes the representation of the graph to a total function from nodes to a sequence of nodes. The sequence represents the children of each node:

### CONTEXT
```
c1 extends c0
```

### CONSTANTS
```
graph
```

### AXIOMS
```
axm1: graph ∈ N → (Z→N)
axm2: ∀ x.x ∈ N ⇒ ran(graph(x)) = ran({x} ▷ g)
axm3: ∀ x.x ∈ N ⇒ dom(graph(x)) = 0..card(ran({x} ▷ g)) - 1
axm4: ∀ x.x ∈ dom(graph) ⇒ finite(graph(x))
axm5: finite(graph)
```

Function `graph` is the new representation of the graph. Axioms `axm2` and `axm3` specify the relation between `g` and `graph`. In the third and forth refinements we only perform data refinement and replace `g` with `graph` and `b` with `marked`:

### EVENTS

#### Event `marking` refines `marking`

**any** `y`

**where**
```
grd1: ∃ x.x ∈ ran(graph(p)) ∧ marked(x) = FALSE
grd2: n = FALSE
grd3: y ∈ ran(graph(p))
grd4: marked(y) = FALSE
```

**then**
```
act1: marked(y) := TRUE
act2: p := y
act3: f := f ∪ {y ↦ p}
act4: path := path ∪ {y}
```

**End**

#### Event `backtrack` refines `backtrack`

**where**
```
grd1: (p ∈ dom(graph) ∧ ∀ nod.nod ∈ ran(graph(p)) ⇒ marked(nod) = TRUE) ∨ p ∉ dom(graph)
grd2: n = FALSE
grd3: p ≠ t
```

**then**
```
act1: p := f(p)
act2: f := {p} ▷ f
act3: path := path\{p\}
```

**End**

#### Event `termination` refines `termination`

**where**
```
grd1: (p ∈ dom(graph) ∧ ∀ nod.nod ∈ ran(graph(p)) ⇒ marked(nod) = TRUE) ∨ p ∉ dom(graph)
```

**End**
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grd2: \( n = FALSE \)
grd3: \( p = t \)
then
act1: \( n := TRUE \)
End

Event marked refines marked
any \( m \)
where
grd1: \( n = TRUE \)
grd2: \( m = \{ \text{nod.nod} \in N \land \text{marked}(\text{nod}) = TRUE | \text{nod} \} \)
then
act1: \( r := m \)
End

If in a level only data refinement is performed then the schedule will remain the same as the abstract one:

\[ \text{initialisation}; (\text{termination} \Box \text{backtracking} \Box \text{marking})^*; \text{marked} \]

### 7.3.2.5 Fifth Refinement

Until now the selection of the next child for marking was done non-deterministically. Now that we have the children of the current node in an ordered list, the selection of the next node can be done deterministically. To facilitate this, we add a new attribute \((chV)\) to \( N \) to count the number of visited children of each node. This is specified by a total function from \( N \) to \( \mathbb{Z} \). The \textit{marking} event is refined to choose \( chV \)th child of \( p \) as the next node if it is not already marked and increases the \( chV \) of \( p \) by 1. A new event \textit{nextChild} is also introduced to increase the \( chV \) of \( p \) by 1 in case that \( chV \)th child is already marked. The algorithm now backtracks if \( chV \) of \( p \) is equal to the number of \( p \) children if \( p \neq t \). If \( chV \) of \( p \) is equal to the number of \( p \) children and also \( p = t \) then the flag \( n \) is set to \( TRUE \).

**INFORMALS**

**INVARIANTS**

\( \text{inv1: } chV \in N \rightarrow \mathbb{Z} \)

\( \text{inv2: } \forall \text{nod}, \text{ch.nod} \in \text{dom}(\text{graph}) \land \text{ch} \in \text{graph}(\text{nod})[0..chV(\text{nod}) - 1] \Rightarrow \text{marked}(\text{ch}) = TRUE \)

**EVENTS**

Event \textit{marking} refines \textit{marking}
any \( y \)
where
grd1: \( \text{graph}(p) \neq \emptyset \)
grd2: \( n = FALSE \)
grd3: \( chV(p) < \text{card}(\text{graph}(p)) \)
grd4: \( \text{marked}(y) = FALSE \)
lgrd: \( y = (\text{graph}(p))(chV(p)) \)
then
act1: \( \text{marked}(y) := \text{TRUE} \)
act2: \( p := y \)
act3: \( f := f \cup \{y \mapsto p\} \)
act4: \( \text{path} := \text{path} \cup \{y\} \)
act5: \( \text{chV}(p) := \text{chV}(p) + 1 \)

End

Event \texttt{nextChild}
where
\begin{align*}
\text{grd1:} & \quad \text{graph}(p) \neq \emptyset \\
\text{grd2:} & \quad n = \text{FALSE} \\
\text{grd3:} & \quad \text{chV}(p) < \text{card}(\text{graph}(p)) \\
\text{grd4:} & \quad \text{marked}(\text{graph}(p))(\text{chV}(p))) = \text{TRUE}
\end{align*}
then
act1: \( \text{chV}(p) := \text{chV}(p) + 1 \)

End

Event \texttt{backtrack} refines \texttt{backtrack}
where
\begin{align*}
\text{grd1:} & \quad (\text{graph}(p) \neq \emptyset \land \text{chV}(p) = \text{card}(\text{graph}(p))) \lor \text{graph}(p) = \emptyset \\
\text{grd2:} & \quad n = \text{FALSE} \\
\text{grd3:} & \quad p \neq t
\end{align*}
then
act1: \( p := f(p) \)
act2: \( f := \{p\} \triangle f \)
act3: \( \text{path} := \text{path} \backslash \{p\} \)

End

Event \texttt{termination} refines \texttt{termination}
where
\begin{align*}
\text{grd1:} & \quad (\text{graph}(p) \neq \emptyset \land \text{chV}(p) = \text{card}(\text{graph}(p))) \lor \text{graph}(p) = \emptyset \\
\text{grd2:} & \quad n = \text{FALSE} \\
\text{grd3:} & \quad p = t
\end{align*}
then
act1: \( n := \text{TRUE} \)

End

Event \texttt{marked} refines \texttt{marked}
any \( m \)
where
\begin{align*}
\text{grd1:} & \quad n = \text{TRUE} \\
\text{grd2:} & \quad m = \{\text{nod.nod} \in N \land \text{marked}(\text{nod}) = \text{TRUE}\}; \text{nod}
\end{align*}
then
act1: \( r := m \)

End

As you can see the selection of the next node is now performed deterministically. By applying rule 3 (loop body extension), the schedule from last level can be refined:

\[
\text{initialisation}; (\text{termination} \Box \text{backtracking} \Box \text{marking})^*; \text{marked} \\
\subseteq_R \\
\text{initialisation}; (\texttt{nextChild} \Box \text{termination} \Box \text{backtracking} \Box \text{marking})^*; \text{marked}
\]
7.3.2.6 Sixth Refinement

This is another data refinement. In this level we introduce constant node null. null is not in the graph. We also introduce a new pointer q which points to the parent of the p if p \neq t. If p=t then q=null. The marked and backtracking events are extended to update q where appropriate. We omit the model details here. The corresponding schedule to this level is the same as previous one:

initialisation; (nextChild \Box \text{ termination} \Box \text{ backtracking} \Box \text{ marking})^*; \text{marked}

7.3.2.7 Seventh Refinement

In this refinement finally we store the backtracking structure within the graph itself and remove it from the algorithm. We add a new attribute to N called cg for storing the list of a node’s children. Events marking and backtracking are refined to reverse the traversed or backtracked edges:

\textbf{INFUNCTIONS}

\begin{align*}
\text{inv1: } & cg \in N \rightarrow (\mathbb{Z} \rightarrow N) \\
\text{inv2: } & \text{dom(graph)} = \text{dom}(cg) \\
\text{inv3: } & cg(p) = \text{graph}(p) \\
\text{inv4: } & \forall x. x \in \text{dom(graph)} \Rightarrow \text{dom(graph}(x)) = \text{dom}(cg(x)) \\
& \vdots
\end{align*}

\textbf{EVENTS}

Event marking refines marking any z where

\begin{align*}
\text{lv1: } & z = cg(p)(chV(p)) \\
\text{grd1: } & cg(p) \neq \emptyset \\
\text{grd2: } & n = FALSE \\
\text{grd3: } & chV(p) < \text{card}(cg(p)) \\
\text{grd4: } & \text{marked}((cg(p))(chV(p))) = FALSE \\
\text{then} & \\
\text{act1: } & \text{marked}(z) := TRUE \\
\text{act2: } & p := z \\
\text{act3: } & q := p \\
\text{act4: } & \text{path} := \text{path} \cup \{z\} \\
\text{act5: } & \text{chV}(p) := \text{chV}(p) + 1 \\
\text{act6: } & cg(p) := (\{\text{chV}(p)\} \downarrow cg(p)) \cup \{\text{chV}(p) \rightarrow q\}
\end{align*}

End

Event nextChild where

\begin{align*}
\text{grd1: } & cg(p) \neq \emptyset \\
\text{grd2: } & n = FALSE \\
\text{grd3: } & chV(p) < \text{card}(cg(p)) \\
\text{grd4: } & \text{marked}((cg(p))(chV(p))) = TRUE \\
\text{then} & \\
\text{act1: } & \text{chV}(p) := \text{chV}(p) + 1
\end{align*}
End

Event backtrack refines backtrack
where
  grd1: (cg(p) ≠ ∅ ∧ chV(p) = card(cg(p))) ∨ cg(p) = ∅
  grd2: n = FALSE
  grd3: p ≠ t
then
  act1: p := q
  act2: q := cg(q)(chV(q) − 1)
  act3: path := path\{p\}
  act4: cg(q) := (\{chV(q) − 1\} • cg(q)) ∪ \{chV(q) − 1 → p\}
End

Event termination refines termination
where
  grd1: (cg(p) ≠ ∅ ∧ chV(p) = card(cg(p))) ∨ cg(p) = ∅
  grd2: n = FALSE
  grd3: p = t
then
  act1: n := TRUE
End

Event marked refines marked
any m
where
  grd1: n = TRUE
  grd2: m = \{nod.nod ∈ N ∧ marked(nod) = TRUE\}
then
  act1: r := m
End

Now that we have the concrete data structure and the actions of events are deterministic, non-deterministic choices or loops in the schedule can be refined to a concrete branch or loop. By applying rules 4 and 5 given in Section 6.3 we will have the final concrete schedule:

initialisation;(nextChild □ termination □ backtracking □ marking)*;marked

∈

initialisation;

while(n = FALSE){
  if(chV(p) = card(cg(p))){
    if(p = t){termination} else {backtrack}
  } else{
    if(marked(p) = TRUE){nextChild} else {marking}
    }
}
To ensure the correctness of the above program structure we have to apply forward propagation rules and eliminate original event guards. The following five conditions (one for each guarded event in the schedule) guarantees the safe elimination of the guards:

1. GEC for termination event:
   \[ I \land n = \text{FALSE} \land chV(p) = \text{card}(cg(p)) \land p = t \Rightarrow \text{grd1} \land \text{grd2} \land \text{grd3} \]

2. GEC for backtracking event:
   \[ I \land n = \text{FALSE} \land chV(p) = \text{card}(cg(p)) \land \neg(p = t) \Rightarrow \text{grd1} \land \text{grd2} \land \text{grd3} \]

3. GEC for nextChild event:
   \[ I \land n = \text{FALSE} \land \neg(chV(p) = \text{card}(cg(p))) \land \neg(marked(p) = \text{TRUE}) \Rightarrow \text{grd1} \land \text{grd2} \land \text{grd3} \land \text{grd4} \]

4. GEC for marking event:
   \[ I \land n = \text{FALSE} \land \neg(chV(p) = \text{card}(cg(p))) \land \neg(marked(p) = \text{TRUE}) \Rightarrow \text{grd1} \land \text{grd2} \land \text{grd3} \land \text{grd4} \]

5. GEC for marked event:
   \[ I \land \neg(n = \text{FALSE}) \Rightarrow \text{grd1} \]

In the above conditions \( I \) represents the model invariants and the right hand side of each implication \((\text{grd1} \land \text{grd2} \land \ldots)\) is referring to conjunction of guards of the respective event. All the above conditions can be trivially proved.

### 7.4 Summary

In this chapter we presented the development of two algorithms using Event-B and our scheduling language. We illustrated the use of our scheduling language and refinement rules for derivation of the final algorithmic structures in Event-B refinement. The abstract scheduling language allowed us to capture the structure of the algorithms from the very first step. The refinement rules allowed us to systematically derive the concrete program structure from the abstract schedule. The Event-B model and proof of the Schorr-Waite algorithm presented in this chapter is very similar to the Abrial’s model and proof presented in [Abr03]. The main difference between the two developments of the algorithm is the program derivation method that is employed. In the Abrial’s
work two *merging rules* are used in order to derive the program structure (condition-als and loops) from the model. In contrast, we used our scheduling language in order to derive the program structure in successive steps. Our abstract scheduling language (non-deterministic choice and iteration) allowed us to capture the control flow between events easier. It also enabled us to refine the abstract schedule to a concrete level and establish a relation between the schedules in different levels of abstraction.
Chapter 8

Transforming Scheduled Event-B to Code and Contract

8.1 Introduction

In Chapter 3 we introduced an approach for transforming Event-B models to simple Dafny contracts (method’s pre- and post-conditions), however that approach had limitations as discussed before. In Chapter 6 we augmented Event-B with a scheduling language to be able to perform algorithmic refinement in Event-B level to overcome the limitations of the previous approach. The proposed approach allows the modeller to impose explicit control flow on the execution of events with standard program constructs (i.e. branches and loops). A scheduled Event-B model eventually should be transformed to executable code in a low-level programming language. We provided a formal definition for while loops and if branches in Section 6.3. We assume that deterministic control structures (i.e. if branches and while loops) in Scheduled Event-B (SEB) and Dafny have the same definitions. Therefore the concrete algorithmic structure of SEB (i.e. while and if) can be transformed to Dafny directly. Although the control structures in SEB can be mapped to the Dafny control structures in a one to one mapping, the same does not apply to the events in a schedule. This is due to the fact that there is no ordering on the execution of actions of an event and they are considered to be executed simultaneously, i.e. an event is atomic. To be able to transform event actions to Dafny code, they should be sequentialised correctly. This sequentialisation can be performed and verified at the Event-B level. However it involves the overhead of introducing new events and invariants. To avoid this overhead, we have decided to perform sequentialisation of actions in a programming language (Dafny) which has a much more convenient structure for sequencing than Event-B. Dafny verification features will also allow us to verify the correctness of the sequentialisation of actions with respect to the Event-B event. For this purpose, in addition to the code, a number of Dafny contracts
should be generated in order to assist the verifier to verify the correctness of the event sequentialisation.

In the rest of this chapter we first discuss an approach for modelling structured data types and pointers in Event-B. Then we provide a number of rules for transforming a scheduled Event-B model to Dafny. We will also discuss the event sequentialisation and generation of assertions that will allow us to verify the correctness of the sequentialisation.

8.2 Modelling Structured Data Types in Event-B

The Schorr-Waite algorithm case study introduced in Chapter 7 involved structured data types and pointers. This section discusses the way that structured data types can be modelled in Event-B. The transformation rules required for Dafny code generation is introduced in the following sections.

The Event-B mathematical language does not support direct definition of structured data types. However, using the mathematical language of Event-B (e.g. carrier sets and functions), simple structured data types can be modelled conveniently. The approach introduced here is not new and is very similar to [EB06].

Here by structured data type we refer to a group of items of different types, very similar to C Structured Data types. A structured data type is represented by a carrier set in the context of a model and its fields can be declared using total functions where the domain is a subset of the carrier set which defines the structured data type and the co-domain is the field’s type. The following example depicts the definition of node structured data type appeared in the Schorr-Waite case study:

**Listing 8.1:** Node structured data used in Event-B model of Schorr-Waite algorithm

In the above example, set $N$ is the structured data type definition and variables $cg$, $chV$ and $marked$ are the fields. Invariants $inv1$, $inv2$ and $inv3$ specify the type of each field.

A general definition for a structured data type in Event-B can be given as follows:
In the context $C$, $SD$ is the carrier set representing the structured data type and $null$ is a constant representing the null value. In the machine $M$, variable $sd$ is a subset of $SD$ which contains all the non-null instances of the structured data type accessible to the machine (invariant $inv\_frame$). Variables $f_1, ..., f_n$ represent the fields of the structured data type. Invariant $inv\_null$ ensures non-null pointer references. Invariants $inv1$, ..., $invn$ declare the type of each field. The modeller should ensure that every new instance of the structured data type which is created by the machine is added to $sd$. It is straightforward to add new fields to an existing structured data type in later refinements by simply introducing new variables and invariants specifying the field’s type.

Instances of the structured data type that are not created by the machine but can be accessed by it (like pointers passed to a method or global variables of a class) should be specified in the context and the data structure fields and $sd$ set should be initialised accordingly. For example, $p$ is a pointer to an instance of $SD$ which is not created by the model:

```plaintext
CONTEXT C
SETS SD, sd_init, p, f_1_init, ..., f_n_init
CONSTANTS null
AXIOMS
  axm1: null ∈ SD
  axm2: sd_init ⊆ SD
  axm3: null ∉ sd_init
  axm4: p ∈ sd_init
  axm_init_1: f_1_init ∈ sd_init → TYPE_1
  ...
  axm_init_n: f_n_init ∈ sd_init → TYPE_n
  axm_i_v_1: f_1_init(p) = E_1
  ...
  axm_i_v_n: f_n_init(p) = E_n
```
In the above context, \( sd\_init \) is the initial set of instances, and \( f_{1\_init}, \ldots, f_{n\_init} \) are the fields of the initial instances. These initial constants will be used in the \textit{INITIALISATION} event of the machine to initialise \( sd \) and other fields of the structured data type:

\[
\begin{align*}
\text{Event } & \text{INITIALISATION} \\
\text{THEN } & \text{act0: } sd := sd\_init \\
& \text{act1: } f_1 := f_{1\_init} \\
& \ddots \\
& \text{actn: } f_n := f_{n\_init}
\end{align*}
\]

If there is no existing instance of the structured data type that is accessed to or modified by the model then there is no need to have constants for \( SD \) fields in the context and \( sd \) variable and other field variables should be initialised with empty set.

A field of an instance may be updated using assignment operator in Event-B. For example, \( f_1(p) := x \) (where the type of \( x \) is \( TYPE_1 \)) assigns \( x \) to field \( f_1 \) of instance \( p \). Also the value of field (e.g. \( f_1 \)) of an instance like \( p \) can be accessed by \( f_1(p) \).

To summarise, in this section we did not introduce a new concept. We just provided an approach for modelling structured data types and pointers in Event-B using the existing Event-B mathematical language. In the transformation rules provided later in this chapter, we always assume that structured data types and pointers are modelled using the approach introduced here.

### 8.3 Transforming Models to Program Constructs

In the Chapter 6 we introduced Scheduled Event-B (SEB). SEB augments the Event-B language with a set of explicit control constructs (i.e. sequential compositions, choices, iterations, branches and loops) to allow the modeller to provide explicit control structure and refine it along with the normal Event-B refinement. A concrete SEB model should be transformed to a target language (in our case Dafny) to have executable code. Before the transformation can happen, a SEB model should be refined to a level that all abstract choices and iterations are replaced by concrete branches and loops, respectively. Also all non-deterministic assignments should be replaced by deterministic ones and all data structures should be replaced by a concrete counterpart in the target language.

In this section we introduce transformation rules required for generation of Dafny executable code from a concrete SEB model. We also provide some rules for generation of assertions required for verification of sequentialisation on event actions.
To formulate the transformation of SEB models to Dafny code and contracts, we define a function called $SEB2DFY$. The function accepts an Event-B model $(M)$ (consisting of a machine and the context it sees) and a Schedule $(S)$ and returns generated code and contracts:

$$SEB2DFY(M, S) \triangleq SEB2DFY_{sd}(M)$$

$$SEB2DFY_{class}(M, S)$$

(8.1)

Functions $SEB2DFY_{sd}$ translates defined structured data types to a class in the target language, while $SEB2DFY_{class}$ defines a class including method declarations implementing the algorithm. They are discussed in the following sections. The input model $M$ and schedule $S$ are expected to be refined to a concrete level as explained earlier.

### 8.3.1 Transforming Structured Data Types to Dafny

Function $SEB2DFY_{sd}(M)$ transforms a structured data type defined in a SEB model into a Dafny class. If no structured data is defined then it does nothing. Consider the general definition of a structured data type given in Listing 8.2 and assume it is included in model $M$, then $SEB2DFY_{sd}(M)$ can be specified as follows:

$$SEB2DFY_{sd}(M) \triangleq class SD\{
  SEB2DFY_{var}(f_1, inv1) \\
  SEB2DFY_{var}(f_2, inv2) \\
  \vdots \\
  SEB2DFY_{var}(f_n, invn)
\}$$

(8.2)

We implement a structured data type as a class in Dafny. In the above rule, $SEB2DFY_{var}$ is a function which receives a variable and its associated typing invariant and generates equivalent Dafny variable declaration code:

$$SEB2DFY_{var}(f_1, inv1) \triangleq var \ f_1 : T;$$

(8.3)

where $T$ is the variable type determined by the typing invariant ($inv1$).
8.3.2 Dafny Method Generation

The focus of SEB is on development and verification of sequential algorithms. SEB does not cover concepts like method calls or recursions. With this in mind, for the purpose of code generation, it would be an appropriate decision to map a SEB model to a class with a method implementing the algorithm based on the provided schedule $S$. Based on this decision, function $SEB2DFY\_class$ will return a class with a method based on the model which was passed to it:

$$SEB2DFY\_class(M,S) \triangleq \text{class } mchn\{
    SEB2DFY\_mtd(M,S)
\}$$  \hspace{1cm} (8.4)

Function $SEB2DFY\_mtd(M,S)$ defines the way that the method should be generated:

$$SEB2DFY\_mtd(M,S) \triangleq \text{method } mchn(SEB2DFY\_args(M))$$
$$\text{SEB2DFY\_pre}(M)$$
$$\{
    SEB2DFY\_var(v_1, inv_{v_1})
    SEB2DFY\_var(v_2, inv_{v_2})
    \vdots
    SEB2DFY\_var(v_n, inv_{v_n})
    SEB2DFY\_alg(M,S)
\}$$  \hspace{1cm} (8.5)

In the above class and method $mchn$ is a placeholder for the name of the machine being transformed. If there is a value that the algorithm needs to receive in order to perform a specific task on it such as an unsorted array to be sorted, it is usually declared and specified in the model context using constants and axioms. In this case the constant is mapped to an input argument which is passed to the method and the axioms specifying it are transformed to method pre-conditions. Functions $SEB2DFY\_args(M)$ and $SEB2DFY\_pre(M)$ are used to generate method’s input arguments and its necessary pre-conditions. Assume that we have a model containing machine $mchn$ and a context with constants $a_1, \ldots, a_k$ where each constant is of type $T_1, \ldots, T_k$, respectively. Function $SEB2DFY\_args(M)$ has the following definition:
$SEB2DFY_{\text{args}}(M) \triangleq a_1 : T_1, ..., a_k : T_k$ \hspace{1cm} (8.6)

If model $M$ has $n$ axioms specifying input arguments then function $SEB2DFY_{\text{pre}}(M)$ has the following definition:

$$SEB2DFY_{\text{pre}}(M) \triangleq \text{requires } SEB2DFY_{\text{pred}}(axm_1)$$
$$:$$
$$\text{requires } SEB2DFY_{\text{pred}}(axm_n)$$ \hspace{1cm} (8.7)

Function $SEB2DFY_{\text{pred}}$ transforms an Event-B predicate to its Dafny equivalent. Finally, $SEB2DFY_{\text{alg}}(M, S)$ generates the implementation and necessary contracts. This function will be discussed in details in the rest of this chapter.

### 8.3.3 Algorithm Generation

An important step in transforming a SEB model to Dafny code is the generation of the code implementing the algorithm. Function $SEB2DFY_{\text{alg}}(M, S)$ formulates this step. Schedule $S$ contains key information about the algorithmic structure of model $M$. A schedule is usually comprised of a number of sub-schedules (which are either a control structure or a single event) ordered using sequential composition operator:

$$S \triangleq S_1; ...; S_n$$

If a schedule is comprised of a number of sub-schedules like the above, then function $SEB2DFY_{\text{alg}}(M, S)$ is defined as follows:

$$SEB2DFY_{\text{alg}}(M, S) \triangleq SEB2DFY_{\text{alg}}(M, S_1)$$
$$:$$
$$SEB2DFY_{\text{alg}}(M, S_n)$$ \hspace{1cm} (8.8)

As mentioned before, a sub-schedule may be a control structure (branch or loop) or an event. The general form of a branch sub-schedule is as follows:

$$S_1 \triangleq \text{if}(c_1)\{ s_1 \} \text{ elseif}(c_2)\{ s_2 \} ... \text{ else} \{ s_n \}$$
where $c_1, ..., c_{n-1}$ are branch conditions (in the form of Event-B predicates) and $s_1, ..., s_n$ are schedules. In this case the definition of $SEB2DFY_{alg}(M, S_i)$ is as follows:

$$
SEB2DFY_{alg}(M, S_i) \equiv \text{if}(SEB2DFY_{pred}(c_1))\{
SEB2DFY_{alg}(M, s_1)
\}
elseif(SEB2DFY_{pred}(c_2))\{
SEB2DFY_{alg}(M, s_2)
\}
\cdot
else\{
SEB2DFY_{alg}(M, s_n)
\}
$$  
(8.9)

If sub-schedule $S_j$ is a loop then it has the following general form:

$$
S_j \equiv \text{while}(c)\{ s \}
$$

where $c$ is the loop condition and $s$ is a schedule representing the body of the loop. The definition of $SEB2DFY_{alg}(M, S_j)$ is as follows:

$$
SEB2DFY_{alg}(M, S_j) \equiv \text{while}(SEB2DFY_{pred}(c))\{
SEB2DFY_{alg}(M, s)
\}
$$  
(8.10)

Now that we defined $SEB2DFY_{alg}$ for branches and loops, we need one more definition for the case that a (sub-)schedule is only a single event. This case will be discussed in the next section in details.

### 8.3.4 Events to Sequential Statements

The most basic component of a schedule is an event. Event-B events usually have a number of guards and actions. In Chapter 6 we showed that a schedule guarantees that event guards hold right before the execution of an event if the guard elimination condition for that event is satisfied. If all the guard elimination conditions are satisfied then we can eliminate all the event guards safely. Since event actions are assumed to be executed
simultaneously in Event-B, no ordering is assumed between them. Transformation of an event to code involves sequentialisation of event actions and imposing a suitable sequencing on execution of them using sequential composition. This section discusses the transformation of an event to code and contracts. The contracts will be used for proving the correctness of the sequentialisation.

8.3.4.1 Sequentialisation of an Event: Preparation Step

Event-B events are considered to be executed atomically. Because actions of an event are translated to assignments in the target language and they will be executed sequentially rather than simultaneously then a suitable order should be imposed on the actions in the target language. As mentioned above, transformation of an event to code involves sequentialisation of its actions. Sequentialisation of an event is the process of scheduling the execution of the actions of the event one after the other (as opposed to simultaneous execution) in a way that the same result is yielded, i.e. sequentialised actions change the state of the model in the same way that their simultaneous execution do.

The following simple example illustrates the problem. Assume that we have the following event which swap the value of two variables:

```
Event evt1
where
  grd1: g_1(v)
then
  act1: v_1 := v_2
  act2: v_2 := v_1
End
```

The effect of the execution of the above event can be described using its before-after predicate:

\[ v'_1 = v_2 \land v'_2 = v_1 \]

where primed and unprimed variables denote the value of the variables after and before the execution of the event, respectively. To be able to execute the actions of the above event in a programming language sequentially and achieve the same result as the event, we need to introduce an auxiliary variable:

```
var temp := v_1;
v_1 := v_2;
v_2 := temp;
```

Here with the help of temp variable we managed to transform the actions of the event to a sequential program. In the above code, the ordering between assignments is important and any other ordering will result in a different effect on the state. To remove
the ordering constraint between the execution of the actions we can introduce another auxiliary variable to the program:

\[
\begin{align*}
\text{var } \text{temp}_1 & := v_1; \\
\text{var } \text{temp}_2 & := v_2; \\
v_1 & := \text{temp}_2; \\
v_2 & := \text{temp}_1;
\end{align*}
\]

Now that the right-hand side of both actions (lines 3 and 4) are independent from each other, the ordering between them is irrelevant. A simple solution to sequentialising the actions of an event is to make the right-hand side of actions independent from the variables that are modified by the same event. In the preparation step, for practical reasons, we chose to introduce and formulate the required auxiliary variables in Event-B level using event parameters. Assume that we have the following event:

**Event** \( \text{evt} \)

**where**

\( G \)

**then**

\[
\begin{align*}
\text{act}_1 & : v_1 := E_1(v_1, \ldots, v_n) \\
\vdots \\
\text{act}_n & : v_n := E_n(v_1, \ldots, v_n)
\end{align*}
\]

**End**

where \( G \) represents event guards. We introduce a parameter for each variable and then replace the variable in the right-hand side of the actions with its parameter counterpart:

**Event** \( \text{evt} \)

**any** \( p_1, \ldots, p_n \)

**where**

\( G \)

\[
\begin{align*}
\text{lcg}_1 & : p_1 = v_1 \\
\vdots \\
\text{lcn}_n & : p_n = v_n
\end{align*}
\]

**then**

\[
\begin{align*}
\text{act}_1 & : v_1 := E_1(v_1, \ldots, v_n/p_1, \ldots, p_n) \\
\vdots \\
\text{act}_n & : v_n := E_n(v_1, \ldots, v_n/p_1, \ldots, p_n)
\end{align*}
\]

**End**

In the above event, \( E_i[v_1, \ldots, v_n/p_1, \ldots, p_n] \) means that variables \( v_1, \ldots, v_n \) are replaced by \( p_1, \ldots, p_n \) in expression \( E_i \). While the above event is the same as the previous one, it can be sequentialised without imposing any specific ordering on the actions because the right-hand side of all actions are now independent from the variables that the event modifies.

By default, Event-B does not allow a variable to appear on the left-hand side of actions of an event more than once. However, when we are dealing with structured data types and pointers, a variable may appear on the left-hand side of more than one action in the form of an argument of a function defining a structured data type field. For instance, consider the following:
Event update_pointer
any x
where
  lcg1: x = p
then
  act1: p := q
  act2: q := a(q)
  act3: a(q) := a(x)
End

where p and q are pointers to instances of a structured data type (SD) which has field $a$ that itself is a pointer to an instance of the same SD. Although in the above event right-hand side of each action is independent from the previous actions, but still direct sequentialisation of these actions would not result in a correct implementation. This is because act2 is updating the value of pointer q while act3 is updating field $a$ of the instance that q is pointing to right before the execution of the event. As soon as act2 executed in a programming language we lose the track of the instance that it is pointing to. Therefore, if act3 is executed sequentially after act2, it updates another instance of the SD which was not intended.

To deal with this problem, we need to impose an ordering constraint based on the left-hand side of an action: if a pointer and also the fields of the instance that the pointer is pointing to, are updated by the event then actions performing the field updates should appear before the action updating the value of the pointer. For instance, the actions of the event in the previous example should be reordered as follows:

Event update_pointer
any y
where
  lcg1: y = a(q)
then
  act3: a(q) := a(p)
  act1: p := q
  act2: q := y
End

To sum up, the preparation step, which should be carried out by the modeller, has to make the right-hand side of actions independent from the variables updated by the event and impose an ordering constraints on the event actions. The ordering constraint should impose the following constraint on the actions: if the event modifies a pointer variable and there are actions modifying fields of an instance using that pointer variable, then actions modifying the fields should appear before the action that modifies the value of the pointer variable. After the preparation step is done, the general form of an event will be as follows:
Event \( evt \) any \( p_1, ..., p_n \) where 

\[
G \\
lcg1: \quad p_1 = v_1[(x_1)] \\
\vdots \\
lcgn: \quad p_n = v_n[(x_n)] 
\]

then

\[
act1: \quad v_1[(x_1)] :: E_1[v_1[(x_1)], ..., v_n[(x_n)]/p_1, ..., p_n] \\
act2: \quad v_2[(x_2)] :: E_2[v_1[(x_1)], ..., v_n[(x_n)]/p_1, ..., p_n] \\
\vdots \\
actn: \quad v_n[(x_n)] :: E_n[v_1[(x_1)], ..., v_n[(x_n)]/p_1, ..., p_n] 
\]

End

Listing 8.3: General form of an event after preparation step

where \((x_i)\) appears if the action is updating a field \((v_i)\) of an instance and \(x_i \in V \setminus \{v_1, ..., v_{i-1}\}\) and \(V\) is the set of all the model variables.

8.3.4.2 Sequentialisation of an Event: Prepared Event to Dafny

In Section 8.3.3 we presented the definition of \( SEB2DFY_{alg}(M,S) \) when \( S \) is either a branch or a loop. This section deals with the case that \( S \equiv evt \) where \( evt \) represents a single event. \( SEB2DFY_{alg}(M,evt) \) can only be called when the preparation step is finished. Assume that the event \( evt \) has the same definition as Listing 8.3 then:

\[
SEB2DFY_{alg}(M,evt) \equiv SEB2DFY_{ghost}(M,evt) \\
SEB2DFY_{lcvar}(p_1, p_1 = v_1) \\
\vdots \\
SEB2DFY_{lcvar}(p_n, p_n = v_n) \\
SEB2DFY_{act}(v_1[(x_1)] :: E_1[v_1, ..., v_n/p_1, ..., p_n]) \quad (8.11) \\
SEB2DFY_{act}(v_2[(x_2)] :: E_2[v_1, ..., v_n/p_1, ..., p_n]) \\
\vdots \\
SEB2DFY_{act}(v_n[(x_n)] :: E_n[v_1, ..., v_n/p_1, ..., p_n]) \\
SEB2DFY_{post}(M,evt)
\]

Functions \( SEB2DFY_{ghost} \) and \( SEB2DFY_{post} \) which appeared on the first and last lines of the above definition, respectively, are used for contract generation purposes which will be discussed in the next section. Function \( SEB2DFY_{lcvar} \) receives a parameter and a guard specifying the value of the parameter and transforms them to a local variable \((p)\) and an assignment \((p = F(v))\) in the Dafny program:
where $T$ is the type of variable $p$ which should be the same as type of $v$. Function $SEB2DFY_{act}$ receives an action ($a$) in the form of $v[(x)] := E(v, p)$ and has the following definition:

$$SEB2DFY_{act}(a) \triangleq SEB2DFY_{varlhs}(v[(x)]) := SEB2DFY_{exp}(E);$$

$SEB2DFY_{exp}$ transforms an Event-B expression to Dafny based on the translations presented in Section 3.2.1. $SEB2DFY_{varlhs}(v[(x)])$ is a function that transforms the left-hand side of an action to Dafny code:

$$SEB2DFY_{varlhs}(v[(x)]) \triangleq [x.]v$$

### 8.4 Generation of Code Contracts

In Section 8.3.4 we discussed the sequentialisation of an event in detail but we did not discuss how we can prove the correctness of the sequentialisation step. In order to be able to verify the sequentialisation, along with the translation of the actions of each event, we generate assertions representing the expected behaviour of the program based on before-after predicate of those actions.

Before we continue to explain our approach for verifying the correctness of event sequentialisation, we need to justify why this step is done at Dafny level. Although it is possible to sequentialise an event in Event-B to impose a sequential order on the execution of its actions and prove its correctness, it involves the overhead of adding a number of new events, guards, and program counters and also extending the scheduling language and refinement rules proposed in Chapter 6. Due to this, performing event sequentialisation in a programming language designed for development of sequential programs seems to be a more appropriate choice than trying to sequentialise actions in Event-B level which involves the aforementioned overhead.

In Section 8.3.4, we showed that how an event is translated to a number of of sequential statements in Dafny. A program (or part of a program) in Dafny may be specified (annotated) using code contracts (method’s pre- and post-conditions and assertions).
The Dafny verifier checks an annotated program text against its specification in order to prove that the program behaves as intended. In order to prove that an event is correctly transformed to Dafny code (sequentialised correctly), a number of code contracts should be generated from the event in the form of assertions.

As it was discussed before, the way that the state is changed by an Event-B event can be expressed by a before-after predicate. By transforming an event’s before-after predicate to Dafny contracts, we will be able to verify the correctness of event sequentialisation. Functions $SEB2DFY_{\text{ghost}}$ and $SEB2DFY_{\text{post}}$ will generate the necessary ghost variables and assertions for verification of sequentialisation.

### 8.4.1 Ghost Variable and Assertion Generation

In this section we explain how we should generate assertions from Event-B events in order to verify the correctness of the sequentialisation. Assume that we have a model with a set of variables $v = \{v_1, v_2, ..., v_n\}$ and an event $\text{evt}$:

```plaintext
Event \text{evt} where
\quad G(v)
then
\quad \text{act1: } v_1 := E_1(v)
End
```

After the execution of the above event, the value of variable $v_1$ is changed in the following way:

$$v'_1 = E_1(v) \quad (8.15)$$

where $v'_1$ is the value of variable $v_1$ after execution of $\text{evt}$. A block of code implements event $\text{evt}$ correctly, if it has the same behaviour as the event, i.e. its execution establishes (8.15). If we want to verify that a block of code sequentialises the event actions correctly, then we need to generate assertions like (8.15) in Dafny based on event before-after predicates.

The challenge here is how to refer to before and after values (unprimed and primed variables) in an assertion in Dafny. A variable in a Dafny assertion always refers to the current value of the variable. So to be able to transform a before-after predicate like (8.15) to an assertion, we need to have access to the value of variables before execution of the block of code implementing the event. To illustrate this, assume that in the event $\text{evt } E_1(v) = v_1 + 1$. The following is the before-after of the event:

$$v'_1 = v_1 + 1 \quad (8.16)$$
We transform the event $evt$ and the above before-after predicate to Dafny code and an assertion using a ghost variable for storing the before value (unprimed variable) of variable $v_1$:

```dafny
ghost old_v1 := v1;
v1 := v1 + 1;
assert v1 == old_v1 + 1;
```

Here we use ghost variable $old_v1$ to keep the before value of variable $v_1$. A ghost variable is a variable that is used by the Dafny verifier and ignored at run time.

In the previous example we did not deal with updating pointers and fields of an instance of a structured data type. Here we present an example involving pointer manipulation. Assume that we have the following event $evt_pointer$:

```dafny
Event evt_pointer
where
\( G(v) \)
then
act1: \( p := q \)
act2: \( q := b(p) \)
act3: \( b(q) := a(p) \)
act4: \( a(p) := a(b(q)) \)
End
```

**Listing 8.4:** An event manipulating pointers

where $p$ and $q$ are pointers to instances of the same structured data type $SD$ with fields $a$ and $b$ of type $SD$, respectively. After that the preparation step is taken place, we have the following:

```dafny
Event evt_pointer
any \( l_p, l_q, l_b_q, l_a_p \)
where
\( G(v) \)
\( lcg1: \ l_p = p \)
\( lcg2: \ l_q = q \)
\( lcg3: \ l_b_q = b(q) \)
\( lcg4: \ l_a_p = a(p) \)
then
act1: \( b(q) := l_a_p \)
act2: \( a(p) := a(l_b_q) \)
act3: \( p := l_q \)
act4: \( q := b(l_p) \)
End
```

**Listing 8.5:** The event from Listing 8.4 after preparation step

As discussed in the previous section, we introduce an auxiliary variable for each variable that is being updated by the event and make all the right-hand side expressions of all actions independent from the variables modified by the event. The generated code based on the above event will have the following form:
Now, we need a number of assertions to be able to prove the correctness of the above code with respect to the event, i.e. to prove that the code changes the state in the same way that the event does. Events given in Listing 8.4 and Listing 8.5 are the same, i.e. they have the same effect on the state. The effect of the execution of event `evt_pointer` can be expressed using the following before-after predicate:

\[
p' = q' = b(p) \land b'(q) = a(p) \land a'(p) = a(b(q))
\]

We transform the above before-after predicate to the following ghost variables and assertions:

```plaintext
ghost var old_p := p;
ghost var old_q := q;
ghost var old_b_p := p.b;
ghost var old_a_p := p.a;
ghost var old_a_b_q := q.b.a;

var l_p := p;
var l_q := q;
var l_b_q := q.b;
var l_a_p := p.a;
q.b := l_a_p;
p.a := l_b_q.a;
p := l_q;
q := l_p.b;

assert p == old_q;
assert q == old_b_p;
assert old_q.b == old_a_p;
assert old_p.a == old_a_b_q;
```

Based on the unprimed variables appeared in the previous before-after predicate we generated five ghost variables. We treated a field of a structured data type as a single variable when we generated a ghost variable to keep its before data. For instance, to store the before value of \(a(b(q))\) we generated variable `old_a_b_q`.

Function \(SEB2DFY_{\text{ghost}}\) formulates the generation of the required ghost variables. It receives the model and a specific event, and works directly on the event before-after predicate and generates one ghost variable for every unprimed variable and initialise it with the value of the unprimed variables. For before values of fields of structured data types, the function generates a single variable and initialises it with the value of the field.
The four generated assertions in the above code are implicitly conjoined. For practical reasons, we decided to generate one assert statement per each action. The assertions are yielded by replacing unprimed variables in the before-after predicate with their ghost counterparts. Function $SEB2DFY_{\text{post}}$ formulates this.

### 8.4.2 Event Transformation Example

In this section we apply function $SEB2DFY_{\text{alg}}$ to event marking from the Schorr-Waite case study presented in Section 7.3. Before we transfer the event to code and contracts, we perform preparation step. Then we generate required ghost variables and assertions. Recall the marking event:

**Event** marking refines marking

**where**

- grd1: $cg(p) \neq \emptyset$
- grd2: $n = \text{FALSE}$
- grd3: $chV(p) < \text{card}(cg(p))$
- grd4: $\text{marked}((cg(p))(chV(p))) = \text{FALSE}$

**then**

- act1: $\text{marked}(cg(p))(chV(p)) := \text{TRUE}$
- act2: $p := cg(p)(chV(p))$
- act3: $q := p$
- act4: $chV(p) := chV(p) + 1$
- act5: $cg(p) := (\{chV(p)\} \triangleleft cg(p)) \cup \{chV(p) \mapsto q\}$

**End**

**Listing 8.6:** marking event before preparation step

Here we removed the auxiliary variable used in the event in Section 7.3 (replaced the variable by its value) and also removed the action updating path variable because path is an abstract variable and can be removed from the final refinement level. After preparation step the above event will have the following form:
Event *marking*

any \( l_{\text{marked}}_{\text{cg}}_{\text{p}}_{\text{chV}}_{\text{p}}, l_{\text{p}}, l_{\text{q}}, l_{\text{chV}}_{\text{p}}, l_{\text{cg}}_{\text{p}} \)

where

\[
\begin{align*}
\text{lgc1:} & \quad l_{\text{marked}}_{\text{cg}}_{\text{p}}_{\text{chV}}_{\text{p}} = \text{marked}(\text{cg}(p)(\text{chV}(p))) \\
\text{lgc2:} & \quad l_{\text{p}} = p \\
\text{lgc3:} & \quad l_{\text{q}} = q \\
\text{lgc4:} & \quad l_{\text{chV}}_{\text{p}} = \text{chV}(p) \\
\text{lgc5:} & \quad l_{\text{cg}}_{\text{p}} = \text{cg}(p)
\end{align*}
\]

then

\[
\begin{align*}
\text{act1:} & \quad \text{marked}(\text{cg}(p)(\text{chV}(p))) := \text{TRUE} \\
\text{act4:} & \quad \text{chV}(p) := l_{\text{chV}}_{\text{p}} + 1 \\
\text{act5:} & \quad \text{cg}(p) := \{ l_{\text{chV}}_{\text{p}} \} \times l_{\text{cg}}_{\text{p}} \cup \{ l_{\text{chV}}_{\text{p}} \mapsto l_{\text{q}} \} \\
\text{act2:} & \quad p := l_{\text{cg}}_{\text{p}}(l_{\text{chV}}_{\text{p}}) \\
\text{act3:} & \quad q := l_{\text{p}}
\end{align*}
\]

end

**Listing 8.7:** *marking* event after preparation step

The above event and its auxiliary variables can be transformed to Dafny code:

```dafny
var l_marksed_cg_p_chV_p := p.cg[p.chV].marked;
var l_p := p
var l_q := q
var l_chV_p := p.chV
var l_cg_p := p.cg
p.cg[p.chV].marked := true;
p.chV := l_chV_p + 1;
p.cg := l_cg_p[l_chV_p := l_q];
p := l_cg_p[l_chV_p];
q := l_p;
```

Based on the *marking* event we have the following before-after predicate:

\[
\begin{align*}
\text{marking}'(\bigl[ \text{cg}(p)(\text{chV}(p)) \bigr]) &= \text{TRUE} \land \\
\text{p}'(p) &= \bigl[ \text{cg}(p)(\text{chV}(p)) \bigr] \land \\
\text{chV}'(p) &= \bigl[ \text{chV}(p) \bigr] + 1 \land \\
\text{cg}'(p) &= \{ \text{chV}(p) \} \times \text{cg}(p) \cup \{ \text{chV}(p) \mapsto q \} \land \\
\text{q}' &= \bigl[ p \bigr]
\end{align*}
\]

We boxed unprimed variables for which a ghost variable needs to be generated. The result of calling \( \text{SEB2DFY}_g \) are as follows:

```dafny
ghost var old_cg_p_chV_p := p.cg[p.chV];
ghost var old_p := p;
ghost var old_chV_p := p.chV;
ghost var old_cg_p := p.cg;
ghost var old_q := q;
```
With respect to the before-after predicate and the generated ghost variables, the function \(SEB2DFT_{post}\) will result in generation of the following assertions:

\[
\begin{align*}
&\text{assert } old\_cg\_p\_chV\_p.\text{marked} == \text{true}; \\
&\text{assert } p == old\_cg\_p\_chV\_p; \\
&\text{assert } old\_p.\text{chV} == old\_chV\_p + 1; \\
&\text{assert } old\_p.\text{cg} == old\_cg\_p[old\_chV\_p := old\_q]; \\
&\text{assert } q == old\_p; \\
\end{align*}
\]

The final output of \(SEB2DFT_{alg}(M,\text{marking})\) is as follows:

\[
\begin{align*}
&\text{ghost var } old\_cg\_p\_chV\_p := p.\text{cg}[p.\text{chV}]; \\
&\text{ghost var } old\_p := p; \\
&\text{ghost var } old\_chV\_p := p.\text{chV}; \\
&\text{ghost var } old\_cg\_p := p.\text{cg}; \\
&\text{ghost var } old\_q := q; \\
&\text{var } l\_marked\_cg\_p\_chV\_p := p.\text{cg}[p.\text{chV}].\text{marked}; \\
&\text{var } l\_p := p \\
&\text{var } l\_q := q \\
&\text{var } l\_chV\_p := p.\text{chV} \\
&\text{var } l\_cg\_p := p.\text{cg} \\

&\text{p.\text{cg}[p.\text{chV}].\text{marked} := \text{true};} \\
&p.\text{chV} := l\_chV\_p + 1; \\
&p.\text{cg} := l\_cg\_p[l\_chV\_p := l\_q]; \\
&p := l\_cg\_p[l\_chV\_p]; \\
&q := l\_p; \\

&\text{assert } old\_cg\_p\_chV\_p.\text{marked} == \text{true}; \\
&\text{assert } p == old\_cg\_p\_chV\_p; \\
&\text{assert } old\_p.\text{chV} == old\_chV\_p + 1; \\
&\text{assert } old\_p.\text{cg} == old\_cg\_p[old\_chV\_p := old\_q]; \\
&\text{assert } q == old\_p; \\
\end{align*}
\]

### 8.5 Transforming Event-B Model of Schorr-Waite Algorithm to Dafny Code and Contracts

Schorr-Waite algorithm was discussed in details in the previous chapter. We showed how we can develop and verify the algorithm in different levels of abstraction using Scheduled Event-B. In the previous sections we discussed how a SEB model can be transformed to Dafny code. The following code is the result of transforming the concrete model of the algorithm to code:

```
1 class N {
2    var cg : seq<N>; 
3    var marked : bool; 
4    var chV:int; 
5 } 
6 
7 class SchorrWaite {
8    ghost var NODES:set<N>; 
9```
method SchorrWaite(t:N)
  requires t in NODES;
  modifies NODES;
  requires null !in NNODES;
  decreases *;
  {
    var p:N;
    var q:N;
    var n:bool;
    n := false;
    p := t;
    q := null;
    while(!n)
      decreases *;
      {
        //frame condition
        assume p in NODES && (q!=null ==> q in NODES);
        assume forall x :: x in p.cg || (q!=null && x in q.cg) ==> x in NNODES;
        //invariants
        assume p.chV >=0 && p.chV <=| p.cg |;
        assume q!=null ==> q.chV >=0 && q.chV <=| q.cg |;
        assume q!=null ==> q.chV > 0;
        assume p != t ==> q!=null;
        if(p.chV == |p.cg|)
        {
          if(p==t)
          {
            //event: termination
            n := true;
          }
          else
          {
            //event: backtracking
            ghost var old cg_q := q.cg;
            ghost var old chV_q := q.chV;
            ghost var old q := q;
            ghost var old p := p;
            var l_q := q;
            var l_p := p;
            var l cg_q := q.cg;
            q.cg := l_q.cg[l_q.chV-1:=l_p];
            p := l_q;
            q := l cg_q[l cg_q.chV-1];
            assert old q.cg == old cg_q[old chV_q-1 := old p];
            assert p == old q;
            assert q == old cg_q[old chV_q-1];
          }
        }
        else
        {
          if(p.marked == true)
          {
            //event: nextChild
          }
        }
      }
  }
The actual implementation of the algorithm and the contracts required for proving the event sequentialisation are together about 85 lines of code (excluding blank lines and comments). Note that we had to manually add some assumptions and contracts to the implementation in order to satisfy some properties like framing and absence of index out of bounds errors. Lines 8, 11-13, and 26-27 deal with the framing. Lines 29-32 are basically some of the model invariants that we had in our model which are needed to ensure that index out of bounds do not happen. Lines 14 and 23 inform the verifier to do not try to prove the termination of the algorithm because we have already done that in Event-B level. The rest of the code and contracts are obtained by applying SEB2DFY functions to the prepared SEB model.
8.6 Event-B Approach vs Dafny Approach

The Schorr-Waite algorithm has been already specified and verified in Dafny by Leino [Lei10]. Despite some minor differences, the implementation presented in the previous section is similar to the Leino’s implementation of the algorithm. However the main difference lies in the development and verification approach.

In the Scheduled Event-B approach the development started with a very abstract specification of the algorithm. We largely benefited from the rich mathematical language of Event-B in specifying the algorithm’s high level properties. For instance, we used transitive closure to model graph marking in one shot. The abstract model was enriched through seven correctness preserving data and algorithmic refinement steps. We associated a schedule to each level of abstraction and refined the schedule to derive the final algorithmic structure. Finally, we used the rules introduced in this section to sequentialise the atomic events. We enjoyed the interactive proof offered by the Rodin platform. It provided us with a convenient way for discovering necessary model invariants and missing event guards.

In contrast, the Dafny approach starts with implementing the algorithm at the concrete level. Then the programmer should specify the desired outcome as the method postconditions. The most difficult part of the specification at the code level in Dafny is the loop invariant discovery. In the Leino’s implementation, there are 19 complicated loop invariants required for the verification. Leino concluded that the complexity of the loop invariants is because they are so concrete and a refinement-based approach for development is preferable [Lei10].

8.7 Summary

This chapter presented the final step required in constructing verified programs using Scheduled Event-B and Dafny. In this chapter we formulated the transformation of a Scheduled Event-B model to Dafny code and contracts. We discussed how an atomic Event-B event can be sequentialised in Dafny program and how we can generate code contracts from events in a way that the verification of the generated code and contracts implies the correctness of the implementation with regards to the abstract Event-B specification.

We also discussed an approach for modelling and verifying structured data types and pointer variables. Pointer manipulation in a program is often tricky because of its possible side effects. The fact that Event-B events are executed atomically and the limitations that are imposed on the event actions by the language make it easier to avoid common mistakes and side effects of pointer updates that may happen in a programming
language. Using the rules provided in this chapter for sequentialising events and also generation of assertions facilitate the correct transformation of models to code.

SEB2DFY functions which were presented in this chapter provide a basis for mechanising the transformation from Scheduled Event-B to Dafny. Sequentialisation of an event can become fully mechanised using the provided rules. The future step of this work is to build a tool to facilitate mechanised transformation.
Chapter 9

Conclusions

The main focus of this work is on developing verified sequential programs by using a combination of Event-B (constructive approach) and Dafny (analytical approach). In this work, we try to split the development and proof efforts between the two aforementioned methods. In doing so, we extended the Event-B language to accommodate new constructs needed for bridging the gap between the abstract model and concrete implementation and used Dafny to verify the code level properties.

In Chapter 3, we presented a method for transforming Event-B models to simple Dafny code contracts (i.e. method pre- and post-conditions). Our method provides a mechanism for grouping events together by extending the Event-B machines with a new construct called method constructor statement. Grouped events represent different cases of the same operation and are used to generate Dafny contracts. We proved that if the generated contracts are satisfied by an implementation in Dafny, the implementation also preserves the invariants of the abstract model. Therefore, there is no need to reprove invariant preservation in the Dafny level.

In Chapter 5, we presented a tool in the form of a Rodin plug-in which has been developed to facilitate automatic contract generation from an Event-B model. Given a machine and a number of method constructors the tool automatically generates relevant code contracts. The Rodin proof obligation generator is also extended to generate the new extra proof obligations (discussed in Section 3.3.4) that are needed to guarantee the soundness of the generated contracts. Two examples were provided in Chapter 4 to illustrate the transformation and validate our tool and transformation rules.

The aforementioned approach for transforming Event-B models to Dafny code contracts works fine for the Event-B model of algorithms that their implementations can satisfy the generated contracts without further assertions like loop invariants. However, if there is no implementation that can satisfy the contracts trivially then this approach is not efficient, since a considerable part of reasoning (reasoning about the algorithmic
structure) is left to the code level which is not always easy. One way to address this, is to derive and verify the algorithmic structure in refinement steps.

In Chapter 6, we presented an approach for derivation of algorithmic control structures in Event-B refinement. The introduced approach allows us to mix program refinement and data refinement using the existing Event-B tool support for representing and proving the data refinement. We augmented Event-B with a scheduling language to make the control flow and algorithmic structure explicit. The scheduling language and the schedule refinement rules allow the modeller to derive the program structure in a stepwise manner. The scheduling language allows the modeller to introduce loops and non-deterministic choices in the abstract level. It also has familiar control constructs like if-statements and while-loops that will replace the non-deterministic structures in the concrete level. We presented a number of rules which will assist the modeller in refining an abstract schedule towards a concrete one. We also showed and proved how guard elimination conditions can guarantee that the events in the schedule will follow the explicit control flow and how we can remove original event guards.

In Chapter 7, we validated our approach of Chapter 6 by developing and verifying a simple sorting algorithm and the Schorr-Waite graph marking algorithm using Event-B and our scheduling language. The explicit control flow defined by the scheduling language allowed us to gain a better insight on the ordering of the events and the algorithmic structure from the abstract level and the given rules in Section 6.2.3 and Section 6.3 helped us in derivation of the final program structure in a stepwise manner.

In Chapter 8, we presented the final step required for generating executable code from Event-B and our scheduling language. We formulated the transformation of a scheduled Event-B model to Dafny code and contracts. We discussed how the actions of an atomic event can be sequentialised in a Dafny program. We introduced an approach for generation of Dafny contracts in the form of assertions in order to verify the correctness of the sequentialisation.

Scheduled Event-B does not support procedures (methods or functions) and procedure calls. The lack of a mechanism for defining procedures can potentially limit the use of the approach for developing medium and large size programs. It may also limit the re-usability of the developed small size programs.

Although the two case studies that were presented in Chapter 7 covered many aspects of developing a sequential program (including nested constructs and pointers) but still more examples are needed to be studied. More case studies can help us to gain better understanding on how efficient and effective the approach is. However, developing big algorithms with complex control structures can easily become very difficult to manage when a proper tool support is absent. A tool that enforces the correct use of the introduced refinement rules and generates the necessary proof obligations is essential for further validation of the approach discussed in Chapter 7 and Chapter 8.
Chapter 9 Conclusions

9.1 Future Work

There is still room for improving the development of verified programs in Event-B. In future, the work presented in this thesis can be extended and improved in the following ways:

- The scheduling language presented in Chapter 6 can be extended to accommodate more complex program constructs such as procedure calls. It also can be extended to allow definition of more than one procedure for each model.

- Currently the concrete schedule conditions for conditionals and loops should be determined by the modeller manually. It should be possible to find new rules for discovering proper schedule conditions. Such rules can be used later for automation of condition discovery.

- To employ the full power of Event-B and the Rodin platform in developing verified programs the Rodin platform should be extended to support schedule refinement and automate the generation of extra proof obligations for enabledness and guard elimination conditions. One option is to extend the contract generator introduced in Chapter 5 to accommodate Scheduled Event-B as well.

- The transformation rules presented in Chapter 8 are specifically defined to translate scheduled Event-B to Dafny. The current set of the rules can be generalised and extended to facilitate the transformation of the models to other languages (e.g. JML-annotated Java code) as well. This might be achieved by first translating the models to a common intermediate language and then transforming the intermediate language to a program in the target language.

- The event sequentialisation rules can be extended and the process of the re-ordering and finding the auxiliary variables required for sequentialisation should be automated.

- The way that the structured data types and pointers are modelled in Event-B is effective. However our experience shows that the models containing structured data types are less readable and cumbersome. An alternative way for presenting those constructs should be investigated. One possible solution might be the use of theories and Theory Plug-in.

- The assertions generated from scheduled Event-B might not be satisfied by the Dafny verifier without encoding some of the invariants in the program text in the form of assumptions. In addition to that, some more auxiliary assumptions might be needed to satisfy the Dafny framing condition (See Section 8.5). Automatic generation of those assertions should be investigated.
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