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UNIVERSITY OF SOUTHAMPTON

ABSTRACT

FACULTY OF NATURAL AND ENVIRONMENTAL SCIENCES

Chemistry

Thesis for the degree of Doctor of Philosophy

The Connected Lab: Digital Synergies from Data to Models

by

Nicola Knight

Many areas of research centre around data; how it is collected, stored, analysed and

connected with existing data and ideas. In the changing technological landscape and

infrastructure these data interactions are becoming increasingly digital. This thesis

considers aspects of the full scope of the research environment from experimental

creation and extraction of data through the human and technological interaction with

the lab, to the analysis of the resulting data. The work described begins to make clear

the synergies enabled by the digitalization of the research pathway.

In the first example, literature sources were carefully analysed and uncertainties

exposed and explored to allow creation of high quality anion transporter datasets from

which QSAR analysis could be carried out to obtain a predictive model. Within these

datasets the effect of compound classification and substituent changes were

investigated. In parallel work a closer collaboration between modelling and

experimental groups took this area further. While no model was developed covering

the whole dataset, transformations in the position of the optimum log P and peak

activity were discovered dependent on substituent.

In the second example, interactions with the laboratory were investigated through two

different aspects. Firstly though remote experiments that were created for

undergraduate teaching, which provided a teaching resource for the physical chemistry

practical course. The second developed novel interaction methods for application in

the lab environment through the use of smart-assistants and the creation of Talk2Lab.

This work sets the scene for a framework that could bring the 21st century technology

into the research lab to create the connected lab of the future.

mailto:nk1g09@soton.ac.uk
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Introduction

Data is the thread that weaves its way through the research; from the experiments that

create it, through the analyses which build knowledge from it, to the dissemination of

this data and knowledge. The age of computing has fundamentally changed the way in

which we carry out research and interact with data. No field has been left unaltered by

the advances in computing technology.

The age of computers has ushered in entirely new areas of scientific research ranging

from in silico drug testing to bioinformatics to big data analytics. But computing

also fundamentally transformed many existing areas of research including areas such as

chemical modelling and the use of chemoinformatics.

The use of chemical information encompasses a wide range of topics within itself, in-

cluding data analysis using traditional techniques and complex computer modelling. In

the past modelling was a smaller research area due to the lack of chemical data and

computing power available. However, now there is a significantly larger amount of data

produced from practical experiments, theoretical calculations and associated metadata.

Manipulation of data to produce information has become much more widespread, chem-

ical modelling is now present in areas related to chemical safety, materials, human health

and ecological systems.

This thesis considers aspects of the full scope of the research environment from experi-

mental creation and computational extraction of data through the human and technolo-

gical interaction with the lab, to the analysis of the resulting data. The work described

begins to make clear the synergies enabled by the digitalization of the research pathway.

QSAR

Quantitative Structure Activity Relationship (QSAR) is an important aspect of research

in many areas of modelling. In particular, the area of drug discovery makes use of QSAR

methods in researching new drugs. QSAR methods can be used to screen compounds

for their potential drug activity prior to synthesising the compounds. However, there

are also a wide range of applications beyond this.

1



2 Introduction

In this thesis a number of literature sources were examined to provide the data for use

in QSAR analysis of anion transport. On top of the analysis of the data a number of

areas were investigated in which data curation and visualisation could be improved to

aid future collaboration and investigation.

Connected Science

In recent years, connected technology has become an integral part of everyday life, but

has yet to make a significant impact on interaction within the lab. Technologies can be

incorporated to provide better access to data and more efficient working environments.

This work investigated the integration of commodity technologies into the lab environ-

ment for both teaching and research. The incorporation of these technologies aided the

creation of a framework for the connected lab of the future.

Structure of this thesis

The content of this thesis is separated in two parts. Part I presents research on QSAR

analysis of Anion Transporters. The topics in this part cover QSAR analysis of anion

transporters from the Gale group (Chapter 2) and tambjamine compounds (Chapter 3)

along with discussion surrounding data handling and the development of data visual-

isation for QSAR (Chapter 4). Part II presents research for connected science. This

begins with the creation of remote experiments (Chapter 6) and is followed by the devel-

opment of a smart lab interface (Chapter 7) focusing on voice interaction with the lab.

A glossary can be found on page xxvii containing an explanation of some terminology

used in this thesis. An appendix is also included which contains some additional plots

and datatables. Further documents and files accompany this thesis in the electronic

supplementary information (ESI) available through ePrints. [30]1

1http://dx.doi.org/10.5258/SOTON/D0563



Part I

QSAR
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Chapter 1

QSAR Theory

1.1 Introduction

The concept behind Quantitative Structure Activity Relationship (QSAR) is the con-

struction of a form of model which relates an observed activity or property of a mo-

lecule to its molecular structure. [31] Using these QSAR models the activity of new

and untested molecules can be predicted, often without need for synthesis. The basic

assumption for these model hypotheses is that structurally similar molecules exhibit

similar activities, but with the complexity of chemical interaction this is not always the

case. [32, 33]

The foundation of modern QSAR is associated by many to the publication from Hansch

et al in 1962 [34] working on the Hammett substituent effects, followed by investigation of

the effects of lipophilicity on biological potency [35] and using octanol-water partition

coefficients [36] as the measure of lipophilicity. However, around this time research

using QSAR style analysis was also being carried out by other researchers in many areas

such as; partition coefficients and their effect on drug absorption [37], the relationship

between ether-water distribution and antimalarial potency [38] and the permeability of

plant protoplasts to non-electrolytes. [39]

QSAR modelling methods have expanded significantly from their original origins, al-

though they are still most widely applied by pharmaceutical industry for drug discov-

ery they are also widely used in many different areas such as cosmetics, toxicology,

agriculture and environmental research. [40–42] Advances in computing software, in-

creased computing power and reduced cost, coupled with combinatorial synthesis and

high throughput screening have meant that it is possible for huge numbers of compounds

to be synthesised more easily and screened for drug testing. [43] However, this is still

small compared to the scale of possible compounds that exist within chemical space. [44]

QSAR methods can be used to model processes and molecules and predict the activity

5



6 Chapter 1 QSAR Theory

or ‘drug-ability’ of new molecules prior to synthesis, eliminating the time-consuming

and costly stage of synthesising a large number of compounds which turn out to be

unsuitable.

The application of QSAR models extends beyond the use in prediction of activities;

other areas of benefit include gaining insight into mechanisms, identification of key

structural characteristics in compounds, identification of chemical activity deviations

and the generation of hypotheses for further research. [45]

The standard practice of QSAR model development can usually be split into 3 sections:

preparation of data, analysis of data and model validation. [46] The first stage involves

obtaining the molecular dataset for use in the QSAR study, including calculation of

necessary descriptors and the selection of the QSAR method to be applied. The second

stage of the process applies the QSAR method for model development. This could involve

a wide variety of different statistical approaches; however, the most common involve the

use of linear (or multi-linear) regression. The last stage of the model development is

the validation of the developed model, where the reliability of the model is tested for its

particular purpose.

1.2 QSAR Methods

QSAR models are provided by mathematical equations which quantify a relationship

between the activities of compounds and numerical representations of their structural

and physiochemical information provided by descriptors. [47, 48] In its simplest form a

QSAR model can be shown as:

Biological activity = F(compound properties)

The conventional methods for employing QSAR on numerical data use regression tech-

niques. These include (multi)linear regression and non-linear regression, depending on

the type of relationship. Regressions are also often used in conjunction with dimension-

ality reduction techniques such as PCA or feature selection. [45,49]

Many methods are also available when the response variable has graded values or can

be split into different categories. These include: linear discriminant analysis, cluster

analysis and logistic regression. [50] However, the methods outlined below focus on

methods which can be applied to continuous numerical data.
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1.2.1 Linear Regression

The most widely used method in QSAR models are linear regressions due to their simpli-

city and easy interpretability, with a common method being the multi-linear regression,

which takes the following form: [51]

Ŷ = β0 + β1χ1 + β2χ2 + β3χ3 + · · ·+ βnχn (1.1)

Where Ŷ is the compound property being modelled (dependent variable), β0 is the

model constant, χ1 . . . χn are molecular descriptors (independent variables) with their

corresponding coefficients β1 . . . βn these coefficients are obtained through the use of

estimators like least-squares method which minimizes the residual sum of squares (RSS)

[52].

The quality of the model fit can be measured in a number of ways, one of which is the

calculation of the Squared Correlation coefficient, R2 (Eq.1.2).

R2 = 1− RSS

TSS
(1.2)

The components of Eq.1.2 are calculated as shown in Eq.1.3 and Eq.1.4 where:

ycalc,i are the property values predicted by the equation using the relevant independent

variables

yi are the corresponding experimental observations

ȳ is the mean of the observed values

Residual sum of squares:

RSS =
N∑
i=1

(yi − ycalc,i)2 (1.3)

Total sum of squares:

TSS =

N∑
i=1

(yi − ȳ)2 (1.4)

R2 has a value between zero and 1, and describes the percentage of the variation in

the data which can be explained by the regression equation [31]. An R2 value of zero

indicates that none of the variation in the data is explained by the regression equation,

a value of 1 indicates complete explanation. This is a useful statistical tool; however,

taken in isolation it can be misleading description of the actual fit of the data. [31,53]
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R2 values may indicate good explanation of the fit of modelled data; however, they do

not give an indication of how well the model will predict values for new datapoints. This

is a crucial aspect of QSAR models as they need to be able to reliably predict properties

for unmeasured compounds.

1.2.2 PLS/ PCA

Partial least squares (PLS) and Principal component analysis (PCA) are two methods

of carrying out dimensionality reduction on data for regression. [54, 55] The aim of

dimensionality reduction is to reduce the number of descriptors in a dataset whilst

maintaining an explanation of the maximum variation. [56] This can be useful when

handling large datasets with a large number of possible variables.

Both PLS and PCA reduce the number of dimensions by transforming the variables to

produce new linear combinations of the original variables. In PCA the first principal

component (PC1) is the linear combination of the predictor variables which yields the

highest variance. Once this is constructed the next principal component (PC2, PC3,

etc) is selected as a linear combination of the variables which accounts for the maximum

variance which is not already explained. Each PC created is uncorrelated, or orthogonal,

to the previously created principal components.

PLS is similar to PCA; however, it also uses the response variable when identifying the

linear combinations of variables, referred to as latent variables. PLS attempts to explain

the variance in both the response and predictor variables in its creation of new linear

combinations. As in PCA the latent variables produced by PLS are orthogonal.

PLS is considered a supervised method as it uses correlation with the response variable

when determining the new variables, whereas PCA only accounts for the variation in

the independent variables so is referred to as an unsupervised method. [50]

These are not feature selection methods. Although they reduce the number of variables,

each variable is a combination of all the original features. It is often found that much

of the variance in the dataset can be explained by a small number of PCs or latent

variables. [31] However, these methods reduce the ability to interpret the model in

relation to the descriptors used to model the response.

1.2.3 Non Linear Regression

Non linear regressions (NLR) are equations where the function is non-linear with respect

to the unknown parameters. An example of a non-linear model is:

y = θ1e
θ2x + ε (1.5)
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where the equation is not linear in the unknown parameters θ1 and θ2. [57]

These types of regression are often used where there is an empirical or theoretical re-

lationship established between the predictor and the response variables, this theory

frequently involves the solution to differential equations. Key areas of use for these

regressions are in growth models and modelling rates of change, such as in reaction

rates. [57]

1.3 Model Validation

The ultimate aim of QSAR modelling is the creation of statistically robust models

which can be used to predict accurate values for activities of unseen molecules. As such

the validation of the models is a crucial stage of QSAR as it tests the robustness and

predictive ability of the model. Validation methods are based around a comparison of

observed values against model predictions to check that models are reliable and not due

to chance correlations. [58, 59]

There are a vast number of different methods that have been developed for model val-

idation; however, these can largely be split into internal and external validation. [60]

Internal validation methods check the fit and predictive ability of the model using com-

pound data that has been used in the model building process, also referred to as the

training set of molecules. Examples of internal validation include: least squares fit (R2),

model fit statistics, leave-one-out cross validation (LOO CV), leave-many-out cross val-

idation (LMO CV), bootstrapping and y-randomization. [48] External methods perform

statistical tests using data that was not incorporated at all in the model building process,

referred to as an external test set. [60]

1.3.1 Internal Validation

There are a number of statistics that can be calculated on a developed model alongside

the previously mentioned calculation of the R2 value. The tests in this section can all

be carried out internally using the data of the training set that was used to develop the

model.

1.3.1.1 Model fit statistics

Model fit statistics are used to determine the goodness-of-fit and robustness of the model

with respect to the training set data.
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Squared correlation coefficient (R2) - measure of the model fit, see equation 1.2.

This parameter increases as extra descriptors are added, therefore the R2
adj statistic is

often a better measure in models with many parameters.

Adjusted R2 value (R2
adj) - this is an adjusted version of R2 which takes into account

the number of variables included in the model, where n is the number of data points

and k is the the number of variables in the model. These values also range from -1 to 1

and the closer the value is to 1/-1 the more variation can be explained by the regression

equation.

R2
adj = 1−

(
(1−R2)(n− 1)

n− k − 1

)
(1.6)

Root-mean-square error (RMSE) - quantifies the deviation of the errors between

the predicted values and the observed values, where ycalc,i is the predicted value for i,

yi is its observed value and n is the number of data points. [58] Lower values of RMSE

indicate a smaller spread in the data and therefore a stronger fit.

RMSE =

√√√√√ n∑
i=1

(yi − ycalc,i)2

n
(1.7)

Although these statistics can be useful indicators of a poor quality fit and poor predic-

tion, good values of these statistics are not sufficient indicators of model validity and

should be accompanied by additional validation tests.

1.3.1.2 Leave-x-out Cross Validation

A popular validation criteria is leave-one-out cross-validated R2 (LOO q2). The training

set is modified by the removal of a single compound, following this the model is rebuilt

using the same descriptors and the remaining (n-1) molecules from the training set. The

new model equation is then used to calculate the activity of the removed compound. [47]

The process is repeated until each compound has been left out in turn and the predicted

values can be used to calculate internal validation parameters, and the cross-validated

R2 (q2), calculated by the equation below.

q2 = 1−

n∑
i=1

(ycalc,i,−i − yi)2

n∑
i=1

(yi − ȳ)2
= 1− PRESS

TSS
(1.8)

where ycalc,i,−i is the predicted value for the ith compound, yi its observed value, ȳ is

the mean of the observed values and n the number of compounds in the training set.
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This is similar to the equation used for the calculation of R2 (Eq 1.2); however, PRESS

differs from RSS as the predicted values in PRESS (ycalc,i,−i) are for observations that

were not used in the calculation of the model parameters. In the case of LOO CV the

model is built n times, each time using n-1 observations to fit the model and using that

model to predict the left-out observation.

An expansion of the cross-validation method that is considered stronger is leave-many-

out cross-validation (LMO-CV) where the number of compounds that are left out at

a single time is increased. LMO can be used as a method to counteract the slight

overoptimism of the LOO-CV values. [60] The same modelling recalculation is carried

out as with the leave-one-out cross validation, leading to the calculation of LMO-q2.

With both of these methods a threshold value of q2 = 0.5 is considered the cutoff, below

which a model is not considered predictive. [47]

1.3.1.3 Bootstrapping

A further validation method similar to the cross-validation methods is the bootstrap

method. [50] This method carries out repeated analysis on random samples from the

dataset, where after each sampling the objects are replaced in the dataset. This may

result in some compounds being selected multiple times and others not being selected;

however, these selections are smoothed out over many repeats. [48, 60]

With each sample statistics for the model fit are calculated and the bootstrap sampling

is repeated many times to create a distribution of the statistics. These distributions

can be used to determine the robustness of the statistics. [61] The sampling is usually

repeated at least 100 times; however, with the continual increase in computing power the

repetitions can often be increased to over 1000 with negligible impact on computation

time.

1.3.1.4 Randomization tests

Testing the robustness of a model against chance correlations can be carried out through

use of y-randomization. In this test the response variables are randomised across the

dataset. With this new dataset modelling and validation procedures are repeated to

produce statistics for the model fit.

If the resultant statistics generated in the random models are similar to those of the

original model, showing a good fit or indicating high predictability, then it shows that

the model is not robust and that the correlation in the model was obtained through

chance only. [47,48]
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1.3.2 External validation

The methods of internal validation assess the robustness of a model using compounds

that belong to the training set used to develop the model. When the goal of QSAR is

to provide accurate prediction for new compounds it is highly desirable to validate the

predictive ability against compounds that are ‘unseen’ by the model development. [47,

59,62]

The external test set for this validation can either be created through subsetting the

data prior to model building, or the generation of new compound data after the initial

model build. Following the generation of a model using the training set alone, external

validation statistics for the model are calculated on the test set. A common statistic

is the calculation of the predictive squared correlation coefficient (q2), also sometimes

referred to as R2
pred.

There are multiple different methods proposed for the calculation of q2 value for external

validation. [58,63,64] Two of these methods are given by equation 1.9 and equation 1.10,

these equations are expanded from the calculation of the q2 value for cross validation.

q2F1 = 1−

nEXT∑
i=1

(ycalc,i − yi)2

nEXT∑
i=1

(yi − ȳTR)2
= 1− PRESS

SSEXT (ȳTR)
(1.9)

q2F2 = 1−

nEXT∑
i=1

(ycalc,i − yi)2

nEXT∑
i=1

(yi − ȳEXT )2
= 1− PRESS

SSEXT (ȳEXT )
(1.10)

where ycalc,i is the predicted value for the ith compound in the external test set (calcu-

lated using a model built from the training set), yi its observed value, ȳTR and ȳEXT are

the means of the observed values of the training set and external test set respectively

Equation 1.9 (q2F1) is the recommended equation in the OECD QSAR guidelines [65]

which uses the predicted values for the test set compounds alongside the response mean

for the training set. Equation 1.10 (q2F2) differs from the first equation by the use of the

external test set mean in the denominator.

It is argued [63,64] that q2F1 produces overestimated prediction values when compounds

are on the boundary of the response domain, and underestimates when they are in the

center of the domain, and is highly dependent on the selection and distribution of the

test set.
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q2F2 was proposed [63] as an improved measure of predictive ability using the test set

activity mean instead. q2F2 removes some of the potential overestimation of q2F1; however,

it is not necessarily an improvement on the equation as q2F2 does not contain information

about the reference model [58]. Additionally q2F2 cannot be calculated if the test set only

contains one object.

When employing a training/set split for external validation, care must be taken to ensure

that the test set is a good representation of the range of the whole dataset. [47,60] Small

datasets may not be suited to splitting in this fashion as this would likely produce a

test set that is too small and as such give poor, and random, estimates of the predictive

power of the model. For small datasets <50 compounds it can be beneficial to use

internal validation methods instead such as bootstrapping or LMO-CV. [58,66,67]

1.3.3 Comments on validation

In the literature there are a significant number of different formulas available for valida-

tion methods and calculations of model statistics, with different notation and derivations.

It is often difficult to distinguish between the different equations as the notation and

terminology are often used interchangeably. Some of these equations are the same, but

not always. It is important to try and identify the methods used to calculate statistics

so that the model statistics are unambiguous and models can be fully reproduced. [65]

The use of internal or external validation is an area of debate with QSAR research. [59,

60, 66, 67] Some researchers insist that models can only properly be validated through

use of external test sets; however, others argue that in smaller datasets it is wasteful to

exclude data from the modelling process and validation can be sufficiently carried out

through the application of internal cross-validation methods.

Many people consider a high q2 value to be proof that the model is highly predictive;

however, many researchers argue this is not really the case. Although a low q2 value

using cross validation in the training set is usually an indicator of a low predictive ability,

researchers argue that a high q2 value does not necessarily imply high predicative ability

and the models must still be tested against external test sets. [59] When possible it seems

that external validation should always be carried out in addition to internal validation,

to provide a more rigorous assessment of a models predictive ability. However, in some

cases this may not be possible due to the size of the dataset. [62]

Within the selection of a test set and the general application of a model it is important

to ensure that the compounds selected fall within the applicability domain of the model.

This domain is a theoretical region of chemical space which is defined by the nature of

the chemicals in the training set. It is unfeasible to reliably predict the whole universe

of compounds using a single QSAR model [47], model predictions for any compounds
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outside of the domain are extrapolations of the model and cannot be considered as

reliable. [60]

1.4 Molecular Descriptors

Molecular descriptors are a crucial aspect of QSAR modeling as they provide the in-

dependent variables used in the creation of the statistical models. Before a QSAR

model can be developed, molecular descriptors must be generated and selected for use

as parameters within the model.

“The molecular descriptor is the final result of a logic and mathematical

procedure which transforms chemical information encoded within a sym-

bolic representation of a molecule into a useful number or the result of some

standardized experiment.”

— R. Todeschini and V. Consonni [68]

Molecular descriptors are numeric values that characterise the properties of molecules.

A large number of descriptors have been developed, which vary in the complexity of

information they encode and the time required to compute them. [31] The generation of

descriptors involves the application of theory from many different areas such as: algebra,

computational chemistry, quantum-chemistry, information theory, organic chemistry,

physical chemistry and graph theory.

Examples of descriptors range from the simple counts, such as number of atoms or

molecular weight to highly complex quantum descriptors based upon the surfaces and

interactions of the molecules. Molecular descriptors can be classified into many different

types based upon what they are derived from. [68] A major method of describing them

is:

• 0D - atom list (e.g. bonds counts, mol weight, atom counts)

• 1D - substructure list (fragment counts, fingerprints)

• 2D - molecular graph - topological descriptors (topostructural, topochemical)

• 3D - molecular geometry derived (surface, shape, volume, WHIM descriptors)

• 4D - 3D co-ordinates + conformations (GRID based techniques)

A good theoretical descriptor must have; invariance to atom labelling, invariance to

roto-translation and an unambiguous computational method. They should also have;

a structural interpretation, good correlation with at least one property, no inclusion
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of experimental properties in its definition and not be restricted to a small set of mo-

lecules. [69]

The descriptors can be determined from experimental measurements or calculated from

the application of theory. In general experimentally determined descriptors are not

favoured as they require the synthesis of the molecule and can be time-consuming and

expensive to obtain, especially when working with large datasets. Some calculated

descriptors may have an experimental equivalent e.g. partition coefficients; however,

others are purely computational constructs e.g. fingerprints. [70]

Molecular descriptors can be calculated from a wide variety of programs. These range

from drawing/visualisation programs which calculate simple descriptors such as molecu-

lar weight to molecular simulation programs calculating complex quantum descriptors

and force fields. Due to the extremely large number of descriptors that can now be

calculated, in excess of 3000 descriptors are listed in Todeschini and Consonni’s Hand-

book [71], care must be taken when selecting descriptors for use in models. In particular,

the variance of descriptors should be considered, along with the correlation between dif-

ferent descriptors.

Although there has been a significant increase in the number of descriptors available it is

important not to use too many descriptors in the model to try and achieve the ‘perfect’

fit. This does not produce a good model for prediction, simply a model that is over-fitted

to the dataset provided. [67] Additionally descriptors with little to no variance across

the dataset should be removed, and multiple descriptors with high correlation should

not be modelled together. [47]

1.4.1 Molecular Representation

Within all aspects of chemistry it is important to be able to depict and refer to chemicals

in a way that allows molecules to be distinguished and, most importantly for QSAR,

allows chemical descriptors to be calculated. The following section outlines some of the

methods available for representation of molecules. For the computational calculation

of descriptors these representations must be machine readable and in an ideal repres-

entation each structure only has one ‘code’ and each code only converts to a single

structure. [72]

Nomenclature

Compounds often have multiple names which include common names, drug names and

systematic names. The most widely accepted format for naming compounds is the

IUPAC naming system. [73]. Compound names are not machine readable and for com-

plex molecules the conversion of names to structures often generates errors.
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Formulas

Molecular formulas are those which only give an elemental composition, whereas struc-

tural formulas show which atoms are bonded together. Molecular formulas are not

unique and a single formula can refer to many different molecules.

Line Notations

Line Notations are linear representations of a structure; encoding the connectivity of a

molecule in a line of text, but not including 2D or 3D co-ordinates. They are widely used

as they are human readable (to a certain extent) and easy to input into software. [74]

The most popular forms are:

SMILES Simplified Molecular Input Line Entry System [75] - this is the most popular

line notation, but there are many methods to generate SMILES strings, so they

are not necessarily unique.

InChI IUPAC International Chemical Identifier [76] - This is designed to provide a

unique string for depicting a chemical substance, it has a layered structure where

different layers can handle molecular connectivity, charge, stereochemistry etc.

Connection Tables

A listing of atoms and bonds in a tabular form which can easily be interpreted by ma-

chine. These can be used for structure and substructure searching, through application

of graph theory. [72]

MDL Molfile (.mol) This connection table is the most commonly used format for

storing connection data. Multiple structures can also be depicted in a structure-

data file (.sdf)

Proprietary formats Many proprietary formats exist for encoding structural inform-

ation; however, the conversion and interoperability of these formats is often limited

as they cannot always be read by other programs.
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1.4.2 Common Descriptors

Below are some of the descriptors that were encountered in the QSAR work. More

detailed descriptions of many descriptors and their origins can be found in Todeschini’s

Handbook [71]

Lipophilicity descriptors

Lipophilicity is a key concept in many areas of drug prediction and many descriptors

exist that characterise it. Log P is a measure of the partition coefficient, a measure of

a compounds solubility between two solvents; usually octanol/water.

ALOGP Ghose-Crippen octanol-water partition coeff. (DRAGON)

ALOGPs Calculated octanol/water log P - based off PHYSPROP database [77] (ALO-

GPS2.1)

CLogP Calculated octanol/water log P - fragment method (Daylight)

MLOGP Moriguchi octanol-water partition coefficient (DRAGON)

LogD(pH7.2)-sp blood Distribution coefficient - pH dependant measure of the solu-

bility between octanol and water. (ACDiLabs2.0)

Other descriptors

AMW average molecular weight

MW molecular weight

Mv mean atomic van der Waals volume

nCIC number of rings (cyclomatic number)

nH number of hydrogens

pKa acid dissociation constant

RT retention time

SPAN span radius of the molecule

TSA total surface area

Vs,max electrostatic potential surface maxima (calculated via DFT)





Chapter 2

Modelling Anion Transport in

Vesicles

2.1 Background

The movement of anions within biological systems in an important area of research for

the treatment of many serious diseases [78], but also for the potential development of

anti-cancer agents. Development of new synthetic compounds which function as potent

anion transporters is an area of great interest.

Within this chapter research was undertaken on the curation of anion transporter data

and the creation of a dataset of anion transporter compounds covering a variety of com-

pound types. Collation of all the data across a group of papers allows investigation into

the behaviour of a wider spectrum of compounds. This dataset was then processed and

QSAR analysis carried out, with the focus on creating a model for the anion transport

ability of the compounds.

2.1.1 Anion Transport

Cellular membranes define the boundaries of cells, forming the shape of the cell and

separating the intracellular contents from extracellular components. The cell membrane

is selectively permeable to allow control of the flow of molecules into and out of a cell;

composed of a lipid bilayer and embedded membrane proteins these membranes are

permeable to nonpolar compounds but impermeable to most polar or charged entities.

The lipid bilayer is formed mainly by a mixture of glycerophospholipids, sphingolipids

and sterols depending on the type of membrane. The bilayer is formed with the hydro-

phobic tail groups in the centre of the bilayer and the hydrophilic heads interacting with

19
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Figure 2.1: Mechanisms of anion transport through the membrane

the surrounding water. The hydrophobic core of this bilayer makes the membrane highly

impermeable to polar solutes and ions. As the transport of these is crucial to many bio-

logical processes, the passage of the solutes across the membrane must be facilitated by

transporters.

2.1.1.1 Transport Mechanisms

Transport across the membrane can occur in many different ways (see Figure 2.1); non-

polar compounds can pass through the membrane via simple non-mediated diffusion;

however, ions must be facilitated by an anion transporter either through passive or

active transport. Passive transport is where the movement of the molecule is aided from

an area of higher concentration to one of lower concentration, active transport is where

the movement of a molecule occurs against the concentration gradient, from low to high

concentration. Active transport requires an energy input and the process can either be

coupled directly to ATP hydrolysis or coupled to the transport of a second solute down

its concentrations gradient, which supplies energy to drive the other solute against its

concentration gradient. [79]

Passive transport functions via a number of mechanisms, one mechanism is ionophore

faciliated diffusion, ionophores increase the permeability of the membrane to ions. This

can be in the form of a mobile carrier (Fig 2.1b) which binds the ion and the complex

diffuses through the membrane, releasing the ion on the other side, or as a channel

(Fig 2.1c) where the ionophore forms a membrane-spanning channel through which ions

can diffuse. [80] Anions can also be transported via the relay mechanism, which uses

modified phospholipids to pass the anion through the membrane.



Chapter 2 Modelling Anion Transport in Vesicles 21

Figure 2.2: Types of action within membrane transport systems

The transport of anions through the membrane can happen through a variety of different

methods shown in Figure 2.2. Either a single substrate can be transported through the

membrane with a uniport action, or two different substrates can be transported through

the membrane at the same time. The two substrates can be transported in the same

direction through a symport action or in opposite directions through the antiport action.

2.1.1.2 Anion transport in nature

Since anions play a vital role throughout biological systems, their movement across the

cell membrane is fundamental to many biological processes. They maintain osmotic

balance, regulating cell pH and chemical potentials across the bilayer. These are key

to driving metabolic processes and cell signalling, an example of which is triggering the

death of cells through apoptosis. [81, 82]

The transport of these anions in nature is mostly controlled by specialised proteins

that span the cell membrane and transport the anions, both through passive and active

transport mechanisms. Chloride channels aid transport through either a uniport or

cation coupled transport, many of these channels are gated and open in response to a

variety of stimuli including: changes in membrane potential, cell volume and intracellular

calcium concentration. [83] Defects in these proteins and channels can result in a number

of diseases, collectively referred to as “channelopathies” [84].

In addition to ion channels there are small-molecule anion transporters; however, there

are only a few natural products which are able to facilitate the transmembrane transport

of anions. [85] The most widely studied family are prodigiosins [86], but there are other

examples of spingolipids [87] and monoacylglycerols [88].

Development of synthetic molecules which can mimic the action of these anion trans-

porting proteins is a wide area of current research in supramolecular chemistry. These
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synthetic molecules have potential to be used as treatment for many of the diseases

caused by faulty anion transport in addition to the possibility of anti-cancer applica-

tions through the triggering of apoptosis in cells.

2.1.2 Synthetic Anion Transporters

The challenge of creating synthetic therapeutics for anion transport has stimulated the

creation of synthetic membrane spanning channels. [89] Although research into synthetic

channels and relay-style systems is an area where much research has been carried out, the

channel-like compounds are too large to be considered drug-like. [85] This has prompted

interest in the development of small molecules which are capable of transmembrane

anion transport.

Research into supra-molecular chemistry, principally lipid bilayer transport of anionic

species and molecular recognition [90] has been the focus research area of Phil Gale’s

group within the Chemistry Department.1 A number of their papers have focused

specifically on developing small molecules for use as anion transporters, in particular

they have examined chloride transport which has potential applications in treatment for

“channelopathies” such as Bartter’s syndrome, Cystic Fibrosis and inducing apoptosis

in cancer cells. [85]

They have taken inspiration from natural anion transporters as well as drawing on work

carried out in anion receptor chemistry, synthesising and investigating the efficiency

of chloride ion transporters from a diverse chemical range. Papers published by the

Gale group include studies on ureas, thioureas, squaramides and phenylureas along with

myriad of other compound functional groups. [91–100] Figure 2.3 shows a selection of

compounds that were contained in the papers.

The Gale group research mainly focused on the synthesis and characterization of an-

ion transporter compounds through transport studies in vesicles and cell-based assays;

however, some of their papers [91–93, 95] explored a small amount of QSAR analysis,

including investigation of correlations between log P (partition co-efficient) and EC50

values. The QSAR carried out in most of their papers did not result in the production

of a QSAR model, but simply commented on some trends in the data across a small

subset of compounds. They looked at identifying trends within a small group of similar

molecules, such as the effect of changing a substituent at a single position [91].

1formerly: Chemistry, University of Southampton, Southampton, SO17 1BJ, UK
currently: School of Chemistry, University of Sydney, NSW 2006 Australia
Email: philip.gale@sydney.edu
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Figure 2.3: Selection of compounds contained within Gale group papers

2.1.2.1 Mechanisms of examined transporters

The compounds synthesised by the Gale group have focused on the creation of trans-

porters which are mobile carriers and mediate carrier facilitated diffusion across a lipid

bilayer. (Figure 2.1) These carriers must bind the anion and effectively shield it from

the lipids whilst the complex passes through the membrane. [101]

These carriers are often designed with the antiport movement of anions in mind (Fig-

ure 2.2). This is where two different anions are transported through the membrane in

opposite directions. In general the antiport mechanism allows a single binding site to

be used for the transport of anions in both directions [101], as only a single anion is

moved in each direction at a time. Many of the compounds synthesised by the Gale

group (Chapter 2) and Quesada group (Chapter 3) will be protonated under the exper-

imental conditions (which approximately mimicks physiological conditions at pH7.2) -

Figure 3.3, this promotes anion binding and the complex can pass through the membrane

as a neutral complex.

Two processes of primary interest in the research are the Cl-/ NO3
- antiport and

Cl-/HCO3
- antiport processes. In the Cl-/ NO3

- antiport the chloride ions are bound

and transported in one direction, with nitrate ions being bound and transported in the

opposite direction. It is also possible for the unbound (free) transporter to cross the

membrane; however, this may not be efficient if the molecule is in a protonated state.

The transport experiment for this process is explained in Section 2.1.3.

The chloride could alternatively be transported by a symport mechanism (Figure 2.2),

where the charge of Cl- is balanced by Na+ or H+ being transported across the bilayer

with the chloride ion. To examine this experiments were undertaken with other cations

(K+, Cs+), which showed little difference in transport activity compared to Na+ [91,102]
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and experiments with different external anions (SO4
2-), which showed little transport

activity at all. [93, 96, 97] These observations suggest the predominant mechanism is

chloride/nitrate antiport rather than either symport mechanism. However, develop-

ment of novel transporters may produce compounds that also operate via the symport

mechanism.

2.1.3 Experimental Transporter Studies

To investigate the potential potency of compounds as anion transporters a series of

physical experiments were carried out. Transport experiments were carried out to de-

termine the compounds’ ability to transport anions across the lipid bilayer of a POPC

vesicle and binding studies were carried out to determine anion binding affinities. These

experiments are designed as extreme simplifications of a biological membrane due to the

complexity of biological systems.

All of the syntheses and transport experiments carried out on the chloride ion transport-

ers examined were performed by the same research group, following the same processes

and methodology. The precise methodology used can be found in any of their pa-

pers. [91–100]; however, a summary of the Cl-/ NO3
- antiport experiment can be found

below.

Anion Transport Study

The transport studies were designed to measure anion transport ability by monitoring

the efflux of chloride ions from a vesicle over time. The vesicles were comprised of a

POPC bilayer encapsulating a sodium chloride (NaCl) solution. The vesicles were sus-

pended in a solution of sodium nitrate (NaNO3) for the Cl-/ NO3
- antiport experiment.

This gave the initial state for the system; where all the chloride ions were inside the

vesicle and none in the surrounding solution, and all the nitrate ions were external to

the vesicle. The transporter compound was then added to the system to initiate ion

transport and the experiment was started. The concentration gradients present for both

anions meant the chloride ions were diffused out of the vesicle and the nitrate ions into

the vesicle, via the antiport mechanism.

Throughout the experiment chloride efflux was monitored using a chloride sensitive

electrode which measured the amount of chloride present outside of the vesicles. The

chloride efflux was monitored over time and after 5min (300 seconds) the vesicles were

lysed to break up the lipid bilayer and release the remaining chloride ions. A final

chloride reading was taken at 7 min, which was used as the 100% chloride efflux reading.

The chloride efflux at the point of transporter addition was used as the 0% reading and

all other readings were calibrated to these readings.
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These transport experiments gave values for chloride efflux over time for a specific con-

centration of transporter molecule. They were then repeated a number of times with dif-

ferent concentrations of transporter molecule, which allowed analysis of how potent the

compound was for anion transport through calculation of the transport ability (EC50).

2.1.3.1 Experimental Data in Papers

The experiments summarised above allowed the calculation of EC50,270s values (con-

centration - mol% carrier w.r.t lipid, required to obtain 50% efflux of anion after 270

seconds) which were presented in the papers as a measure of transport ability of the

transporter molecule. Some papers also included the Hill number (n) which is produced

in the calculation of the EC50 and the initial rate of chloride efflux (kini) which could

be calculated from a plot of chloride efflux over time. Neither the Hill number nor kini

were used in the following QSAR analysis.

EC50 is the ‘half maximal effective concentration’, often used as a measure of the potency

of a ‘drug’ molecule. It is the concentration of a molecule necessary to induce a response

at a given time which is 50% of the maximal possible response. [103] While EC50 is pre-

dominantly used in bioassays, anion transporter research uses this terminology for anion

transport ability determined through vesicle experiments. When discussing chloride ion

transport the EC50 is calculated using chloride efflux as the response.

EC50 can be calculated from the dose-response curve of a compound, as shown in Fig-

ure 2.4, where the response (chloride efflux at a given time) is measured as a function of

concentration of transporter molecule. The process of determining EC50 from the fitted

curve is called Hill analysis.2

A low EC50 indicates an effective transporter as it only takes a low concentration to

achieve 50% efflux, whereas a high EC50 values indicates that more transporter is re-

quired to achieve the same efflux. When these values are logged for QSAR analysis,

log(1/EC50), this is inverted and high values indicate potent transport.

Ka (stability constant) values were also present in a number of papers. These are not a

measure of anion transport, but instead a form of equilibrium constant, which signify a

compounds’ ability to bind an anion. They are determined through analysis of chemical

shifts in 1H NMR in response to the presence of anions. [104]

In some experiments the EC50 measurements were taken w.r.t both the Cl-/ NO3
- and

Cl-/HCO3
- antiport processes and the Ka measurements w.r.t chloride (Cl-), bicarbonate

(HCO3
-) and nitrate (NO3

-). However, the curation and modelling carried out in this

research only focused on those Ka values relating to the chloride ion binding (Ka-Cl-)

and the EC50 values relating to the chloride/nitrate antiport process.

2Discussed further in Section 3.7.1
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Figure 2.4: EC50 for chloride ion transport demonstrated on dose-response
curve

The experimental data was provided in tables in their published papers alongside fitted

plots and analyses in image format in the respective ESI.

2.2 Data Extraction

In order to carry out QSAR analysis on on the anion transporters it was necessary to

have a dataset which contained all the relevant compounds and the data associated with

them. Where QSAR analysis is carried out it is often on data that has been provided

by other researchers or obtained from multiple sources. When this is the case is it

necessary to curate the data to ensure that structures and data extracted from sources

are as accurate as possible. [105] In data analysis well curated data are the building

blocks for good analysis, if you put garbage in you’ll get garbage out.

For ease of data extraction the ideal format of the compound data would have been all

compound data contained within a single database or multiple databases with clearly

defined structures. Previously a degree of modelling had been carried out on small sets

of data. However, no modelling had been attempted across a larger dataset, as such

no single database existed for the compounds, nor were any data stored in an easily

accessible manner.

Therefore the first step in obtaining a curated set of data was to ‘extract’ the data for

the compounds from the papers in which they were published [91–100] and create a

database to collate them in.
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Data extraction would not have been an arduous process if the information had been

presented in the papers in an identical or similar fashion with easy access to the com-

pound structure files and underlying data. However the papers were each presented in

different ways to highlight the important aspects related to the topic being discussed,

and the data in associated files were largely in image format. As such all data required

had to be manually extracted from each paper.

2.2.1 Compound Structures

The first problem encountered with data extraction was that no compound structures

were provided in the supplementary information. The structures presented in the pa-

pers were only given in image form (Figure 2.5) and also depicted as Markush structures

to minimise the space required. This format meant they could not be extracted auto-

matically from the papers. Nor could the compounds be converted from names as not

all compounds were named in the papers. The image form given in the papers was

presented in a human readable format but this was not computer readable. Research

has grown in the area of optical character recognition and paper-mining; however, these

are not yet widely utilised techniques. [106,107]

Figure 2.5: Example of structures in a paper

In order for a computer to process the structure and calculate properties and descriptors

it was necessary to create a computer readable molecular representation for each com-

pound. Many programs can take inputs in the form of a compound name or representa-

tion in the form of a SMILES string or InChI string alongside a structure file. However,
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compound names are prone to typographical errors and difficulties in conversion and

SMILES and InChI both require a name or structure to generate them from. The most

suitable option for molecular representation was the creation of a 2D structure.

The molecular structure for each compound was extracted from the paper and drawn

‘by-hand’ in ChemDraw [4] and saved as .cdx (ChemDraw format) and the more widely

used .mol file formats. Within this process the structures were checked to ensure they

were accurate compared to the depictions in the paper, that they obeyed the standard

bonding rules and that, where given, they corresponded to the name in the paper. [105]

Each compound extracted from a paper was given a unique identifying reference, com-

prised of the DOI of the containing paper and compound number of the compound

within that paper. Examples include: ‘10.1039/c3sc51023a:1’, ‘10.1021/ja205884y:7’

and ‘10.1002/anie.201200729:1’. The structures drawn in ChemDraw were saved with

their identifying reference (substituting illegal filename characters - removed ‘.’, replaced

‘/’ with ‘ ’ and replaced ‘:’ with ‘-’ ).3

This encoded information about the atoms present in the molecule, their co-ordinates

and the connectivity between the atoms in a computer readable format, suitable for

use as an input to a variety of software, such as Chemicalize.org [5] and DRAGON

6.0 [8, 108] to calculate chemical descriptors for the molecules.

2.2.2 Experimental Values

Alongside the extraction of the compound structures, it was also necessary to obtain the

experimental data for each compound. This was extremely time consuming as each paper

presented the data in different ways, preventing the automation of the data extraction.

Some information was tabulated, whilst other values were included the text, even within

tables the formats varied wildly and differing terminology was used.

Careful examination and manual transcription of the data was required to extract the

data from the papers. If a database or spreadsheet had been created initially when the

compounds had been tested then it would have been a significantly easier process to

simply add new compounds to the database as they were synthesised, with data from

the spreadsheet being easily convertible to other usable formats.

Across the selection of papers the most frequently present experimental values were

EC50 values for Cl-/NO3
- transport and Ka values for Cl- binding obtained from the

physical experiments. Not all publications contained both of these values and others

publications also contained additional experimental values such as; Hill parameter val-

ues (n), melting points, Kini values (initial chloride efflux) and additionally values for

bicarbonate transport (EC50 and Kini, which were not used in our database).

3All compound structures can be found in ESI - both in .mol file format and as images in a pdf.
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Throughout the extraction of the experimental data the following steps were followed

to minimise the risk of errors being introduced to the dataset [109], often this required

examination of the ESI to check full details that were not covered in the paper.

• Careful checking of values to eliminate transcription errors

• Checking for discrepencies in the data, if the values were available in more than

one location

• Ensuring the units of all measurements were exactly the same

• Carefully check all measurements were using the same protocol and conditions

Developments in open data initiatives and guidelines by funding bodies are pushing

researchers to publish data associated with publications to eliminate obstacles such as

those encountered when trying to validate results presented in papers, or carry out

analysis using larger datasets created using multiple sources of research. However, these

are not widely implemented and many papers still do not contain access to datasets. [110,

111]

2.2.3 Compound Database

The compounds were initially collated in an access database where the data extracted

from papers was combined with other information generated on Chemicalize.org. In-

formation populated in the database included an ID, structure references, compound

names, experimental values from papers (where present), InChI descriptors and molecu-

lar formulas. See Table 2.1 for the described structure of the access database.

Compound type and subtype were also extracted from the papers for each compound. It

is worth noting that the values in this database were based upon the terminology used in

the papers, rather than a robust classification process and as such they are not the most

reliable classifier. The compound types are based around the urea/thiourea/squaramide

motif; however, the subtypes potentially have multiple methods of classification.

In total 131 structures and their associated data were extracted from the 10 papers that

were examined, some compounds were also included from unpublished work provided

by the researchers. The total number of extracted compounds included a number of

duplicate compounds which were present in more than one paper. The full database can

be found in the ESI.4

Throughout the process of data extraction from the papers a number of difficulties had

to be overcome which included:

4Experimental Chemical database.xlsx [30]
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Field Name Type Description

ID Autonumber Primary key, unique identifier in database

Compound name Text Name of compound (from ChemDraw)

IUPAC name Text Name of compound (from Chemical-
ize.org)

Compound type Text compound type e.g. urea (from paper, if
present)

Compound subtype Text compound subtype e.g. bis-urea (from pa-
per, if present)

EC50 Cl-NO3- Number EC50 measurement for Cl-/NO3- antiport
(mol% w.r.t lipid)

Ka Cl- Number Ka measurement for Cl- binding (M-1)

CAS Number Text CAS Registry number from SciFinder [28]
or similar database - if found

Paper structure reference Text Location of structure within paper. DOI:
compound number (unique identifier)

Contained in paper Text DOI of paper in which the compound is
contained

ChemspiderID Number Chemspider Identifier, would be generated
in searching the chemspider database - if
found

InChiKey Text Shorter form of the InChI descriptor, can
more readily be used for searching

InChi String Memo InChI descriptor, describes the structure
of the compound

Found Chemspider Yes/No Indicates whether the compound was re-
solved in Chemspider

Molecular Formula Text Molecular Formula

Equivalent Structure Text If the compound is a duplicate, which
compound(s) is it equivalent to

Notes Memo

Melting Point Text melting point (if recorded)

Hill Coefficient Number Hill coefficient (if included in paper)

Table 2.1: Access database structure for Gale Group Data

• Many values were blank - either no measurement was taken or the value could not

be determined

• Some values were given as <x, >x or a range

• Values had comments attached to them, these are difficult to assign in a database.

• Some compounds had been published in more than one paper, in some cases the

values were exactly the same, in other cases further studies had been done and

average values had been taken, it was time consuming to identify which compounds

were duplicated and whether the values were the same or not.

• Melting point frequently had ‘decomposition’ as its value.
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Values in the papers which were blank or specified as a range were not incorporated into

the database as only numerical values can be easily utilised in the regression models.

Comments were also unable to be carried across with the record as they could not be

assigned to a specific value’s measurement due to the design constraints of the database.

Duplicate identification was carried out through comparison of the InChI strings. This

molecular representation was preferred over SMILES strings, as despite its lack of human

readability it produces unique identifiers, whereas multiple SMILES strings can exist for

the same molecule. [76]

Where two or more records existed for the same compound the measured values were

compared. If one record had a more complete set of values then that compound was

selected and the other compound removed from the dataset. If the records were identical

then any of the compound records could be selected. If compounds had differing val-

ues then the source information was examined further to identify which values were

erroneous.

Once the compound data had been extracted and examined from all papers the database

contained 131 compound records, of these records 17 were duplicate records. From

the 114 non-duplicated records, 29 compounds were missing the EC50 value and an

additional 22 records were missing the Ka value. This resulted in 85 unique compounds

with EC50 values and 63 records containing both measured parameters of interest (EC50

and Ka).

2.3 Generation of Descriptors

Following the population of the database with compounds it contained a number of

properties for each compound record, but these were all either experimentally determ-

ined values (e.g. EC50, Ka etc.) or non-numeric identifiers, such as compound name or

InChI string which cannot be used in models. In order to perform analysis on the data

it was necessary to calculate additional descriptors for all the molecules which can be

used as independent variables in QSAR models.

2.3.1 Cheminformatics software

Many different chemical programs can be used to generate the same descriptors such as

DRAGON [8,108], Daylight [7], Chemicalize [5] and ChemDraw [4]. Although all chem-

ical descriptors should be calculated through the use of a well defined algorithm many of

the programs are proprietary software and therefore may use different algorithms that

are not published and produce results that should not be used interchangeably.
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Program Mass Exact Mass LogP ClogP tPSA nHAcc

DRAGON 503.67 N/A N/A N/A 126.63 10

ChemDraw 503.61 503.26 2.06 4.3122 126.63 N/A

ChemDraw
3D Pro

503.607 503.2645 2.23082 4.312199 126.63 4

Chemicalize.org 503.596 503.2645 2.98 N/A 126.63 4

Table 2.2: Comparison of descriptors generated by various programs for a
single molecule - 101021 ja205884y-1.mol

In a comparison of different software programs it was discovered that even for the simple

calculations e.g. Atomic Weight, which is a straightforward calculation, different pro-

grams can produce differing values from their calculations. This may occur from a

program using previously published IUPAC atomic weight data [112,113] or from errors

arising through handling number rounding. Simple calculations like that do not even

use a complex algorithm but can still result in differing values for what may initially

appear to be the same calculation.

Different versions of programs from the same provider may also contain adjustments to

the underlying algorithms used in calculating descriptors, as well as different programs

containing the same, or very similar, names for calculations which are not identical.

Table 2.2 shows an example comparison of the calculations made by different programs

for the same molecule. The tPSA (total Polar Surface Area) results are the same across

all programs, but the number of hydrogen bond acceptors varies significantly and lipo-

philicity (log P) calculations vary from 2.06 to 2.98. Log P in particular has a number

of different methods for calculating it, resulting in multiple descriptors such as LogP,

ClogP, ALOGP, MLOGP, ALOGPs and many others.

It is very important to try and make sure that program details including version are

included when talking about methodology for obtaining chemical descriptors in the same

way that a synthetic chemist should record the parameters of their experiments. Ideally

enough description should be included that would allow another scientist to repeat the

analysis and obtain the same results. [114]

2.3.2 Processing compounds in DRAGON

Although a number of programs were available for calculating descriptors, DRAGON 6.0

was selected to generate the majority of descriptors. This program was able to calculate

chemical descriptors in bulk batches, eliminating a significant effort that would have been

required to manually process individual compounds or descriptors. It also minimised the

risk of errors arising due to incorrect molecule selection or due to transcription errors in

collating the data.
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Figure 2.6: Implicit and explicit hydrogens in structure representation

The inputs used for descriptor generation were the 2D structures produced during the

data extraction process, in the form of .mol files. These molecular representations allow

the calculation of the simpler forms of descriptor, such as atom counts, fragment based

descriptors and connectivity based descriptors.

It was also possible to calculate 3D descriptors in DRAGON; however, calculation of

these descriptors relies on the input of a molecular representation containing 3D co-

ordinates. These structures were not available, as such these descriptors were unable to

be calculated.

In the process of descriptor generation it was discovered that in order for the chemical

software programs to correctly process the molecules, it was necessary to expand any

groups (e.g. CH3, SF5) and explicitly add hydrogens. This required the individual

editing of each chemical structure, as the chemical descriptors were calculated incorrectly

or failed to calculate if the structures were not fully described. Although the structures

in Figure 2.6 are interpreted the same by a human, a computer has more strict rules on

the interpretation of structures.

DRAGON can calculate a total of 4885 descriptors across 2D and 3D structures, of

these many were not possible to calculate for 2D only. Other categories were excluded

as they would not be beneficial to a linear regression QSAR model. Descriptors could

be recalculated if a significantly different approach was taken for the QSAR model. The

excluded descriptors included Atom pairs (1632 descriptors), Functional group counts

and all 3D descriptors.

DRAGON returned 821 descriptors for each molecule in the raw form. This set of data

was then cleaned to remove any descriptors which were not calculated properly (resulting
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in NaN values) or which had negligible variance. Cleaning reduced the dataset to 702

descriptors for each compound.5

This number of descriptors exceeded the maximum number of fields (255) allowed in

Access, so the database was moved to the statistical analysis program JMP 11 [20].

This removed the ability to have linked fields between different data tables; however,

that functionality had not been widely used. DRAGON descriptors for all compounds

can be found in ESI. [30]

2.3.3 Additional Descriptors

In one of the papers examined [91] there were also descriptors present that were cal-

culated in other programs including Chemicalize.org, ChemDraw and Daylight. The

calculation of descriptors like these was investigated for the full dataset. Chemical-

ize.org and ChemDraw do not allow batch processing of molecules and as such these

were excluded, due to the time and transcription required to generate the descriptors.

Many of which were already covered by those generated in DRAGON, such as molecu-

lar weight, log P, hydrogen bond donors etc. Descriptors from Daylight could not be

investigated as this was not a program that was licensed for our use.

2.3.4 Quantum Descriptors

Whereas many simpler descriptors are concerned only with the connectivity or counts

within a molecule, more complex descriptors exist involving quantum mechanics theory.

These descriptors are derived from the Schrödinger equation. These methods can either

be ab-initio (from first principles) or semi-empirical methods (using an approximated

theory).

Quantum DFT (density functional theory) calculations were utilised in two of the papers

examined [91, 93] to obtain values for Vs,max (electrostatic potential surface maxima).

The process of obtaining this descriptor required conformational analysis optimization

(molecular mechanics) followed by geometry optimisation (DFT theory) and then cal-

culations of the electrostatic potential. These were carried out through use of AM-

BER12 [14], Gaussian09 [15] and Wavefunction [115] programs.

Gaussian09 was used to investigate the feasibility of molecular structure optimisation

with the aim of calculating Vs,max for the additional compounds in the dataset. Testing

of Gaussian was carried out using the IRIDIS supercomputer6 with a single test com-

pound. Compound 10.1039.c0sc00503g−3 was selected for testing as it was the smallest

compound in the dataset.

5Cleaning was carried out prior to elimination of duplicates
6IRIDIS High Performance Computing Facility, University of Southampton
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Figure 2.7: Output structures from Gaussian produced from 3 different
input structures, molecules were aligned as much as possible

Geometry optimisations were run in Gaussian with a theory level of B3LYP/6-311+G**

(the same theory level used in the previous papers). Compound 10.1039.c0sc00503g− 3

was optimised using 3 different algorithms to provide the input for Gaussian (2D op-

timisation - ChemDraw, 3D optimisation - Marvinsketch [10], 3D optimisation - Open-

Babel [11]). Use of these inputs resulted in 2 runs timing out, at a runtime greater than

5hours and one run successfully completing, with a runtime of 4hours 50mins.

Use of a simpler theory level (HF/6-31+G*) resulted in runtimes from 13mins to 30mins

for the same 3 input structures; however, the output structures obtained from the dif-

ferent input structures varied quite significantly, as can be seen in Figure 2.7.

The energy minimisation algorithm in Gaussian was identifying the local energy min-

imum rather than a global energy minimum. This means that the output structure is

heavily reliant on the ‘roughly cleaned’ input structure. In the previous papers the DFT

minimisation was preceded by molecular mechanics optimisation which analysed over

10000 structures. That method likely provided a better input structure; however, access

to AMBER was not available.

Although quantum descriptors may provide a more accurate representation of the mo-

lecule, they are much more time-consuming to compute. [31] From the test of geometry

optimisation it was decided that the amount of time and effort (including computational

time on IRIDIS) required for the generation of the ‘minimum energy’ structures could

not be justified. Especially considering this did not include the time required to calcu-

late descriptors and the whole process was only providing a single descriptor for each

compound.
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2.4 QSAR Analysis

In the development of any QSAR model a response variable is required which the model

is trying to predict. In many models this is a measure of biological activity of the

compounds. For these molecules the experiments were carried out in vesicles in the lab

and as such these measurements are physical measurements rather than biological. In

the examined data sets there were 2 main properties measured for the compounds, these

were the EC50 and Ka values.

The EC50 value was selected as the primary response variable for the QSAR analysis

as it is an indicator of the transport ability rather than the binding ability. This is the

variable which models will be predicting from inputs of calculated molecular descriptors.

It would also be possible to build models for the Ka value; however, this was not the

focus. Throughout the modelling EC50 values were converted to log(1/EC50) values in

a similar fashion to how IC50 (inhibitory concentration) values are handled in QSAR

analysis of drug responses.

The aim was to examine the data that had been extracted for the sets of chloride ion

transporter molecules and build a model for chloride ion transport ability which could

be applied to the set as a whole, or to a large portion of the set. Creation of a good

model would allow a broad range of potential transporters to be investigated, testing

them within the model to predict the transport ability prior to synthesis, only taking

those molecules which have values above an acceptable level on to synthesis and physical

testing.

The QSAR analysis was carried out in a number of sections: Analysis carried out on

the data set as a whole, analysis carried out on subsets of the data and classification of

the compounds for analysis.

2.4.1 Full Dataset Analysis

The collated dataset contained compounds that were all analysed for their anion trans-

port ability, and have had the same experimental variables measured for them. However,

within the dataset there was a large diversity in the chemical structures and functional

groups of the compounds. Across the 114 compounds there were 6 different compound

types and 22 subtypes (as extracted from the papers) with molecular weights that ranged

from 186.34g mol-1 to 1067.76g mol-1.

Due to the complexity of chemical interactions it was unlikely that modelling the dataset

with a simple multi-linear regression (MLR) would produce a model that successfully

fits the predicted variable, in this case log(1/EC50), unless the descriptors can describe

all the underlying causes of changes in efficiency of the compounds for chloride ion
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No.
of

Param.
Descriptors R2 RMSE

1 VE2 H2 - - 0.1526 0.9027
1 DLS 04 - - 0.1413 0.9087
1 VE2 A - - 0.1380 0.9104
1 VE2 X - - 0.1372 0.9108
1 EE L - - 0.1354 0.9118
2 SpDiam Dz.e. ECC - 0.2975 0.8269
2 SpDiam Dz.i. ECC - 0.2882 0.8324
2 SpPosA D WiA Dz.e. - 0.2701 0.8429
2 SpMaxA D WiA Dz.e. - 0.2701 0.8429
2 SpMAD D WiA Dz.e. - 0.2698 0.8430
3 CSI TI1 L WiA Dz.v. 0.3820 0.7803
3 SpPos D VE3 X AVS Dz.e. 0.3819 0.7804
3 SpMax D VE3 X AVS Dz.e. 0.3819 0.7804
3 SpAD D VE3 X AVS Dz.e. 0.3819 0.7804
3 CSI TI1 L SpMAD Dz.v. 0.3770 0.7835

Table 2.3: Top models for log(1/EC50) produced through fit-all - up to 3
parameters ranked by R2 for the full Anion transporter dataset

transport. However, exploratory QSAR analysis will provide insight into the data and

how to proceed with modelling.

2.4.1.1 Fit all Models

The full dataset of 114 compounds alongside their descriptors from DRAGON was ex-

amined, in the statistical program JMP 11,7 to investigate fitting a single MLR model

for all compounds. To try and identify descriptors that could produce a good model, the

‘Fit all models’ feature was used to generate the best fitting models (ranked by R2) out

of all possible combinations of the descriptors, with a maximum of 3 terms per model.

3 terms were selected as the maximum number due to the memory constraints of the

program, even limiting this to 3 generated 57,658,653 possible models. Increasing the

number of terms above 3 exceeded the total number of models that JMP can generate

at one time; however, when building a model it would not be beneficial to include too

many terms as this could lead to over-fitting the model. [67]

The fit-all method was run using all the descriptors for the 85 compounds with EC50

values to build the models for the dataset, Table 2.3 shows the top models produced

through ‘fit-all’.

The top single parameter model gave an R2 value of just over 0.15 with VE H2 being

the top modelled descriptor and DLS 04 being the second - this is a modified drug-like

7Analysis was also carried out in JMP 12 and JMP 13 as the licenses changed annually
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score with 7 rules, similar to Lipinski’s rule of 5. Moving up to 3 parameters increased

the R2 value to 0.38 for the best 3 term model, this was a reasonable increase on the

single parameter model but still does not produce a good fit for the compounds. The

plots for the top models are given in the appendix (Figure A.1 - A.5).

Neither the model statistics nor the plots suggested that these were good fits for the

full dataset, the single model using DLS 04 showed a very poor inverse correlation to

the log(1/EC50). This was the opposite direction to that which might be expected, as

DLS 04 is a drug-like score. The rules surrounding lipophilicity and size of molecule

would be expected to still apply to the anion transport; however, there are obviously

other factors which may be more influential.

The 2 and 3 parameter models did not produce a strong linear fit either, with a number

of outliers and scattered points. It was interesting to note that 2 of the furthest out-

lier points were the same across the two plots, both being bis-squaramide compounds,

suggesting that this compound group may not model well with the other groups.

As anticipated a model built using the whole dataset with minimal parameters exhibited

little correlation to the activity and would not be useful to accurately predict the activity,

log(1/EC50), of a molecule for chloride ion transport. None of the models suggested here

are strong enough to be taken forward for further testing. Further models should be

investigated using additional parameters or by modelling different compound groups

separately.

2.4.1.2 Stepwise descriptor selection

An alternative method to the ‘fit-all’ models for descriptor selection is to take a stepwise

approach; in contrast to the multiple models produced by using the fit-all models feature

the stepwise fit produces a single model for the dataset. The algorithm can be operated

in either a forward, backwards or bidirectional fashion; in the forward direction the

algorithm selects the most significant variable from the variables available and in each

subsequent step selects the most significant variable which has not already been included.

In the backward direction the algorithm starts by including all variables and at each step

removes the least significant one. The bidirectional method is a combination of forward

and backward testing at each step for inclusion and elimination of variables. These

methods all proceed until they reach the stopping criterion specified by the user. [116]

The stepwise method was carried out on the full dataset with all DRAGON calculated

descriptors available as variables under a number of different conditions outlined below.

Running the stepwise method in the forward direction with a minimum BIC value

(Bayesian Information Criterion) as the selected criteria for stopping the algorithm pro-

duced the steps shown in Figure 2.8. The best selected model in this stepwise algorithm
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Figure 2.8: Step history for forward stepwise algorithm with minimum BIC
criteria

had 14 parameters, including the intercept. The R2 value calculated in the stepwise pro-

cess was 0.8235; however, the method of processing the data is different in the stepwise

procedure to the Run Model procedure which can lead to less data being used in the

stepwise method giving R2 values which are more of an approximation. When fitting

the 14 parameter model through the Least Squares fit it gave an R2 value of 0.7655 and

an R2
adj value of 0.7226. However, 2 of the parameters (ICR and SpMax B(s) indicate

statistical insignificance and a further two parameters (EE B(m) and SpMaxA L) are

also close to the threshold.

Using the AICc (Corrected Akaikes Information Criterion) as the stopping criteria in-

stead gave a similar model to the BIC stopping criteria; however, the model contains

19 parameters, including the intercept. Fitting the 19 parameter model through Least

Squares fit gave an R2 value of 0.8139 and an R2
adj value of 0.7631. This also has para-

meters which are not statistically significant (EE B(m), AVS H2, SpMaxA L, ON0V)

and a number which are close to the threshold (SpMax B(s), S0K, J Dz(p) )

The plots produced for these models (see appendix, Figure A.6 & A.7 ) showed much

stronger correlations; however, the number of parameters included is considered too

high to produce a good model. Including too many parameters in a model can result in

over-fitting. It is suggested that the ratio of observations to variables should be in the

region of 10 to 20 [117,118] depending on the model application to avoid overfitting. In

these cases the observations per variable range from 6 in the BIC model to 4.5 in the
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AICc model. As there are only 85 compounds with EC50 observations in the dataset the

model should contain significantly fewer variables. In addition a number of variables in

each model were not statistically significant and should not be used in the model.

The stepwise method is also considered to have a number of deficiencies in its meth-

ods [119,120], resulting in potential overestimation of R2 values and its inability to cope

with collinear variables. Collinear variables are variables which have a linear relation-

ship between them. In these models some of the variables that have been selected by

the stepwise regression are the same descriptor weighted in different ways, for example

the SpMax B(p) and SpMax B(s) are both the leading eigenvalue from Burden matrix,

weighted by polarizability and I-state respectively. Although the two variables in this

case are not well correlated to each other (R2 = 0.11) it is important to check for cross

correlation in the variables.

Rerunning the linear fit after removing the four variables (ICR, SpMax B(s), EE B(m),

SpMaxA L) from the BIC fit gives a 10 parameter model, (R2 = 0.683, R2
adj = 0.644).

Looking for cross correlated variables showed a number of high correlations, in particular

VE2 X, VE2 H2 and ChiA Dz(i) with approx 0.895 cross correlation between them all.

Variables VE2 X and ChiA Dz(i) were removed as they had higher correlation with the

other variables. (See appendix for plots - Figure A.8 - A.11)

This resulted in an 8 parameter model. However, the removal of the two highly correlated

variables reduced the fit significantly (R2 = 0.455, R2
adj = 0.406) with the variable

AVS H2 no longer being statistically significant.

Although the higher parameter models gave much stronger correlations to log(1/EC50)

than the fit-all models they had a number of issues: firstly the number of parameters

included in the model were higher than desirable, secondly some of the variables were

not statistically significant and thirdly some of the variables were correlated to each

other. This resulted in no model that could be taken further in validation testing.

To obtain models with an acceptable number of parameters it is highly probable that

the data will have to be categorised to model them slightly differently for the presence

of different chemical features. To achieve this it was possible to either start with the

whole dataset and try to partition it, or start with a smaller subset and try to expand

it. As no key terms were identified in the initial model building stage the first step was

to start with a small subset and try to increase the size of the set.

2.4.1.3 log P fits

In many papers researchers have commented on the relationship between the anion

transport and lipophilicity. In some of the Gale group papers the relationship of these

compounds was examined, using ClogP from Spartan [12]. Lipophilicity is a key factor
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Figure 2.9: Linear fit of log(1/EC50) vs ALOGP for full dataset

in the movement across a lipid bilayer, it appeared that the less lipophilic a compound

is, the worse it functions as an anion transporter. However, most of these relationships

were not modelled mathematically but qualitatively examined.

The relationship of log P to log(1/EC50) was examined for the full dataset. This used

the ALOGP descriptor from DRAGON rather than the ClogP value from Spartan as

this was not available. Figure 2.9 shows the linear fit of log(1/EC50) with ALOGP. This

exhibits almost no correlation, with the points being very scattered.

It is possible that some compounds are too lipophilic to pass through the membrane

easily. This is referred to as lipophilic balance, where a compound needs to have a

certain level of lipophilicity, but not too much, to easily move through a lipid bilayer.

This can be modelled through a quadratic equation, Figure 2.10 shows the equivalent

quadratic fit to Figure 2.9. This shows a fractionally better fit (from R2); however, no

obvious correlation exists across the whole dataset.

2.4.1.4 Implication of Experimental Error

When examining experimental data it is important to consider the scale of errors that

are present in the data, as large uncertainty in the data can lead to poor quality models.

In order to examine the effect of errors in this dataset the error values for transport
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Figure 2.10: Quadratic fit of log(1/EC50) vs ALOGP for full dataset

ability (EC50) were examined. These error values were extracted from the papers in

which the EC50 values were originally provided [91–100].

Very few error values were included in the main body of the papers examined. Instead

the errors had to be extracted from graphs within supplementary information files. Many

of the papers did not include error measurements even in the ESI, only providing an

image plot without parameters. Of the 85 compounds that had EC50 values only 44

compounds had error values provided.8

Once extracted the EC50 errors were propagated through to give an error for the

log(1/EC50) value and plotted to examine their magnitude. Figure 2.11 shows a simple

scatter plot of log(1/EC50) against ALOGP, with the incorporation of error bars for

log(1/EC50). It can been seen that the magnitude of the error bars is small for the ma-

jority of the compounds, with only a few compounds exhibiting error bars that might

require further examination.

No strong correlation existed across the whole dataset so the presence of error bars does

not support or refute any correlation. However, across the majority of the dataset it

shows very little error.

Only 5 compounds exhibited log(1/EC50) errors greater than 0.1 log units, (101039 c3sc

51023a-16, 101039 c3sc51023a-18, 101039 c3sc51023a-19, 101039 c3sc51023a-20, 101039

8Spreadsheet containing log(1/EC50) errors can be found in ESI
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Figure 2.11: Plot of log(1/EC50) against ALOGP showing experimental error
bars (limited to compounds that gave error values)

c3sc51023a-21). It could be expected that the largest errors would be present at the

extreme of the transport ability and lipophilicity, due the the difficulties in measuring low

transport compounds and partitioning problems. However, these compounds are mainly

in the centre of the range, with all 5 compounds coming from the same paper and the

same compound type. Their structures can be seen in Figure 2.12 in Section 2.4.2. These

compounds all have similar structures which may be the cause, but other compounds also

have similar chemical features (thiourea, medium length alkyl chains, aromatic rings)

but smaller errors. Further investigation of the errors would be required to determine

the likely cause; however, the errors are not large enough to cause significant concern.

The errors given in the EC50 are, however, only those errors arising in the calculation

of the EC50. Errors in the experiment are included through repetitions rather than

inclusion of error values for the experimental readings used in calculation. Further

investigation would be beneficial to assess the error present in the underlying data of

the chloride efflux over time. This would require access to the errors in the raw transport

experiment readings as well; however, none of this data was available for analysis.

Due to the lack of error values across the whole dataset, and the relatively small mag-

nitude of the given error values, errors were not incorporated further into the exploratory
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Figure 2.12: Structures of Compounds included in paper 10.1039/c3sc51023a

QSAR analysis carried out. However, the construction of robust models for future pre-

diction would ideally include additional commentary on error measurements.

2.4.2 Subset Analysis from 10.1039/c3sc51023a

2.4.2.1 Summary of previous modelling

Previous attempts were made to perform QSAR on a small subset of the data in an ex-

isting Gale group paper, 10.1039/c3sc51023a [91] which contained 22 compounds within

the thiourea chemical group. This subset of compounds was used as the starting point

for examining the data and models for these molecules and to expand the data subset

from that point.

The dataset presented in paper 10.1039/c3sc51023a was made up of 22 1-hexyl-3-phenyl-

thioureas with a variety of substituents at the para-position of the phenyl ring (see

Figure 2.12). In the paper these compounds were split into a test set and a training set.

The test set contained compounds 1, 6, 14 & 20 and the training set the remaining 18

compounds. The test set was randomly selected from the dataset and not used to build

the QSAR model. The modelling carried out looked at both the anion binding ability,

through Ka, and the anion transport ability, through log(1/EC50).

Anion binding

The models created for anion binding mainly examined the relationship between Ka and

the Hammett constants. This model would not be possible to apply directly to the full

dataset as the Ka values are not present for many molecules and Hammett constants
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are specific to benzene substituents and cannot easily be calculated directly from the

structures.

A relationship was also investigated between Vs,max and logKa(Cl-). This would be

more generally applicable in comparison to the model containing Hammett parameters

as it can take into account multiple substituents of more complex molecules. Vs,max is

a quantum parameter which could be calculated for any type of receptor; however, it

requires minimised structures, which take a significant time to compute and were not

calculated for the full dataset.

Anion Transport

Modelling for the anion transport ability showed a good correlation between log(1/EC50)

and both log P values and HPLC retention times (RT - experimental). A high correlation

also existed between log P and RT. ClogP values calculated through Daylight gave an R2

correlation value of 0.95 when modelled against RT. Therefore, either retention times or

log P values could be used as a descriptor to build models for predicting anion transport;

however, retention times were not available for all the compounds in our wider dataset

so would not have been applicable for expanding the model significantly. Additionally

they are experimental parameters which means they cannot be calculated without the

synthesis of the compound.

ClogP values modelled against log(1/EC50) showed a good correlation (R2 = 0.79) for

the phenylthioureas and highlighted the importance of lipophilicity as a factor in the

anion transport. When modelled against retention time a stronger correlation of R2 =

0.84 was produced.

An additional 286 molecular descriptors were calculated for the molecules in a variety of

programs, and stepwise MLR was carried out in JMP 9.0.0. From their findings the best

two parameter models contained one term describing lipophilicity and one describing

molecular size/ shape, and the best three parameter models contained a term describing

lipophilicity (e.g. RT), an electronic term (e.g. σp) and term describing molecular size

(e.g. SPAN). However lipophilicity was the most important factor in the models built.

This gave models which had an easily interpretable physical meaning, a useful feature

when trying to understand models and their chemical theory behind them. The models

obtained showed a reasonable ability to predict the log(1/EC50) values for the test set

compounds; however, no validation statistics were obtained. Additionally the small size

of the test set (4 compounds) would make it difficult to obtain a reliable estimate of the

predictive ability.
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2.4.3 Expanded Subset Analysis

The dataset analyses observed in 10.1039/c3sc51023a [91] were re-run for the same

subset, using descriptors obtained from ESI. The statistics obtained from the re-runs

aligned with those published and their papers and showed good reproducibility for the

correlations and models previously obtained by Busschaert et al. [91]

To examine if these correlations and models still held for other compounds outside of

the original data subset of phenylthioureas, the subset was expanded to include more

similar compounds, and the correlations re-examined.

The Open Source Chemistry Toolbox, OpenBabel [11] was used to compare molecular

structures. In this process FP2 fingerprints were generated for each compounds molecu-

lar representation and a Tanimoto coefficient was calculated for the similarity of each

molecule to a single selected molecule.

Fingerprints are binary vectors which encode structural features (or fragments) con-

tained in a molecule, with a bit set for the presence of a feature. Their similarity is

calculated through a comparison of the number of bits encoded in the two vectors as

shown by the Tanimoto equation below. [121]

SIMAB =
c

a+ b− c
(2.1)

where c is the bits set in common between A and B, and a and b are the bits set in

fingerprints A and B respectively.

Compounds were selected if they met the following criteria; either a Tanimoto simil-

arity coefficient value ≥ 0.8, or ‘possible superstructure’ to the comparison structure,

thiourea compound 101039.c3sc51023a-9, see Figure 2.13a. This compound was chosen

for the comparison structure as it was the smallest compound in the dataset, closest to

a backbone structure.

This expanded the dataset to 27 compounds, with all of the selected compounds being

thiourea compounds, this only showed an expansion of 5 compounds beyond the ori-

ginal subset. To expand the dataset further the corresponding urea analogue, 101039.-

c2sc20551c-9 (see Figure 2.13b), was also used in OpenBabel to find similar compounds.

this was selected as the overall backbone is similar but it contains a S atom instead of

an O at one position.

The second selection expanded the dataset further to contain 41 compounds in total;

however, 5 of urea compounds were missing EC50 values. This provided 36 compounds

which could be used to examine to correlations with respect to anion transport. 33

compounds also had Ka values; however, correlations for this variable were not widely
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(a) Thiourea molecule -
101039.c3sc51023a-9

(b) Urea molecule - 101039.c2sc20551c-9

Figure 2.13: Molecules used for structure similarity search

investigated. A list of compounds in the expanded subset with EC50 values and struc-

tures of the compounds can be found in the appendix - Section A.2.

In the original thiourea dataset (Figure 2.12) additional parameters were available com-

pared to the descriptors generated through DRAGON. Additional descriptors included

Hammett constants (for substituents), Vs,max values, ClogP values and HPLC reten-

tion times, with a total of 286 molecular descriptors calculated through a variety of

programs. It would be possible to calculate the majority of these descriptors for the

expanded subset, with the exception of HPLC retention times as these were obtained

through experiments. However, access to a number of the programs (Daylight, ACD/I-

labs and ChemAxon) was not available and DFT calculations were not performed due

to time requirements.

This limited the number of descriptors available to carry out a direct comparison of the

models. Correlations could still be directly compared if models used descriptors from

DRAGON, and where possible descriptors that were not available could be replaced by

their corresponding or similar DRAGON descriptor.

The SPAN descriptor used in the initial model is a geometrical descriptor calculated

from the 3D structure of a molecule and as such was not available. This could be

replaced by another simpler metric of size such as atom count, bond count or weight.

The lipophilicity measure CLogP could be replaced with MLOGP or ALOGP from

DRAGON.

Due to the small size of the dataset it was not split into a training and test set for the

purposes of this analysis.
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(a) Initial thiourea subset (b) Expanded subset

Figure 2.14: Linear fits of lipophilicity for initial and expanded subsets

Figure 2.15: Structure of outlier compound 101039 c2sc20551c-2
marked by ∨

2.4.3.1 Modelling Lipophilicity

Linear modelling

As lipophilicity was identified as the key component of the previous models, the ex-

panded subset was modelled against lipophilicity. ALOGP values were used instead

of CLogP values as a measure of lipophilicity as CLogP could not be obtained for all

compounds. Figure 2.14 shows linear fits for the two subsets, in the expanded subset

the points marked by * show the bis-urea and bis-thioureas, the point marked by ∨ was

a potential outlier. (Compound 101039 c2sc20551c-2 - structure shown in Figure 2.15)

The initial thiourea subset had an R2 value of 0.682 when linearly modelling ALOGP

against log(1/EC50). This was reduced compared to the correlation of CLogP, due to

different calculation methods for the lipophilicity descriptors. Modelling the expanded

subset gave a significant decrease in R2 down to 0.105 when thioureas and ureas were

modelled in a single linear model.

Splitting the linear plot by compound type, giving separate fits for the thiourea and urea

compounds, gave an R2 value of 0.16 for the thioureas and 0.01 for the ureas. This fit

included the bis-ureas and bis-thioureas, which may be best modelled in separate groups
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Figure 2.16: Plot of log(1/EC50) against ALOGP with smooth curve for the
expanded subset, split by compound type

to the ureas/thioureas as they contained slight differences to the functional group and

the bis-thioureas exhibit much higher log P values than the rest of the dataset. (See

appendix for plots - Figures A.16 - A.17)

Excluding these bis compounds gave R2 values of 0.59 for the thioureas, which showed

that a correlation is somewhat continued with an expansion of the thiourea group

through similarity, albeit a less strong one. The urea group does not exhibit good

correlation with ALOGP with an R2 value of only 0.02. The very low R2 value for the

urea group may be exacerbated by the low number of compounds in this group; however,

across the urea group there is very little variation in the value of log(1/EC50).

The point marked by ∨ still appeared to be an outlier in the thiourea group; however,

there were no observations within the paper that obviously suggested an erroneous result.

This compound did contain a indole group though rather than a phenyl group present

in the initial thiourea subset (Figure 2.15 & 2.12) which could account for the variation

in activities. This was another occasion in which better data visualisation would have

greatly aided the investigation - see Section 4.3.

Quadratic Modelling

Fitting the plot of log(1/EC50) against lipophilicity with a smooth cubic spline curve

in both the split (Figure 2.16) and non split plots indicated that the compounds may

potentially be better modelled by a curve rather than a linear fit to ALOGP.
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In the linear fit the bis-thiourea and bis-urea compounds appeared to require a separate

subset from the ureas and thioureas; however, it was possible that the series spans an

optimal log P value for the transport activity. At this point the transport would be most

efficient and as the log P moves away from optimum the transport ability decreases, due

to inability to move between the aqueous and lipid layers. It could be overcome by the

addition of a squared term to the model giving a parabolic relationship.

In the thiourea group the compounds exhibited a wide range of values across both the

log P and EC50 values with a range of -1.1 to 1.8 in the log(1/EC50) and ALOGP

values from 3.4 to 8.7. The EC50 values of the urea compounds on the other hand were

much closer together, with all compounds except one having a log(1/EC50) value in the

range -0.53 to -0. 11. The ALOGP values for the ureas were also a narrower range,

from 4.1 to 6.9. It is possible that all compounds in the urea compound group are not

particularly effective anion transporters, as they exhibited low log(1/EC50) and little

variation in their transport efficiency. However, the small size of the urea subset limits

the confidence with which this can be concluded.

Modelling the expanded thiourea and urea datasets (including bis compounds) with a

quadratic fit rather than a linear fit gave an R2 value of 0.51 for the thioureas and 0.09

for the ureas, see Figure 2.17. The urea group still showed little correlation between

ALOGP and log(1/EC50); however, the thioureas including the bis thio-ureas did indic-

ate a possible quadratic relationship to ALOG. The value for the thioureas increased to

R2=0.64 on exclusion of the potential outlier (∨). Excluding the bis-thioureas appears

to give a very weak parabola but with a minimum log(1/EC50) value rather than the

maximum that would be expected. (See appendix for plots - Figure A.18 & A.19) There

was a lack of data points in the high log P range, which has a large influence on the

parabola.

Although the models for lipophilicity for the expanded subset are a large improvement

on the full dataset they still do not exhibit correlations that would allow predictions to

be made from the model equations. The best fits were exhibited when the subset was

split into thiourea and urea groups, although this only gave a maximum R2 value of 0.11

when considering the whole group. The expanded subset for this section was created

through similarity of compounds to the backbone structure; however, the correlations

should be examined in the whole group of ureas across the wider dataset.

2.4.3.2 2 Parameter Models

The expanded subset model was extended beyond lipophilicity to include a term for

molecular size/shape. The SPAN descriptor that was used previously was unavailable

so a number of simple descriptors that were a measure for molecular size/shape were
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Figure 2.17: Quadratic fit of log(1/EC50) against ALOGP for the expanded
subset, split by compound type

selected. In a fit-all models the highest fitting combination was ALOGP with MW

(molecular weight) as a size descriptor.

Modelling ALOGP and MW against log(1/EC50) for the whole expanded subset gave a

fit as shown in Figure 2.18, (R2=0.447, R2
adj = 0.414). In this plot the point marked

by ∨ (Compound 101039 c2sc20551c-2 - see Figure 2.15) still appeared to be an outlier.

This 2 parameter fit for the whole subset produces a much stronger fit than ALOGP

by itself, (R2
ALOGP,MW=0.447, R2

ALOGP=0.105) but it still was not good enough for

predictions. Removal of the outlier improved the fit slightly (R2=0.54, R2
adj = 0.511).

Modelling separately for the thioureas and ureas produced the following fits and equa-

tions (excluding outlier) - see Figure 2.19:

Thiourea: R2=0.646, R2
adj = 0.616

log(1/EC50) = 0.7226 ∗ALOGP − 0.0076 ∗MW − 1.167 (2.2)

Urea: R2=0.448, R2
adj = 0.264

log(1/EC50) = 0.193 ∗ALOGP − 0.0026 ∗MW − 0.112 (2.3)

The fits given by ALOGP and MW for the split sets were the most promising fits

generated for the dataset to this point; however, they still did not exhibit a strong

enough fit to take through to validation testing.
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Figure 2.18: Actual vs Predicted for 2 parameter fit using ALOGP and MW
for expanded subset

(a) Thioureas only - excluding outlier (b) Ureas only

Figure 2.19: Actual vs Predicted values for log(1/EC50) modelling ALOGP
and MW, compound types modelled separately
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The urea analogue had been included in the expansion the subset due to its structural

similarity to the thioureas; however, the presence of the O instead of S may have a signi-

ficant effect on the anion transport, potentially due to a difference in hydrogen bonding

affecting the anion binding. Modelling the thioureas and ureas separately always resul-

ted in stronger model fits than the combined group. This separation should be applied

to modelling across the whole dataset.

2.4.4 Grouping of Compounds

Within the data obtained from the Gale group the compounds exhibited a wide diversity

in structures and functional groups. This increased the complexity when trying to model

the data and find correlations. As mentioned in earlier sections the variation in chemical

structures may require different groups of compounds to be modelled with separate

models or parameters within a model.

Classification of the compounds could be carried out in a number of different ways, the

concept is to group compounds containing similar features together. One method is to

classify based upon chemical features present in the structure of the molecules, such

as functional groups, separating the different types into groups, either through manual

or automatic methods. An alternative is to carry out classification based upon the

similarity of compounds through their physical action or chemical attributes.

2.4.4.1 Manual Classification

Manual classification involves each compound being assigned descriptors or a group

through examination rather than processing by an algorithm.

Grouping by compound type

Classification by chemical features was carried out on the dataset during the subset

analysis discussed earlier in this section. This was done manually with each compound

being assigned a compound type and compound sub-type. The compound groups as-

signed were based upon the terminology used by the researchers in the initial papers

alongside application of chemical knowledge.

Through manual classification the compound shown in Figure 2.20 was classified as

compound type thiourea and compound subtype phenylthiourea. In the case of this

compound it has identified the most significant functional groups in the compound;

however, the compound contains alkyl groups, phenyl ring, an ether group and thiourea

group in total.
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Figure 2.20: Example of classification - Compound 101039 c3sc51023a-14

A disadvantage with the application of this type of classification was that each com-

pound was only assigned to a single group. Compounds frequently contain multiple

functional groups, with more complex compounds containing more functional groups.

The influential functional group within a molecule may change depending on the biolo-

gical property of interest so the necessary splitting may not be available if only a single

group is assigned to a molecule. It would be possible to manually ‘tag’ a compound with

all of the functional groups that it contained, but this would be very time consuming

and generate a large number of possible groupings.

Modelling full dataset with compound types

When used in the expanded subset, the grouping by compound type gave stronger fits

than modelling the whole subset in lipophilicity plots. This grouping was also applied

to modelling the full dataset of 114 compounds.

The 85 compounds with EC50 measurements were split across 5 compound types (pyrrole,

squaramide, thiourea, triamide, urea). Of these, the pyrrole and triamide groups only

contained 1 and 2 compounds respectively and therefore were excluded.

The remaining 3 groups of compounds were modelled linearly against lipophilicity and

splitting was done by compound type (Figure 2.21). From Figure 2.21a, compound

NB quarterly report 7-13 appeared to be a significant outlier within the squaramide

group. The data for this compound was re-examined. Unfortunately there were very few

experimental details for this compound as it was not from a published paper but from a

report. The text accompanying the measurements suggested this may be a transcription

error in the report as it stated ‘compounds 11-13 exhibited significant transport ability’

but the value of 13 showed much lower transport than 11 and 12.

This compound was excluded from the linear fit, giving the plot shown in Figure 2.21b,

the thiourea and urea groups were unchanged between the two plots. The exclusion of

the probable erroneous point gave a significant increase in R2 of the squaramide group,

from 0.2 to 0.93, giving the strongest correlation found so far. The thiourea and urea

groups still exhibited low correlation. But these compound groups contained a much
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(a) all thioureas, ureas and squaramides (b) compound NB quarterly report 7:13 excluded

Figure 2.21: Linear fit of ALOGP vs log(1/EC50) split by compound type -
with and without outlier.

wider variety of chemical structures than the squaramide group, and likely required

further splitting beyond the thiourea/urea group.

Quadratic fits were also examined as the wide range of log P values would be expected

to span an optimum log P value, after which activity decreases, see Figure 2.22. In these

fits the squaramide group showed a strong fit, but thiourea and urea were still very poor

fits, with the urea group even exhibiting an inverted parabola. Table 2.4 shows the fit

statistics. Although the squaramide group showed a strong fit it was lacking compounds

with high log P values, making it impossible to determine whether a quadratic or linear

fit was more appropriate.

Linear fit for ALOGP Quadratic fit for ALOGP

all compounds with exclusiona all compounds with exclusiona

R2 R2
adj R2 R2

adj R2 R2
adj R2 R2

adj

Squaramide 0.2 0.085 0.93 0.919 0.536 0.381 0.941 0.917

Thiourea 0.189 0.168 - - 0.204 0.162 - -

Urea 0.112 0.082 - - 0.145b 0.086 - -

aExcluding compound NB quarterly report 7-13, only affects Squaramide fits
bExhibits inverted parabola

Table 2.4: Fit statistics for full dataset, split by compound

Two parameter models (ALOGP and MW) and three parameter models (ALOGP2,

ALOGP and MW) were also investigated for the full dataset with compound splitting.

These fits were largely the same as the ALOGP linear/ ALOGP quadratic fits respect-

ively and offered no significant increase in R2
adj. (See ESI [30])



56 Chapter 2 Modelling Anion Transport in Vesicles

Figure 2.22: Quadratic fit of ALOGP vs log(1/EC50 split by compound type,
excluding outlier

The compound subtype was also investigated but was not beneficial for splitting the

dataset in these models as it created too many groups which only contain a few com-

pounds. From the 22 compound subtype groups only 7 contained more than 3 com-

pounds with EC50 values. Additionally because of the manual method of classification

some compounds may have been assigned to a group which only identifies one of its key

structural features.

When examining the distribution and fits of compounds, particular with compound

type and subtype, easy access to the structures of the compounds would have been very

useful to allow comparison or structural features and application of chemistry knowledge.

Section 4.3 shows some investigation carried out into the use of visualisation in analysis.

Grouping by physical action

The action of chemical entities in biological systems are very complex and are controlled

by a myriad of interrelated interactions. Even within the simplified experiments they

have interactions with solvents, ions and the different parts of the lipid bilayer. The

complexity of these interactions are not covered by the calculated descriptors, but some

aspects of these interactions have been investigated in the transport experiments.

In addition to information relating to the magnitude of anion binding and anion trans-

port the papers also contain further experiments relating to the methods and types of

transport and binding. All papers were re-examined and additional information was

extracted for potential use in classifications. Although the information included in each



Chapter 2 Modelling Anion Transport in Vesicles 57

paper varied, the following information was extracted: Evidence of Cl-/NO3
- antiport,

Evidence of H+/Cl- symport, Evidence of additional transports, Type of mechanism

(and method to justify), Binding Mode (H-NMR) and Binding Mode (crystal).

Following this additional data collection it could be seen that while most compounds

exhibited the same features (Cl-/NO3
- antiport mechanism, acts as a mobile carrier,

1:1 binding mode) there were some compounds which differed from the norm. These

included: presence of additional transport mechanisms, inconclusive results to show

mobile carrier mechanisms and 1:2, 2:1 or unclear binding modes.

The disadvantage of a method like this was that it required access to significant amounts

of experimental data, which must be determined for each compound and cannot be

directly computed. Additionally it was time-consuming to extract the extra data and

not all papers contained the same experiments.

This information may not be able to be directly included in a model for classification;

however, it would be useful in conjunction with the model building to flag potential

outliers or compounds with behaviour that may exclude it from a model, for example: if a

compound has a 1:2 binding mode it should require half the concentration of transporter

to move the same amount of Cl- as a 1:1 binding molecule.

2.4.4.2 Automatic Classification

Another avenue of interest for classification of the compounds is utilising automatic

classification of the compounds, to avoid the necessity of manual classification. This

would minimise the amount of time taken as well as reducing the risk of human error in

classifying compounds.

Two methods were found that could potentially achieve this, one method which uses

the counts of functional groups in a molecule, and a second which assigns a compound

group based on a hierarchy of structural features.

The first method utilises a class of descriptors called ‘Functional group counts’ within

DRAGON. These include 153 counts for the presence and number of various functional

groups, ‘Ring descriptors’ could also be used giving another 14 descriptors. These counts

could be used directly in a model by themselves e.g. number of 6-membered rings or

grouped together to form another descriptor e.g. no. of primary, secondary and tertiary

amides could be combined to number of amides. Although DRAGON calculates lots

of functional group counts it does not contain separate groups for all possible features,

e.g. thioureas and ureas are grouped together in a single count and no count exists for

a squaramide.
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The second method involves assigning the molecules to a group using a newly developed

program Classyfire [27]. Classyfire is a web-based application which uses a rule-based

approach to carry out automated structural classification for chemical entities. Hier-

archical classification is carried out through use of a computable chemical taxonomy

called ChemOnt [122].

As a comparison to the manual classification the compound c3sc51023a-14 (Figure 2.20)

was assigned to the following categories through ClassyFire: N-phenylthioureas, Phen-

oxy compounds, Phenol ethers, Alkyl aryl ethers, Thioureas, Organonitrogen com-

pounds, Hydrocarbon derivatives. This identifies the thiourea and phenylthiourea groups

from the manual classification but also assigns classifications for other structural features

which may be of use when grouping diverse compound sets.

Although the prospect of carrying out automated chemical classification was appealing,

when the anion transporter dataset was processed by Classyfire just under half of the

compounds did not return a classification, making it somewhat useless for the purposes

of model building. This may have been a consequence of the program still being in

development at the time of investigation. Improvements in the functionality would be

expected as the program use is expanded.

The classification that was carried out in ClassyFire produced a much larger number of

categories than a manual classification. The compounds that were correctly processed

were assigned to 61 different classes, but from these classes 15 of them only contained a

single compound and 32 contained 3 or fewer compounds. Access to the full hierarchy

would be wanted to enable selection of a suitable level of classification to get the right

balance between number of groups and the population of the group. With improvements

to the compound processing this could be a promising method of classifying compounds

for analysis.

2.4.5 Dimensionality reduction

PCA

Due to the large number of descriptors present in the dataset and the amount of pro-

cessing power required to model greater than three descriptors from all combinations

dimensionality reduction was investigated. This was carried out using PCA which re-

duces the number of variables by producing new linear combinations of the variables.

PCA was carried out with both 2D descriptors and 3D descriptors from DRAGON to

examine if further investigation was needed into creation of 3D structures. The use of

descriptors generated from 3D structures had previously been excluded due to the time

required for computation of an accurate conformer.
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Figure 2.23: PC2 vs PC1 for 2D and 3D descriptors - coloured by compound
type

3D structures were obtained through use of gen3d in OpenBabel [123,124] which carries

out a geometry optimization for a single conformer. This is not as powerful and accurate

as other molecular dynamics simulations; however, it is significantly quicker and provides

a reasonable approximation of the 3D structure. If further investigation was required

with 3D conformers then additional simulation should be carried out.

Descriptors were generated in DRAGON to give a set of 2D descriptors and a set of

2D & 3D descriptors. All descriptors excluding charge descriptors were generated. Sub-

sequent cleaning excluded descriptors if they were constant, near constant or contained

missing values. For 2D structures 1914 descriptors were exported, for 3D structures

2996 descriptors were exported.

PCA was carried out using prcomp in R [125] with the full cleaned descriptor set. Using

3D descriptors the cumulative explained variance by PCs 1 & 2 was 58.7% , and 65.9%

for PCs 1, 2 & 3. Using 2D descriptors it gave a cumulative explained variance of 60.1%

for PCs 1 & 2, and 68.1% for PCs 1, 2 & 3. This showed that a large proportion of the

variance could be explained by a small number of PCs.

A comparison of the plots generated from the first two PCs for the 2D and 3D descriptors

can be seen in Figure 2.23. This plot was coloured by compound type to see if this identi-

fied any features or clusters in the data. The two plots show largely similar distributions,

although the 3D plot shows a slightly wider distribution.
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The generated PCs were used in the construction of a linear regression, modelling for

log(1/EC50). While over 100 PCs were generated, only the top 3 were selected for use

in the regression in the form: log(1/EC50) = aPC1 + bPC2 + cPC3 + d

The regression fits obtained show almost no correlation to log(1/EC50). For 2D descriptors

it gave R2=0.1498 and R2
adj=0.1224, for 3D descriptors R2=0.1578 and R2

adj=0.1307.

This showed no improvement for correlation by utilising the 3D descriptors. Addition-

ally neither of these models would be used as only the PC1 variable was considered

statistically significant. (See ESI [30] - PCA)

As PCA is an unsupervised method it was not completely unsurprising to find little cor-

relation in the models. An alternative method that could be employed is PLS, which uses

correlation with the response variable in the selection of the new descriptor variables.

PCA could also be repeated with pre-PCA variable reduction using domain specific

knowledge to reduce the number of descriptors in the input. Additionally, the PCA was

performed on compounds which did not contain EC50 values, these could be removed

from the dataset.

While PLS may potentially produce a better fit for the data both of these dimensionality

reduction techniques remove interpretability from the models by creation of the new

variables. This reduces the amount of insight that can be made directly from the models.

As the 3D descriptors did not provide a large improvement to the fit the calculation of

more accurate 3D structures for descriptors was not re-visited.

2.5 Discussion & Future work

2.5.1 Data Extraction

From examination of the Gale group data a number of important lessons have been

learnt about data, in particular about the collection and storage of data so it can be

re-used at a later stage. It is especially important to store data in an easily accessible

format, ideally computer readable, and with sufficient information associated with it.

Such that another researcher or collaborator would be able, with the correct software,

to attempt to reproduce the analyses. Mining data from publications is ‘lossy’ as so

much raw data doesn’t get into the final paper or is presented in an unusable format

such as images.

It is often difficult to include enough supporting data to ensure that results will be

unambiguous at a later stage, or when examined by someone else. Important things to

include are; clear numbering of compounds with unique and unambiguous identification,

where the descriptors were obtained and details of which programs and/or models were

used to obtain results.
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The initial part of the investigation focused on the extraction and collation of data for

synthetic chloride ion transporter molecules. Data was extracted for 131 compounds

and compiled to a database to allow further analysis to take place on it. Following

removal of duplicates this produced a high quality and well-curated dataset containing

114 anion transporter compounds. From these compounds 85 had EC50 values.

As new compounds are synthesised it would be beneficial to incorporate them into the

database giving more datapoints to use in analysis. If manual extraction was required

this could be a time consuming process; however, working with the scientists synthesising

the compounds may allow the data to be formatted in a more computer friendly format

at the point of creation.

2.5.2 QSAR Analysis

QSAR analysis was carried out on the dataset, following the generation of 2D descriptors,

attempting to model the anion transport ability of the full dataset of transporters. Al-

though a number of attempts were made through different methods no linear regression

model could be created which produced a statistically robust model for the entire data-

set.

Simple QSAR analysis of the full dataset using MLR generated through a fit-all process

did not produce strong fits for the EC50 observations, with the best 3-parameter MLR

only generating a model with an R2 value of 0.38.

Following a stepwise approach for model selection a number of models were generated

with higher R2 values. However, these models contained parameters which were not

statistically significant, multiple parameters that were highly correlated and too many

parameters in relation to the number of observations contained in the dataset. Removing

the cross-correlated and non significant variables gave an 8 parameter model with an R2

value similar to the 3 parameter MLR and also produced new non-significant variables.

The difficulty in obtaining a statistically valid model for the whole dataset via a linear

regression suggested that the dataset may be better modelled in subsets.

Splitting the dataset into groups was initially examined using the dataset from a single

paper [91]. This subset was expanded through molecular similarity from 22 thioureas to

36 compounds (27 thioureas and 9 ureas). However, expansion of the subset produced

weaker fits than the original thiourea set.

All of the subset models focused around lipophilicity which is a major component of

anion transport; however, no significant correlation was found for the expanded subset

either via a linear or quadratic fit to ALOGP. In all models for the subset, splitting

the dataset by compound type produced stronger fits for the thiourea and urea groups
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separately. But the urea compounds didn’t fit well to any model as they exhibited a

very narrow range of log(1/EC50) values.

2.5.3 Classification methods

Multiple methods for grouping compounds were examined. Classification through com-

pound group was the most straightforward to carry out; however, this relied on the

manual classification by a scientist. Using a rule based method would be a more rigor-

ous approach; however, these methods require further investigation before they can be

implemented.

When modelling with compound group across the full dataset the squaramide group

gave a very strong correlation to ALOGP although this group was limited to low log P

values only. (Figure 2.22) The other compound type groups were largely uncorrelated

with ALOGP. This was likely due to the presence of more uniformity in the squaramide

group compared to the full thiourea/urea groups as these parent groups also included

bis-compounds and a wide range of aromatic and non-aromatic groups.

The other classification methods need further investigation. Classification of physical

action from underlying data would be useful in flagging any compounds that have an

unusual action which may distort their activity response; however, it required time-

consuming extraction of additional data. Automatic classification methods through

ClassyFire were very promising as a rule based classification system but the program was

not functioning optimally at the time of investigation. Classyfire compound assignments

should be revisited once the program is fully released. These classifications could be

used in conjunction with expert knowledge to create new categories which replace the

compound subtype assignments used previously.

2.5.4 Further Expansion

The knowledge that was gained from studying the tambjamine dataset (Chapter 3)

could be used to explore new avenues with the Gale dataset. The Gale set was a

larger dataset than the tambjamines which provided more datapoints; however, it also

had a more diverse range of chemical compounds and structures which increased the

complexity of the data. These datasets have been combined into a large transporter

dataset (Section 3.9) which will hopefully provide a base for further modelling.

The mixed effect model methods (lmer) that were utilised with the tambjamine data

could have potential applications within the larger set of anion transporter data. These

models used the whole dataset to fit the parabola and substituent grouping to adjust the

parameters. Although the Gale dataset does not have the uniformity that was seen in
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the tambjamines, as there are many more potential substituent positions, the different

chemical groups assigned through classification could potentially be used to split the

lmer model instead of the substituent types.

Although development of these classification models may not facilitate the accurate

prediction of unknown compounds they should help to provide further insight into the

development of potent anion transporters.





Chapter 3

Tambjamine Anion Transporters

3.1 Background

The work shown in this chapter centered around the analysis of an additional set of

anion transporter molecules, separate from those examined in Chapter 2. The work

carried out in this chapter was in collaboration with Roberto Quesada1 and members

of his group, who synthesised the molecules examined.

Quesada and his group have been researching the ‘underexamined’ class of molecules,

tambjamines, for the purpose of developing synthetic molecules with good anion trans-

port ability and potential cytotoxicity. These molecules have potential applications in

similar areas to those compounds researched by the Gale group due to their ability to

effectively transport chloride ions, see Section 2.1

Tambjamines were discovered as marine natural products, isolated from bryzoans, nud-

ibranchs and ascidians. [126–128] They are characterised as having a 4-methoxy-2,2’-

bipyrrolenamine structure (Figure 3.1). This is structurally similar to Prodigiosine

and Prodigionines, compounds known to exhibit antimicrobial and cytotoxic proper-

ties [129–131]. The properties of naturally occurring tambjamines have been investig-

ated, with some compounds also exhibiting cytotoxic effects. [127,132]

Prior to the development of synthetic methods for the production of the bipyrrolic al-

dehyde precursor [133], little research had been carried out on synthetic tambjamines

as they were not easily synthesised. Following the discovery of an accessible synthetic

pathway many more tambjamines could be synthesised via the acid catalyzed condens-

ation of the 4-alkoxy-2,2′-bipyrrole aldehyde and the corresponding amine; shown in

Figure 3.2 [134]. This allowed further studies into the synthesis and analysis of tamb-

jamines, which showed promising results for chloride anion transport. [135,136]

1Departamento de Qúımica, Facultad de Ciencias, Universidad de Burgos, 09001 Burgos, Spain
Email:rquesada@ubu.es

65
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Figure 3.1: Backbone structure of the naturally occurring Tambjamines

Figure 3.2: Reaction for synthesis of tambjamine analogues

Quesada’s group created a range of tambjamine derivatives with varying substitution

patterns through use of these synthetic pathways [137–139]. The naturally occurring

tambjamines all possess alkyl substituents in the R position (Figure 3.1); however, in

their previous studies [137,139] Quesada and colleagues discovered that placing aromatic

substituents in the R position neighbouring the nitrogen can produce compounds that

outperform natural tambjamine derivatives, exhibiting higher chloride transport rates.

Natural tambjamines also all possess an OMe substituent on the pyrrol ring; however,

in the studies [138, 139] an additional series of synthetic molecules were created with a

benzyloxy group (OBn) in that position, creating a more diverse collection of molecules

for analysis.

In particular, Quesada’s group has been examining the chloride ion transport abilities of

the molecules in vesicles and the cytotoxicity of the molecules in cancer cell lines. The

transport activities were examined in relation to the initial rate of chloride efflux kini.

Outside of these papers some attempts have also been made to mathematically model

the chloride ion transport ability of the molecules.

The compounds included in Figure 3.3 were the compounds initially synthesised by

Quesada’s group (details of the synthetic methods can be found in their papers [137,

139]) and a series of transport experiments were carried out in vesicles following the

same procedures as the Gale group experiments, see section 2.1.3. The experimental

variables collected and calculated were; EC50 (NO3
-/Cl-), Hill parameter (n), initial rate

of chloride release (k ini) and Retention Time (RT).
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Figure 3.3: Structures of previously synthesised tambjamine derivatives

In addition to the measured variables, 507 chemical descriptors were calculated for the

compounds from their molecular structures; descriptors were obtained through ALO-

GPS2.1 [3], E-DRAGON 1.0 [9], Chemicalize.org [5], ACDiLabs 2.0 [2], TorchV10lite [13]

and ChemDraw 12.0 ultra [4] software. This range of descriptors were cleaned, removing

any descriptors containing no variance, non-numeric values or missing values. Following

cleaning, their dataset contained 380 descriptors which were used to create a selection

of models.2

Throughout this work the aim was to produce models that could help identify the

features in a compound that make a good anion transporter.

2Full descriptor sets for the initial data and their sources can be found in the ESI under Initial
Models [30]



68 Chapter 3 Tambjamine Anion Transporters

3.2 Evaluation of existing models

3.2.1 Outline of initial models

The tambjamine compounds (See Figure 3.3) synthesised by the Quesada group were

used in QSAR modelling to build models predicting the log(1/EC50) values for the

compounds as a measure of anion transport efficiency. The process chosen for model

building and validation by the Quesada group employed a training/test set split. The

initial dataset containing 38 compounds was split into a training set (32 compounds)

and a test set (6 compounds - 6, 8, 20, 26, 32, 36). Multiple regression analysis using

the fit-all method was performed on the data for the training set compounds using JMP

9.0.0 [21], modelling log(1/EC50) against the 380 descriptors previously obtained, to

generate the best possible models for the dataset.3

The models produced in the initial fit-all process contained a maximum of 3 terms and

were ranked according to best fit (determined by R2 value), the highest ranked models

included a variety of different descriptors, including the following; ALOGPs, ALOGPs-

sq, nH, LogD(pH7.2)-sp blood, Fraction unbound in plasma, AMW and pKa.4

Table 3.1 contains a list of linear regression models for log(1/EC50) that were considered

for further testing by Quesada’s group. These models were selected using the results from

the fit-all analysis along with input from the scientists. The models favoured descriptors

which were readily understandable, as well as models containing RT to compare this to

the ALOGPs models. RT is often used as an indirect measure of the lipophilicity (log

P - ALOGPs). From the selected models Model 4 and Model 6 were excluded from

further analysis, as they were not statistically valid. Statistical validity was determined

through p-values, with a threshold of 0.05.

Model Name Parameters used
Model 1 / Eq 4 ALOGPs-sq, ALOGPs, nH

Model 2 ALOGPs, ALOGPs-sq, nH, TSA
Model 3 ALOGPs, ALOGPs-sq, pKa(enamin a)
Model 4 ALOGPs, ALOGPs-sq, pKa(enamin a), TSA a

Model 5 / Eq 5 RT, RT-sq, nH
Model 6 RT, RT-sq, nH, TSA a

Eq 6 ALOGPs-sq, ALOGPs, AMW
Eq 7 RT-sq, RT, AMW
Eq 8 LogD(pH7.2)-sq, Fraction Unbound in Plasma, AMW

aMarked as not statistically valid

Table 3.1: Models selected for further testing in initial evaluation

3This dataset can be accessed in the ESI - under Initial Models
4Fit-all results can be found in ESI - under Initial Models
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3.2.2 Discussion of model process

The process that had been carried out by the Quesada group to obtain these models

was examined, evaluating the reproducibility of the models. In addition to this the

underlying data which was obtained from the tambjamine compound structures were

investigated.

3.2.2.1 Model selection

In the selection of models a lipophilicity descriptor was always included as it has been

shown to be of key importance [138]. This follows similar findings for other anion

transporters [91]. Due to the forced inclusion of a lipophilicity parameter only Model

1 and Eq 8 were selected from the fit-all models5 where they were among the highest

ranked 3 parameter models. The other top models from the fit-all were not selected as

the preference was to include parameters which were easily understandable.

The additional models were selected using the scientists knowledge, and selection of

parameters that were readily understandable. This was a reasonable approach to the

selection of descriptors and gave models that could be interpreted in terms of the chem-

ical/physical interactions.

Model 5/eq 5, Model 6 and Eq 7 were not preferable for a final model to predict the

transport efficiency as they utilised RT as a parameter. RT is an experimentally meas-

ured value, rather than a calculated value and, therefore, the activity in the model

could not be predicted without synthesis of the compound. However, it was included as

a parameter to allow comparison of the results to the ALOGPs model with the same

additional parameters.

The number of parameters included in the models were an acceptable level. There

were 32 compounds in the training set and a maximum of 4 parameters in the models.

This gave a minimum ratio of 8 observations per variable. Increasing the number of

parameters beyond this would lead to potential overfitting.

3.2.2.2 Test set distribution

During the creation of the models the initial tambjamine dataset was split into a training

set and test set, which is a common technique used in QSAR for validating models. [46]

Although the 32-6 split between the training and test set was a suitable split for a

dataset of this size, more attention should have been paid to the distribution of the test

set within the main dataset, to give a good representation of the dataset.

5Available in ESI
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(a) Scatter plot

(b) Box Plot

Figure 3.4: Distribution of the log(1/EC50) values for the initial tambjamine
compounds

The distribution of the log(1/EC50) values for the compounds can be seen in Figure 3.4.

This plot shows that the spread of log(1/EC50) values is quite large; however, the test

set compounds, marked in blue, are concentrated in the center half of the log(1/EC50)

range. None of the test set compounds have a log(1/EC50) value in the low or high ends

of the distribution. The distribution of this test set was not very representative of the

dataset distribution.

If a test set/training set split is selected as the method implemented then a stratified

selection method should be utilised as this would ensure that a proportionate number

of compounds were selected from the low and high parts of the log(1/EC50) range. Due

to the presence of ALOGPs and ALOGPs-sq descriptors in the models developed so far,

the lack of points in the test set at the ends of the log(1/EC50) range could cause highly

leveraging points to distort the statistics in the evaluation of the models. Figure 3.7 on

page 75 shows an example of how important it could be within this dataset. However,

other methods could be employed instead of the training set/test set method, such as

k-fold crossvalidation or bootstrapping, some methods are outlined in Section 1.3.

3.2.2.3 Validation

Validation was carried out though a variety of different methods; LS statistics, LMO-

CV, external validation and randomisation tests. Model 1, 2, 3 & 5 were tested through
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Model
Model 1
/Eq.4

Model 2 Model 3
Model 5
/Eq.5

Eq.6 Eq.7 Eq.8

no of
param.

3 4 3 3 3 3 3

Int
Valid.

R2 0.86 0.88 0.8 0.8 0.84 0.78 0.84

R2
adj 0.84 0.86 0.78 0.78 0.82 0.75 0.83

CVLMO Q2(CV) 0.7 0.78 0.74 0.65 0.5 0.49 -1.21

YRand

R2 0.14 0.16 - 0.16 - - -

R2
adj 0.05 0.04 - 0.12 - - -

Ext - a Q2 0.7 0.71 0.62 0.69 0.61 0.71 0.5

Ext - b Q2 0.42 - - 0.88 0.02 0.45 0.31

Ext - c Q2 0.45 - - - -0.1 - 0.27

Ext - d Q2 -0.27 - - 0.14 -0.28 -0.1 0.22

Ext - e Q2 0.54 - - - 0.55 - 0.12

Ext - f Q2 -0.2 - - 0.15 -0.27 -0.08 0.21

Table 3.2: Validation Statistics for initial tambjamine models - obtained from
multiple Quesada group reports.

internal, external and randomisation tests, while Eq 4, 5, 6, 7, 8 were tested through

internal validation and external validation with multiple test sets. The external test

sets were made up as follows: Ext-a (test set from the initial database), Ext-b (test set

+ 3 additional tambjamine derivatives), Ext-c (Ext-b + prodigiosine), Ext-d(thioureas

from Gale paper [91]) and Ext-e (all above compounds).

The work appears to have been carried out by different people as there were many dif-

ferences between the two reports received. The models were numbered differently with

different validation methods selected and the statistics reported used differing termin-

ology. For example; when referring to use of the training set vs. test set mean in the

calculation of q2. With all of these aspects combined it was quite difficult to follow the

validation process and reproduce the statistics independently. The validation statistics

extracted and combined from the reports are shown in Table 3.2.

From the validation statistics in Table 3.2 a number of observations could be made about

the models and the procedure.

• The increase of parameters to 4 in model 2 (ALOGP, ALOGPs-sq, nH, TSA) did

not provide much increase in the predictive ability of the model relative to the 3

parameter model 1 (ALOGPs, ALOGPs-sq, nH), suggesting the inclusion of a 4th

parameter was unnecessary.
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• The results of randomisation tests showed that the fits were not generated due to

chance correlations.

• The selection of thioureas for use in an external test set was inappropriate as

the compounds had wildly different structures and activities to the tambjamine

compounds. These compounds were outside of domain that the models had been

built for. Therefore it was not surprising that the q2 values obtained for this set

were very low

• The LMO CV was not repeated enough times to be a true representation of the

dataset. These values should be treated as estimates.

3.2.2.4 Difficulties in analysis

Sections of the work had been carried out by multiple different people who each had their

own way of recording the information and processes, along with different terminology. As

such it was often difficult to determine exactly which datasets, descriptors and methods

had been used for the analysis.

Conflicting reports and datasets existed containing different splits for training and test

set along with varying models. It was difficult to try and determine which statistics

referred to which models and the compounds that these were modelled on. A number

of these errors were generated through human error or accidental transcription.

In addition to a number of errors that were encountered within the reports many of the

programs used were in Spanish, as the researchers were from Spain. Spanish terminology

was sometimes used in the names and descriptions of items. This caused added difficulty

in trying to identify descriptors, or establish if two items were actually the same but

with the English and Spanish names.

3.2.2.5 pKa distribution

Alongside the investigation of the model process, a number of descriptors used in the

models were examined, including their correlations and distributions. One variable of

interest from Quesada’s models was pKa(enamine a), which was a calculated pKa value

generated through Chemicalize.org [5]. Initial examination showed that almost all of the

calculated pKa values were very clearly split between a high pKa region (16-18) and a

low pKa region (2-3) with only 2 compounds lying outside these ranges, see Figure 3.5.

When plotting the ALOGPs against the log(1/EC50) it also appeared to give a split to

the distribution.

However, it was discovered whilst calculating the additional pKa(enamine a) values

for the test set (through Chemicalize.org) that the pKa values stated in the Quesada
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(a) Split in calculated pKa (b) Split in correlation

Figure 3.5: previous pKa (enamine) distribution for the initial tambjamine
test set

dataset were incorrect. Many of the compounds did not give a calculated pKa value

for the position specified (NH enamine) and other compounds which did return a value

had differing values to those in the dataset. After recalculating and correcting the pKa

values the distribution showed no significant splitting, with only 2 compounds having

a pKa value below 16. Since many of the compounds did not return a value for the

pKa it would not be a suitable descriptor for use in a model. Models using pKa as a

parameter were excluded from further consideration. This also highlighted the need to

have access to data and methodology to allow results to be reproduced and checked by

other researchers.

Prior to the error being discovered in the pKa values a split was found in the ALOGPs

vs log(1/EC50) plot for the two “sets” of pKa enamine values (Figure 3.5). Although it

is unknown how the error in the pKa values arose, when possible causes were examined

it was noted that the two groups had differing structures. The ‘high’ group was solely

comprised of compounds with a aromatic group neighbouring the enamine. The correl-

ation between the pKa values and the structural differences inspired another avenue of

investigation which, despite the initial incorrect prompt, produced good results. This is

discussed in Section 3.6 - ‘Classification of Compounds’.

3.3 Synthesis of new tambjamines

Following preliminary evaluation of the Quesada anaylsis, the dataset and the distri-

butions of data were re-examined. In the models that Quesada’s group had produced

so far, the most frequently selected descriptor was ALOGPs, a lipophilicity descriptor.
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(a) Linear fit (b) Quadratic fit

Figure 3.6: Comparison of linear and quadratic fits for initial tambjamine
training set no exclusions

This was not particularly surprising as it has often previously been noted that biological

activity is related to log P [34,35].

The lipophilicity descriptor selected by Quesada in the models was ALOGPs, as it

exhibited the best correlation to the experimentally determined RT measurement, which

is frequently used as an indirect measure of the lipophilicity.6 Examining the correlation

of log(1/EC50) and lipophilicity (ALOGPs) suggested the presence of a parabolic rather

than linear relationship, Figure 3.6 shows the comparison, which agreed with previous

findings [138] and the presence of ALOGPs and ALOGP-sq in the models.

However, modelling the parabolic fit of ALOGPs against log(1/EC50) indicated the

presence of a number leveraging points in the fit - Compounds 7 and 19 from Figure 3.3.

The points are marked on Figure 3.7 with an ‘X’. These points are highly leveraging as

inclusion, exclusion or error in these points could have had a large effect on a model fit.

This was a factor which could have exacerbated difficulties in validating the models.

To reinforce whether the relationship between ALOGPs and log(1/EC50) was parabolic

or linear it was deemed necessary to obtain more datapoints with ALOGPs values in the

regions lacking in data. These regions were an ALOGPs value of 1-2.5 and an ALOGPs

value of 6-7.5.

A number of tambjamine compounds, with similar structures to those already synthes-

ised, were ‘created’ in ChemDraw and their ALOGPs values calculated using ALO-

GPS2.1.7 In particular there was a gap in the structures between compound 6 (R =

Pentyl) and compound 7 (R = C10H21) where there were a number of possible com-

pounds that could be synthesised. In total 95 compounds were created ‘in silico’. The

6Additional lipophilicity correlations can be found in the appendix - Figure B.1
7Work carried out in collaboration with summer student Ziyan Zhao
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Figure 3.7: Plot of log(1/EC50) vs ALOGPs for initial tambjamine training set
- highlighted regions lack datapoints

Figure 3.8: Additionally synthesised tambjamine derivatives

ALOGPs values were calculated and filtered down to the range of desired ALOGPs

values. A total of 24 possible compounds were sent to Quesada’s group with the sug-

gestion that 5 additional compounds should be synthesised, split across the ranges of

ALOGPs. The 5 compounds that were synthesised are shown in Figure 3.8 along with

their measured EC50 values and calculated ALOGPs values.

The plots in Figure 3.9 show the parabolic fits of the initial dataset (training set) and the

new dataset (training set + newly synthesised compounds). As predicted the measured

EC50 values for these new compounds reinforced the observation that the relationship
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(a) Initial training set only (b) Training set including new compounds

Figure 3.9: Fit Models using ALOGPs and ALOGPs-sq

between the ALOGPs values and log(1/EC50) is a parabolic one. If further synthesis

were possible it would be beneficial for additional compounds to be made with ALOGPs

values above 6.5 as this area was still sparsely populated.

Following the synthesis of these new compounds the full set of tambjamines contained

43 compounds. The structures of these can be seen in Figure 3.10. Note the numbering

was updated by the Quesada group to include the new compounds in sequence of their

structures.

3.4 Generation of descriptors

Additional descriptors were required following the synthesis of the new compounds. The

generation of descriptors was carried out in the same fashion as for the Gale group com-

pounds (Section 2.3). This included the creation of molecular representations, generation

of descriptors in DRAGON and removal of constant and non complete descriptors.

In addition to the descriptors generated in DRAGON, ALOGPs values were calculated

using ALOGPs2.1 and a selection of descriptors were provided by the Quesada group

from ACDiLabs2.0 and TorchLite. In total 331 descriptors were selected following clean-

ing.8

8Dataset can be found in ESI - Tambjamines dataset cleaned.csv
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Figure 3.10: Structures of tambjamines including newly synthesised
compounds - reordered numbering

3.5 Modelling whole dataset

Following the synthesis of the new compounds, models were re-investigated for the

dataset. These models built upon the knowledge gained from examining the previous

models; however, due to the difficulties encountered in following the procedures and

reproducing the statistics, new models were created.

In the initial models, the original dataset (38 compounds) had been examined using

training/test set methods; however, the parabolic distribution of the dataset relative

to lipophilicity introduces high leverage when test sets are selected. Even with the

addition of 5 compounds to the dataset the size of the dataset and the sparsity of

molecules present in the high/low regions would not have allowed much flexibility in the

selection of the test set and the selection of the test set would still have had a large

influence on validation statistics. To minimise the possibility of test set selection bias

and maximize the information from all the molecules in the dataset the entire dataset

was used in the selection of models. Validation of the model fits was carried out using

internal validation only at this stage; through the use of a bootstrap method.
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3.5.1 Fit-all Models

The first avenue explored was fitting the whole dataset to one model. The full descriptor

set for the 43 compounds, containing 331 descriptors, was examined in JMP. A ‘fit all’

method was utilised, linearly modelling the log(1/EC50) against all descriptors, with a

maximum of three parameters for the model. Due to the number of available descriptors

four parameters could not be selected as it generated too many possible models for the

available computing power, four parameter models were generated with a ‘fit all models’

running using a subset of 30 descriptors9. These descriptors were selected as a mixture

of interpretable descriptors and descriptors that performed well in the 3 parameter fit-all

models.

The lipophilicity descriptors used in the models were ALOGPs and ALOGP-sq, as the

ALOGPs descriptor was identified as the best log P descriptor through correlation with

Retention Times. (For full lipophilicity correlations see Appendix B) The additional log

P descriptors were removed from the dataset.

3.5.1.1 Two parameter model

The best 2 parameter model produced from the fit-all was the model with ALOGPs and

ALOGPs-sq. Modelling the data with this two parameter model generated the following

equation (3.1) with an R2 value of 0.63 (R2
adj = 0.61). The fit is shown in Figure 3.11.

log(1/EC50) = −0.579 + 1.203 ∗ALOGPs− 0.133 ∗ALOGPs2 (3.1)

3.5.1.2 3 & 4 Parameter models

Increasing the number of parameters to 3 increased the R2 value to approximately 0.79

for the top models. All of the top 20 models had an R2 value above 0.74. Summary

information about the 10 best three-parameter models for the whole dataset is shown in

Table 3.3, ranked by R2 values (additional models can be seen in ESI of our paper [140])

Running the ‘fit all models’ with a maximum of 4 parameters (a subset selected from

the full descriptor set) slightly increased the R2 value, with the top models having an

R2 value of approximately 0.815.

The predicted vs. actual plots can be found in the ESI [30] (model fit plots). These

showed a fairly uniform distribution of the residuals with little in the way of outliers

or skewing of the residuals and fairly similar appearance for all of the models. The

9the subset of descriptors can be found in the ESI
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Figure 3.11: Log(1/EC50) fit for ALOGPs and ALOGPs-sq model

No.
of

Par.
Descriptors R2 R2

adj

3 ALOGPs ALOGPs-sq Mv - 0.791 0.776
3 ALOGPs ALOGPs-sq J3D - 0.790 0.775
3 ALOGPs ALOGPs-sq Mp 0.786 0.770
3 ALOGPs ALOGPs-sq nH - 0.782 0.766
3 ALOGPs ALOGPs-sq AMW - 0.777 0.762

3 ALOGPs ALOGPs-sq J - 0.769 0.753
3 ALOGPs ALOGPs-sq E3u - 0.768 0.754
3 ALOGPs ALOGPs-sq ARR - 0.765 0.749
3 ALOGPs ALOGPs-sq Density (g/cm3) - 0.762 0.746
3 ALOGPs ALOGPs-sq Surface tension (dyne/cm) - 0.759 0.741

4 ALOGPs ALOGPs-sq nCIC J3D 0.816 0.799
4 ALOGPs ALOGPs-sq nH J 0.815 0.797
4 ALOGPs ALOGPs-sq AMW J 0.815 0.797
4 ALOGPs ALOGPs-sq AMW J3D 0.814 0.796
4 ALOGPs ALOGPs-sq J3D Ui 0.814 0.796

4 ALOGPs ALOGPs-sq Density (g/cm3) J3D 0.814 0.795
4 ALOGPs ALOGPs-sq Density (g/cm3) J 0.812 0.794
4 ALOGPs ALOGPs-sq Parachor (cm3) nH 0.810 0.791
4 ALOGPs ALOGPs-sq Molar refractivity (cm3) nH 0.809 0.789
4 ALOGPs ALOGPs-sq Polarizability (cm3) nH 0.809 0.789

Table 3.3: Best fitted 3 and 4 parameter models, ranked by R2 values.
4 parameter models are fitted with a small subset.
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addition of an extra parameter increased the R2 value as could be expected, but showed

no particular affinity for a particular single descriptor over others.

3.5.1.3 Bootstrap Validation

After running the ‘fit all models’ fit, 95% confidence intervals were obtained for a selected

number of models from the linear fit least-squares analysis. These included the ALOGPs,

ALOGPs-sq model, 5 three parameter models and 4 four parameter models.

These models were also run through a bootstrap method in R to obtain confidence

intervals a as method of validation.10 Due to the distribution of the data being heavily

biased towards the middle of the ALOGPs range, a stratified selection was utilised within

the bootstrap function to ensure that the selection always included a range of points

from the upper and lower ends. Using the bootstrap package, boot, in R, [22, 141, 142]

the data were sampled from the full dataset and the fit model statistics calculated, and

this was repeated using a resampling of the dataset 999 times. Comparing the confidence

intervals for the bootstrap fit and the linear least squares prediction was a method to

examine how robust the fits are.

The coefficients and confidence intervals for the best 2, 3 and 4 parameters models are

shown in Table 3.4 and it can be seen that the confidence intervals obtained using the

bootstrap function were well aligned with the confidence intervals obtained directly from

the linear fit.11 This suggests that the fits are quite robust. The most variation comes in

the coefficient for the intercept with a much narrower range in the confidence intervals

for the ALOGPs and ALOGPs-sq coefficients.

As shown by the models described in Table 3.3, there were a large number of calculated

descriptors that seemed to offer potentially useful additional descriptive power to the

fits, but without any clear advantage of one descriptor over the others (apart from the

clear importance of log P).

Another avenue of investigation for selection of descriptors was principal components

analysis (PCA) or partial least squares (PLS) as these create new descriptors with a

combination of the original descriptors. PCA was carried out with 4 PCs calculated;

however, the resultant fit had almost no correlation with log(1/EC50) and obliterated

the interpretability of the models in terms of contributions of the terms to the models.

Returning to the initial investigation into pKa distribution, Section 3.2.2.5 suggested a

different avenue of investigation. This was through a classification approach, modelling

subsets of the compounds based on the structural features of the molecules.

10R Code can be found in the ESI [30] - C3 TambAnionTransport/RCode
11Further confidence intervals for other models can be found in the ESI - model coefficients CI
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Model
Parameters

ALOGPs
ALOGPs-sq

ALOGPs
ALOGPs-sq

Mv

ALOGPs
ALOGPs-sq

nCIC
J3D

R2 0.629 0.791 0.816

C
O

E
F

F
IC

IE
N

T
S

Intercept -0.579 3.362 -5.105

Linear fit
2.5% C.I. -1.165 1.838 -7.579

97.5% C.I. 0.008 4.887 -2.632

Bootstrap
2.5% C.I. -1.108 2.159 -7.681

97.5% C.I. -0.086 4.419 -2.694

ALOGPs 1.203 1.372 1.284

Linear fit
2.5% C.I. 0.903 1.135 1.056

97.5% C.I. 1.504 1.610 1.511

Bootstrap
2.5% C.I. 0.904 1.126 1.087

97.5% C.I. 1.470 1.579 1.493

ALOGPs-sq -0.133 -0.158 -0.146

Linear fit
2.5% C.I. -0.168 -0.186 -0.172

97.5% C.I. -0.098 -0.129 -0.120

Bootstrap
2.5% C.I. -0.166 -0.190 -0.173

97.5% C.I. -0.093 -0.123 -0.116

3rd Parameter -6.616 0.411

Linear fit
2.5% C.I. -9.063 0.057

97.5% C.I. -4.168 0.764

Bootstrap
2.5% C.I. -8.432 0.064

97.5% C.I. -4.473 0.796

4th Parameter 1.587

Linear fit
2.5% C.I. 0.808

97.5% C.I. 2.367

Bootstrap
2.5% C.I. 0.796

97.5% C.I. 2.330

Table 3.4: Coefficients and confidence intervals for the best two, three and
four parameter models
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Figure 3.12: Backbone structure of Tambjamine molecule derivatives

3.6 Classification of Compounds

3.6.1 Dataset splitting by substituent

All of the compounds in this dataset had a structure containing the same bipyrrole core,

see Figure 3.12. From this backbone structure, there were 3 main positions (R4, R5,

R6) in which the structures differed, these could be used to classify the compounds. The

substituent at the base of the ring (marked by R4) was either OMe or OBn. The top

substituent at the enamine position (marked by R5) was either non aromatic (signified

by NH) or aromatic where the aromatic ring was benzene (signified by NH-Ar) with a

few exceptions. There was also an ‘R’ substituent attached to either the NH or NH-Ar

group (marked by R6). This ‘R’ group varied quite significantly and included alkyl

groups, halogens, alkyl halogens etc.

In the case of the incorrect pKa grouping that was discovered previously, the grouping

of datapoints appeared to correspond to structural differences at the R5 position. All

of the ‘high-pKa’ value compounds had an aromatic (NH-Ar) group in the R5 position

and all of the ‘low-pKa’ value compounds had a non-aromatic (NH) group in the R5

position. As the ‘pKa values’ showed some splitting of the ALOGPs vs. log(1/EC50)

plot previously (Fig.3.5), this led to investigation of how changes in all substituents

affected the correlation in the dataset.

Due to the presence of multiple positions at which structural differences occurred each

split of the dataset investigated was an isolation of a single type of structural change.

For each comparison it was necessary to create a subset of compounds which contained

a sufficient number of compounds to enable identification of a trend. Many of the

compound subsets for the ‘R’ group (R6) only contained 2 or 3 compounds which was

not sufficient for analysis.
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In the ring position (R4), out of 43 compounds, 10 had OBn as the substituent and 33

had OMe. In the enamine position (R5), 19 compounds had an NH substituent and

22 compounds had the NH-Ar substituent, with two compounds that did not fit into

either group; one compound had pyridine (py) and the other compound CH2-py. In

the R-type position (R6) the compounds were split across 7 groups, the most populated

group was the alkyl group, containing 28 compounds, the remaining 15 compounds fit

into six other groups. Compound structures can be seen in Figure 3.10 on page 77.

After the compounds were classified into their groups for the 3 substitution positions it

was possible to plot the data to identify the presence of any splitting. The data plotted

was ALOGPs vs log(1/EC50) assuming a parabolic fit. The plots generated by this are

shown in Figure 3.13.

Plot (a) shows the dataset split by Ring substituent (R4), this indicated the possibility

of a slight shift in the position of the optimum ALOGPs; however, there were not

sufficient datapoints on the low end of the ALOGPs scale for the OBn group to confirm

this theory.

Plot (b) shows the dataset split by Enamine substituent (R5) this showed a more signi-

ficant split between the non-aromatic (NH) and aromatic (NH-Ar), with the NH group

having a higher peak log(1/EC50) value. The optimum ALOGPs value appeared to be

the same between the groups. This may be due to the electronic effect of the aromatic

ring on the anion binding site of the enamine and pyrrole ring. Although the effect of

changing OMe to OBn was found to have little affect on chloride binding (Ka) [139] no

binding values were available for comparison of the NH/NH-Ar substituent change.

Plot (c) shows the ‘R-type’ split (R6), the alkyl group showed a strong parabolic rela-

tionship; however, the other groups were not highly populated so little correlation could

be made within those groups. The reason for this was that in the non-aromatic group

the main substitution possible is an alkyl chain, but in the aromatic group a wider vari-

ety of substitutions can be made on the benzene ring. Since the substitutions were only

present in the para position it limits the number of compounds that will have the same

R-type substituent. More compounds would be required to determine if any splitting

occurs due to the R-type substituent.

3.6.2 Mixed effect models

Further modelling that was carried out utilised the lme4 package in R [143]. This package

allows the use of an entire dataset to fit the curve of a parabola, whilst allowing subsets

of data to adjust the positioning of the curve by changing the intercept. Due to the

size of ‘R-type’ groupings, only the alkyl R-group compounds were selected for further

analysis.
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(a) Ring Substituent

(b) Enamine Substituent

(c) R-type Substituent

Figure 3.13: Parabolic fits of ALOGPs vs log(1/EC50) - splitting compounds
by substituents
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A linear mixed effect model (lmer) was run for the subset of the compounds containing

an alkyl R-Type, modelling the dataset to the form:

log(1/EC50) = a+ b ∗ALOGPs+ c ∗ALOGPs2

with further splitting being done by the enamine substituent (R5). The resulting plot

for all compounds with an alkyl R-type is shown in Figure 3.14, and the coefficients are

shown in Table 3.5.

Figure 3.14: lmer fit for alkyl R-type for OMe and OBn substituents
Points coloured by enamine-substituent: black - NH, green - NH-Ar.

Shape by ring-substituent: circle OBn, triangle OMe

Enamine
substituent

Intercept ALOGPs ALOGPs-sq

NH -0.6255
1.3728 -0.1560

NH-Ar -0.8531

Table 3.5: Coefficients for lmer model for alkyl R-type,
both OMe and OBn substituents

Narrowing the subset further by taking only the OMe ring substituted compounds (20

of the 28 alkyl compounds) and carrying out the lmer model produces the plot in Fig-

ure 3.15 and the coefficients in Table 3.6.
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Figure 3.15: lmer fit and model for the alkyl R-type, OMe ring substituent
Points coloured by enamine-substituent: black - NH, green - NH-Ar

Enamine
substituent

Intercept ALOGPs ALOGPs-sq

NH -0.9557
1.6373 -0.1920

NH-Ar -1.3088

Table 3.6: Coefficients for lmer model for alkyl R-type,
OMe ring substituent only

The use of the lmer model allowed for adjustment in the vertical positioning of the

parabola, which fitted the split present for the enamine substituents. It is possible

that the other substituents may require horizontal translations instead to provide a

change in the optimum log P. This was indicated as a possibility by the OBn/OMe split

plot (Figure 3.13a) but there were not enough points with low log P to make a robust

conclusion. Although a shift in peak activity could be expected to be affected by the

substituents the optimal lipophilicity may be affected more by the type of membrane

through which the compounds are moving.
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3.6.3 Structural changes due to substituents

Figure 3.16 shows the overlaid 3D structures of 3 tambjamine molecules (optimised

in Marvinsketch) with attempted alignment of the structures. These three structures

are representative of the variety of substitution patterns, to see how the substituent

changes affect the 3D molecule. Although the structures were 3D ‘optimised’ this is not

the conditions that they would be under in a cellular environment. Molecular simulation

would be required to get more accurate conformations.

Figure 3.16: Overlaid 3D structures for tambjamines with different
substitution patterns - side on and top down views

light green - Tambjamine 7, red - Tambjamine 25, grey - Tambjamine 37
see Figure 3.10 for 2D structures

This shows the mainly planar core of the two rings in the backbone. The OMe or OBn

group which is present directly neighbouring the ring does not appear to significantly

change the ’depth’ of the molecule as the OBn lies in a parallel plane to the core

rings (indicated in the grey molecule); however, the OBn does extend a fair distance,

increasing the ‘width’ of the compound in comparison to the OMe molecules.

The presence or absence of the aromatic group neighbouring the NH appears to have

more of an effect on the overall size/shape of the molecule. It also increases the ‘width’ of

the compound compared to the backbone, additionally the long side chain (on the green

molecule) significantly increases the ‘depth’ of the molecule in this overlay. However,

this side chain would be relatively flexible to undergo twisting changes to form the lowest

energy structures.

The changes in 3D conformation may be an underlying cause for the changes in the

transport activity, as the steric bulk affects how efficiently a molecule can move through

the lipid membrane. This would require additional molecular simulations structural
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Figure 3.17: Splitting the Dataset into compound subsets,
excludes sets with < 3 datapoints

conformations of the molecules before further investigation could be carried out. A

measurement of how wide the molecule is, or a ratio of maximum height to width could

be plotted against the log(1/EC50) values to look for correlations.

3.6.4 Combined substituent grouping

In addition to splitting the data by a single substituent the compounds can be classified

using all three substituents to fully classify the molecule substituent pattern of the

molecule. This resulted in 12 classification groups, with 6 of the groups containing 2

compounds or less which could not be fitted. The remaining 6 classification groups

were fitted to a parabolic curve modelling ALOGPs against log(1/EC50). The resultant

curves are shown in Figure 3.17 with their equations in Table 3.7.

These parabolas produced strong fits for most of the groups; however, the small size of

many of the groups mean that these fits may not properly reflect the behaviour of that

compound group and they would not be reliable for fitting new compounds. Additional

compounds would be required to provide better justification of the fits for the smaller

sets. The only compound group which contained a sufficient distribution of compounds

was the OMe.NH.Alkyl group which produced a very strong fit with ALOGPs. The
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Sub Group Equation R2

OBn.NH.Alkyl Y = −4.783 + 2.737 ∗ALOGPs− 0.2656 ∗ALOGPs2 0.84

OBn.NH-Ar.Alkyl Y = −0.2663 + 0.7575 ∗ALOGPs− 0.06513 ∗ALOGPs2 0.999

OMe.NH.Alkyl Y = −0.8097 + 1.509 ∗ALOGPs− 0.1707 ∗ALOGPs2 0.97

OMe.NH-Ar.Alkyl Y = 0.1699 + 1.088 ∗ALOGPs− 0.1456 ∗ALOGPs2 0.999

OMe.NH-Ar.Halogen Y = −6.332 + 4.936 ∗ALOGPs− 0.7501 ∗ALOGPs2 0.48

OMe.NH-Ar.O-R Y = −13.52 + 9.364 ∗ALOGPs− 1.42 ∗ALOGPs2 0.98

Table 3.7: Model equations and R2 values for quadratic fits of compound
grouping shown in Fig.3.17 modelling for log(1/EC50)

OMe.NH-Ar.alkyl group also produced a very strong fit; however, it only contained

datapoints on half of the parabola.

The equations for the parabolas were produced in the form:

log(1/EC50) = a+ b(ALOGPs) + c(ALOGPs)2 (3.2)

However, these equations could be transformed into the following form giving a definition

in terms of an overall maximum and a parameter that describes the shifts away from

this point, such as:

y = ymax+ k(x− xmax)2 (3.3)

Where y = log(1/EC50), ymax is the maximum log(1/EC50) value, k is the slope, x

is ALOGPs, and xmax is the optimum ALOGPs value, which produces the highest

1/log(EC50) value.

3.7 Underlying data

Throughout all of the analysis discussed so far the data used was obtained from pro-

cessed values. These values all have a large amount of raw data which is used in their

calculation. Some of this data was incorporated into the ESI of our paper [144] in the

form of chloride efflux plots and Hill plots.

Chloride efflux plots are a plot of chloride efflux over time and the gradient of the curve

is used in the calculation of initial rates of chloride efflux (kini). QSAR models can use

kini as an alternative measure of anion transport ability. Hill plots are plots of chloride

efflux at 290s against concentration of transporter and are used in the determination of

the EC50 value through the Hill equation, see Section 3.7.1.

The use of processed data can often mask behaviour as it only produces a single value,

so examination of the raw data is a useful tool to check for unusual behaviours or

mechanisms that may be present.
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Figure 3.18: Example of a well fitted Hill plot - compound 24

3.7.1 Hill plots

The Hill equation is used in anion transport to fit plots of response against transporter

concentration and allow calculation of the transport ability through EC50. The Hill

equation is as follows:

V =
Vmax ∗ [T ]n

(K0.5)n + [T ]n
(3.4)

Where V is the reaction velocity (in this case chloride efflux), Vmax is the maximum

possible velocity for the reaction, [T ] is the concentration of transporter, n is the Hill

coefficient and K0.5 is the concentration which gives rise to V that is half of Vmax. When

Vmax is 100% chloride efflux the value of K0.5 is equal to the EC50 value which has been

used throughout this research. An example of a plot fitted using the Hill equation can

been seen in Figure 3.18. The parameters that are fitted are Vmax, K0.5 (given as EC50)

and n.

This equation is closely related to the Michaelis-Menten equation for enzyme kinetics.

When n = 1 the equation is the same as the Michaelis-Menten equation given below:

V =
Vmax ∗ [S]

Km + [S]
(3.5)

Where V , Vmax are the same as Eq. 3.4, [S] is the concentration of substrate and Km

is the Michaelis constant (substrate concentration at which the reaction rate is half of

Vmax) which is the same as K0.5.

These equations are both used to model the kinetics of reactions by enzymes or transport

by transporters and their dependence on concentration of substrate. The Michaelis-

Menten equation is used to model simple systems or enzymes where a single ligand is
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bound. In more complex systems that allow binding of more than one ligand with co-

operativity (where the binding of a ligand affects the subsequent binding of ligands) the

Hill equation is applied. [145]

These curves indicate saturation of the transporter through the asymptotic behaviour of

the curve, where it reaches Vmax. In these transport experiments this is the transporter

reaching 100% efflux by a given time. Further increase in concentration of transporter

cannot increase the amount of chloride transported above this amount.

The value of K0.5 or Km is the inverse of the apparent efficacy of the transporter. A low

value of K0.5 indicates that a low concentration of transporter is required to reach 50%

efflux (high efficacy), whereas a high value of K0.5 indicates that a large concentration

of transporter is required to reach 50% efflux (low efficacy).

The value of n (Hill coefficient) provides a measure of the binding co-operativity. Where

n > 1 it indicates positive co-operativity between ligands, where n = 1 it indicates no co-

operativity and where n < 1 it indicates negative co-operativity. The Hill coefficient is

sometimes taken as the number of ligand binding sites present on the molecule, however

this is an erroneous conclusion. [146]

In anion transport chemistry the analysis of Hill coefficients suggest that the co-operative

binding is present for the transporter molecules rather than additional anion molecules,

with Hill coefficients n > 1 typically being considered evidence of molecular systems

containing more than one monomer. [147] However, there are many molecular systems

which are known to self assemble but give low Hill coefficients and compounds that give

n > 1 when they only exist as a momomer. Due to this the values of Hill coefficients

should not be considered strong evidence for a specific type of system. The plots provide

the transport ability through EC50 and may provide some indication of the binding

methods but they should be verified through other experiments.

3.7.1.1 Examination of Hill plots

Examination of the Hill plots showed that the majority of the compounds had a good

fit for the Hill equation with little deviation. However, low activity compounds required

multiple additional measurements at higher concentrations to allow the curves to be ad-

equately fit. Although the measurements for low activity compounds were more difficult

to obtain, the measurement of ‘bad’ compounds were necessary to allow analysis and

fitting of the dataset as a whole.

A number of compounds had only a single repeat of the transport experiment carried out.

These could have benefited from repeat experiments, especially if the points deviated

slightly from the Hill equation curve. In particular a compound with a poor fitting Hill



92 Chapter 3 Tambjamine Anion Transporters

Figure 3.19: Hill plot for compound 43 showing unusual behaviour

plot was compound 43, which can be seen in Figure 3.19. The data points indicated the

potential presence of a sigmoidal curve, although the curve did not fit to this shape.

The presence of a sigmoidal Hill curve is usually accompanied by a large Hill coefficient

and is considered evidence for co-operative or multisite binding [146]; however, as x-

ray structures for some tambjamine compounds showed only a single binding site [137],

multisite binding would be an unlikely occurrence. Further repetition should be carried

out to identify if the previous measurements were erroneous, and if not the binding of

the compound should be investigated further.

Due to the unusual behaviour of the Hill plot for compound 43 the EC50 value for this

compound was validated through an alternative method. For this the correlation of

log(1/EC50) vs log(1/kini)-(R
2=0.913, RMSE=0.14) was used in the prediction of the

value of EC50 [144]. But repetition of the transport experiments would be a preferable

route of action.

Across the tambjamine group the Hill coefficients were approximately n=1 for the ma-

jority of compounds which aligns with the suggestion of a single binding site on the

molecule. If the assumption is made that no co-operative binding is occurring, due to

the single binding site, then the data could be modelled using the Michaelis-Menten

equation (Eq. 3.5) instead of the Hill equation. If further investigation were carried out

then the data could be examined to see how the use of the Michaelis-Menten equation

affects the calculated EC50 values.
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(a) Compound 37 - No induction period (b) Compound 25 - Short induction period

(c) Compound 21 - Long induction
period

(d) Compound 19 - Undetermined induction
period

Figure 3.20: Chloride efflux plots for Tambjamine compounds showing
different induction periods

3.7.2 Induction Periods

The chloride efflux plots in the ESI of our paper [144] (image form) were examined and

induction periods were observed in a number of the plots. An induction period is an

initial phase where the ‘reaction’ proceeds at a slower rate which later accelerates. [148]

In the case of anion transport it could indicate an interaction with the membrane.

The behaviour of the chloride efflux curve was categorised into 5 groups with respect

to induction periods: none - no evidence of induction period, short - slight evidence of

induction <15 secs, medium - 15-50 secs, long >50secs, unknown - compounds with no

obvious induction, but fitted to a linear regression. Examples of the curves can be seen

in Figure 3.20. For two of the unknown compounds the chloride efflux was not measured

for the full 360 seconds, this may have contributed to the inability to fit the compound

to the curve. Compound 7 was only measured for 50 seconds and compound 20 for 90

seconds.
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Figure 3.21: Log(1/EC50) vs ALOGPs - split by enamine substituent and
coloured by induction period length, only NH-alkyl and NH-Ar-R groups

This length of induction period was then used in examination of the data to see if any

trends or grouping could be identified. A number of observations can be made about

the plots, demonstrated in Figure 3.21.

• All of the compounds with no induction period belonged to the NH-Ar group.

• Compounds with an unknown induction period are the furthest outliers on the

log P range.

• Compounds with a long induction period are next furthest out in log P.

• The short and none groups occupy the central portion of the log P range.

While the presence of the induction period for compounds on the ends of the log P

scale is likely due to the transporter’s interaction, or lack of, with the lipid bilayer the

possibility of an alternative method to mobile carrier has not been conclusively ruled

out in experiments.

3.7.3 Fitting chloride efflux curves

The chloride efflux plots shown in Figure 3.20 were used in the calculation of kini. The

method used by the Quesada group for determination of kini involved the measurement of

chloride efflux over time and fitting the data to a non linear regression with 3 parameters

shown in equation 3.6a, where y is chloride efflux (%) and x is time (s), kini was then

calculated through equation 3.6b. Some compounds fits were alternatively fit to a linear
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regression in the form y = m ∗ x+ c where m was the kini.

y = a− b ∗ cx (3.6a)

kini = −b ∗ ln(c) (3.6b)

This equation of fit was re-examined as a number of compounds did not appear to fit

this equation very well. Examining the kinetics of the chloride transfer this reaction

(Clin → Clout) can be modelled through a first order rate equation (eqn. 3.7), where y

is chloride efflux (%) and x is time (s).

y = a(1− e−kt) (3.7)

The raw data used to calculate the initial fits were obtained from the researchers. Re-

examination of the raw data was carried out for a selection of compounds, a subset was

selected as the process of extracting the data was lengthy. The data consisted of many

folders each with multiple spreadsheets containing transport experiments and multiple

repeats for each compound.

The values for chloride efflux over time were extracted for compounds 1, 8, 11, 21, 25, 30

and 37 and the values from multiple repeats were averaged. This raw data was refitted

in R using a non-linear regression fitting to equation 3.7. No fit could be produced for

compound 21 (Figure 3.20c), which had initially been fit with a linear equation.

Figure 3.22: Plot of initial kini (eqn.3.6a) vs. recalculated kini (eqn.3.7)
for 6 compounds, with y = x line
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(a) Initial fit (eqn. 3.6a) (b) Refitted (eqn. 3.7)

Figure 3.23: Comparison of chloride efflux fits for compound 30

A strong correlation was shown between the two equations for most compounds, except

compounds 25 and 30 which gave a sizeable discrepancy. Figure 3.22 shows the plot

of the values from the two equations with a line of y = x. Both compound 25 and 30

exhibited a short induction period which likely is a factor in the difference. A comparison

of the two fits for compound 30 can be seen in Figure 3.23.

While the initial equation fitted the main section of the data better, it produces a

negative intercept which is not a physical possibility; however, the refitted equation

always has a 0,0 intercept. The initial fit equation leads to a potential overestimation

of the initial rate of kini as it largely excludes the induction period. The presence of an

induction period in the transport is an important aspect of the action. If kini was to be

used as the measure of activity in models further investigation would be required as to

which calculation is the more appropriate measure of the kini, and if the 3 parameter fit

(eqn. 3.6a) is used whether it should also include some measure of the induction period

present.

3.8 Implication of Experimental Error

As in Chapter 2 - Section 2.4.1.4 the experimental error of the tambjamine compounds

was investigated through examination of the error values for transport ability (EC50),

determined from a Hill plot. These errors were obtained from the ESI of our paper [144],

with the errors being propagated through to give error values for the log(1/EC50) val-

ues.12

12Spreadsheet containing log(1/EC50) errors can be found in ESI
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Once obtained these errors were used in a plot of log(1/EC50) against ALOGPs (Fig-

ure 3.24) to see their magnitude and the implication of their presence with respect to

the quadratic fit.

Figure 3.24: Plot of log(1/EC50) against ALOGPs showing error bars,
compound 43 marked by ×

The errors within the tambjamine dataset were on the whole slightly larger than those

of the Gale group dataset (Chapter 2), with 7 compounds having an error greater than

0.1 log units and 12 compounds having an error between 0.05 and 0.1 log units. Only

one compound contained an error of concerning magnitude. This was compound 43,

marked on the plot by ×. The error in log(1/EC50) for this compound was 0.45 log

units.

The error for compound 43, calculated from the Hill plot shown in Figure 3.19, was very

large compared to all other compounds. The Hill plot curve did not exhibit a good fit

to the data; however, only a single repeat was available so it could not be determined

if there was an erroneous measurement. As compound 43 was one of only a few high

lipophilicity compounds in the dataset the log(1/EC50) value was validated through the

correlation of log(1/EC50) and log(1/kini), see appendix - Figure B.2. The predicted

and Hill calculated log(1/EC50) values were well aligned with a difference of only 0.08

log units and as such compound 43 was allowed in further modelling. Additional repeats

would be recommended for this compound if further modelling was undertaken on this

dataset, or an expansion of it, as this datapoint is highly leveraging.
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Figure 3.25: Plot of log(1/EC50) against ALOGPs showing error bars, split by
enamine substituent

Considering the rest of the dataset, the errors would not have a large effect on the type

of fit with the data still supporting the quadratic fit rather than a linear relationship.

The magnitude of the errors also did not appear to be skewed to the extremes of either

log(1/EC50) or ALOGPs.

The splitting of compounds through the enamine substituent, examined in ‘Classification

of Compounds’, was carried out, shown in Figure 3.25. It indicates that most of the

compounds with larger errors belong to the the NH-Ar group (excluding compound 43

from consideration). The errors in the NH group strongly support the quadratic fit;

however, the errors in NH-Ar group show more variation around the curve in addition

to the weaker fit. Further investigation would be advisable for this group to ensure these

errors were correctly calculated from the Hill curves and investigate possible causes for

the larger error within this group.

As with the errors discussed in Section 2.4.1.4 these errors are only from the calculation

of EC50 and do not fully propagate the errors from the individual experiments. In

this dataset some compounds only contained a single repeat of the Hill plot experiment

(example curves in Figure 3.18 & 3.19) and as such the reliability of the results cannot

be confirmed with a high degree of certainty. Further repeats of the experiments would
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be advised for the production of robust models; however, care must be taken with the

propagation of errors from multiple repeats to ensure appropriate errors are calculated.

Additional investigation should also be done into the errors in the underlying data.

However, as discussed in Section 3.7, the process of examining the raw data is extremely

time-consuming. Due to this, closer examination of the experimental error was not

undertaken at this time.

3.9 Combined Anion Transporter Dataset

To allow expansion of the classifications examined in this chapter, the anion transporter

dataset was expanded by combining this dataset with the anion transporters studied in

Chapter 2. The transport experiments for these compounds were all carried out with the

same procedures so their transport abilities (EC50) can be compared. The combination

of these two sets gave a database of 157 compounds.

The database was further expanded through the extraction and addition of new com-

pounds from the Gale group which had been published since the initial data extraction,

as well a number of tambjamine compounds that were not previously published.

In new research [149] a different assay was developed to measure the chloride ion trans-

port rather than the Cl-/NO3
- exchange method used in the initial papers. The change

was due to finding that the nitrate transport in the Cl-/NO3
- exchange was rate-limiting

for some compounds. [150] This change in methods meant it would not be possible to

directly compare the data using the new method to the previous EC50 values.

There were 9 additional papers which used the existing method of determining chloride

transport. [151–158] From these papers 52 compounds were extracted following the same

procedure as the initial anion transport dataset (see Section 2.2).

These were combined with the initial compounds extracted from the Gale group papers

(Section 2.2) and the tambjamines examined in this Chapter. Following exclusion of

duplicates the dataset contained 199 compounds, of these 160 had EC50 measurements.

All compounds were categorised by compound type; based upon the paper and existing

compound groups. Most of these new compounds belonged to the urea, thiourea and

squaramide compound types, but there were also completely new compound groups

including isophthalamides [155] and perenosins [151]

Figure 3.26 shows the resultant plot of log(1/EC50) vs ALOGPs for the combined anion

dataset coloured by compound group. Groups with < 3 compounds were excluded from

the plot for clarity. It can be seen that the compounds cover a diverse range of anion

transport efficiencies and lipophilicity values.
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Figure 3.26: Combined dataset (initial Gale, tambjamines and new Gale
compound) - plot of ALOGPs vs log(1/EC50) coloured by compound group

Significant further categorisation would be required before modelling of the parabolas

could be attempted. Particularly in the thiourea and urea parent groups which encom-

pass a significant variety of compound subtypes. However, as discovered in the research

in Chapter 2 the use of compound subtype as a classifier requires more investigation to

ensure that the same method of classification is used across all compounds.

In addition to classification by the chemical functional groups, the physical action of the

compounds should be investigated as discussed in Section 2.4.4.1. There is evidence in

some papers that some compounds may not act via a mobile carrier mechanism which

could impact significantly on the model. [102,155]
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3.10 Discussion & Future Work

This area of research successfully examined a set of tambjamine compounds with a

common structural backbone, using QSAR analysis to gain additional insight into the

behaviour of these molecules with a focus on the affect of lipophilicity on the anion

transport ability.

Examination of existing models highlighted a number of important issues in the model

process:

• Researchers must endeavour to always include sufficient and unambiguous inform-

ation on their processes and files to allow another researcher to reproduce their

work.

• Test/training set splitting were not optimal for this data due to leveraging data-

points at the extremes of the dataset.

• Regions of the lipophilicity range were sparsely populated - this was mitigated by

the synthesis of additional compounds.

Modelling the full dataset highlighted the importance of the lipophilicity descriptor;

however, the models were not significantly improved by the by the addition of a 3rd

or 4th parameter with multiple parameters all giving similar minor improvement to

the model. The two-parameter model of ALOGPs and ALOGPs-sq provided a strong

position for further investigation.

Splitting in the lipophilicity plot was initially identified by the pKa enamine descriptor;

however, these values were determined to have been calculated incorrectly. This promp-

ted investigation into underlying structural features in the molecules that could cause

splitting of the parabola.

Splitting was carried out by the individual substituents at 3 points on the core backbone.

This gave the most pronounced effect for the R5 (enamine substituent) where the non-

aromatic (NH)/ aromatic (NH-Ar) substituent change indicated a shift in the position

of the peak effectiveness, log(1/EC50) with the same optimum log P value for the two

groups, this aligned with previous observations of an optimum log P of 4.2 [138]. The

shift in peak log(1/EC50) was modelled through the use of mixed effect models, fitting

the parabola curve with the whole dataset and using the subsets to determine the vertical

shift. The R4 (ring substituent) change from OMe to OBn indicated the possibility of

a shift in the position of the optimum log P value; however, this was not supported by

enough datapoints.

Classifying the substitution pattern fully by the combination of the three substituents

gave a number of multiple promising fits; however, many of the subsets did not contain

sufficient datapoints for robust conclusions to be made.
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The equations generated from full classification could be transformed into a form defined

in terms of a maximum and a parameter that describes the shifts away from this point,

such as:

y = ymax+ k(x− xmax)2

Where y = log(1/EC50), ymax is the maximum log(1/EC50) value, k is the slope, x

is ALOGPs, and xmax is the optimum ALOGPs value, which produces the highest

1/log(EC50) value.

For carrying out this further research it would be beneficial to synthesise additional

compounds with specific substitutions to give a larger number of compounds within a

structural subset. This research did not begin with the intent of splitting the com-

pounds into subsets, as such the dataset had a few groups that were well populated and

a large number of groups that only contained 1 or 2 compounds. Synthesising additional

compounds with specific alterations, in particular non-alkyl substituents, could further

populate the smaller subsets. This would allow further identification and comparison of

the parameters for different subsets and whether or not these parameters could be mod-

elled to predict the values for a compound not present in an existing subset. Expansion

would also allow use of external validation methods, as traditional external validation

was not possible on the majority of the sets as it would have reduced the number of

datapoints available for model building to an unacceptable level.

Additional compounds that are synthesised should not only be selected from compounds

that are expected to perform well. It is necessary to also create compounds that are

bad anion transporters as this provides a more complete picture of the transporter

behaviours.

Continued examination should be made into the raw data obtained in the calculation

of the EC50 and kini values as there may be more complex interactions occurring which

provide further information to explain variation in the fits. In particular, additional

investigation is needed into the chloride efflux plots and whether additional parameters

from the fits should be incorporated if kini is used in models.

Other avenues of investigation include: examination of chloride binding and molecular

shape. Values for chloride binding were not available for these compounds. However,

measuring these could provide important insight into the overall transport ability as the

process of transporting an anion relies on both the compounds ability to bind an anion

and its ability to pass through the membrane. Molecular size/shape is something that

was affected by the changes in substituent, use of molecular simulations for a selection

of models would give further insight into how the substituent changes affect the overall

size of the molecule and any impact they have on the anion binding site.

The tambjamine data obtained here were also combined with the anion transporter data

collected in Chapter 2 and newly synthesised compounds to create a database of 199
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anion transporter compounds. This combination of datasets gives a large amount of

information from which further insight could be gained.

Although the analysis of the Gale group dataset did not provide models that were as

promising as the tambjamine dataset, the insights from the tambjamine dataset can

hopefully be applied to the expanded dataset to provide a better understanding of the

whole dataset and identify if the effect of the presence of ‘substituents’ or chemical

groups can be generalised when the backbone structure is not uniform.

For the application of models across the wider dataset there are a number of areas that

should be investigated more closely. These relate firstly to the underlying data behind

all compounds. The presence of many possible binding modes, methods of actions

and additional interactions in the wider datasets makes it important to identify the

behaviour which the model should apply to and flag any compounds that lie outside of

this behaviour. Including compounds which operate via different actions as though they

were part of a single group will distort the models.

Secondly the determination of groupings will need further attention. In the tambjamine

dataset this was carried out through changes on a structural backbone; however, the

expanded dataset does not contain a backbone across all structures. Compound sub-

types were investigated but these require a more rigorous approach to their assignment.

Classification using a taxonomy such as ClassyFire [27] should be investigated further

to see if this can provide adequate classification.





Chapter 4

Data Handling and Visualisation

In any work, irrespective of the field of research; the creation, storage and use of data is

central to all work. Since the data are of key importance to the research it is necessary

to ensure that the data is handled adequately from the point of creation to the point of

dissemination [159].

Throughout this research observations have been made about data storage and access,

note-keeping and data visualisation which are important aspects in the data lifecycle.

4.1 Data Storage and Access

The proper storage of data is a crucial requirement to allow subsequent retrieval and

analysis, which in itself is a crucial aspect of research. The need for well-curated data

applies not only to the scientist creating the data but also to any researcher wanting to

use the data at a later stage.

As computer systems have progressed in their development, the quantity of chemical

data produced has massively increased [160]. The expansion in data means it is more

important to ensure that the data produced are adequately stored, otherwise the data

may be lost entirely or become meaningless strings of numbers.

Although the quantity of data has exploded, the methods through which these data

are handled, stored and analysed has not evolved at the same pace. In chemistry the

adoption of data sharing and open access has been slow in uptake [161], mainly driven

by policies from institutions and funding bodies.

As discovered in the QSAR sections of this research it was not always easy to access the

data underpinning scientific research nor simple to extract the data in a fashion that

allowed further examination or verification. Data in this respect can refer not only to

105
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the actual measurements but also chemical structures and in the case of processed data

the source code.

To facilitate good storage of data and allow verification and reproduction of work by an

external party a number of observations have been made about principles that should

be adhered to as much as possible, some of these are general principles and some apply

mainly to publication or dissemination of data: [114,161,162]

• Always save data files in an openly accessible format rather than a proprietary

software file, this allows easy access and maximises future-proofing

• Ensure files are backed up to minimise risk of loss, many institutions have hosted

file systems designed with this in mind

• Store files in a logical system, preferably with an index or key

• Include units - if these cannot be included unambiguously in a datatable ensure

that the format of the data is fully described alongside the datatable

• Always provide structures in machine readable form, in a commonly used format

(SDF or InChI) rather than, or in addition to image/pdf format

• Include data in a data format rather than pasting tables to pdf

• Where possible include script files or parameters for processing data in readily

available software

• When adding data to a repository include metadata which describes the data

4.2 Note-keeping

Alongside the production and storage of datafiles, it is also necessary to record the notes

of the researcher as they carry out their work. This not only provides context to the

data but also parameters under which the data was obtained and frequently additional

information that does not get included in the publication of the research. [163]

In the case of scientific experiments thorough note-keeping is often a legal and safety

requirement to ensure that sufficient documentation is kept in case of an accident or

incident. They are also used in cases to support intellectual property claims or in cases

of scientific misconduct. But even in areas where the legal aspects are not as thorough,

the scientific notes serve as a record of the thinking and process of the researcher. The

content of these notes, along with notes of failures and success, can aid further research

by that researcher and others.

Notation not only consists of the comments that researchers make or the steps they took

in a procedure but can also encompass a wide variety of other items including; equations,

tables, diagrams, photos and spectra. In the pursuit of the ‘perfect’ laboratory notebook
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both historically and in the modern age, entries should be; clear and easy to understand,

dated, unambiguous in their content and unable to be secretly edited. [164]

Many companies in industry have already made the move from paper based systems

to electronic lab notebooks (ELNs). [165] But in research environments the recording

of notes is very fragmented with many different recording options being used within a

university or department. Many researchers still opt to record their work in paper note-

books [166] but this is changing as the shift towards digital interaction continues. [167]

Throughout this research a number of different recording mechanisms were utilised ran-

ging from paper, to electronic and web based options. The use of multiple methods

allowed discussion on their benefits for note-taking, here follows commentary on a num-

ber of the different systems that were used. The methods included paper notes, two

blog based systems, an electronic note system and a markup system for code. This did

not include a ‘traditional’ ELN, such as those offered by IDBS1 and PerkinElmer2 as

they were not available in the department. However, they are designed with practical

chemistry in mind and are not particularly suited to non-experimental research.

4.2.1 Paper Notebooks

The traditional method for note-keeping is paper with notes being recorded in paper

lab notebooks by hand. This was how scientists recorded their notes for centuries and

still continues to be a widely used method today. [168,169]

The advantages of paper notes include the flexibility for the user to record notes in

whatever fashion they wish. Many different types of notation can be made in a paper

notebook, Figure 4.1 and Figure 4.2 show examples of records. Alongside procedural

notes and comments, researchers can record chemical structures, sketches, equations and

data tables. Once entries are made it is obvious if the values are edited at a later time.

Although the paper notebook is probably the most familiar method for a researcher

there are a number of drawbacks to the system that may prompt users to move away

from them. [170]

Backing up a paper notebook usually requires every page to be scanned in to create a

digital copy. Without backup the researcher risks losing their notes as paper can easily

be damaged, misplaced or degraded over time. Paper notes are also heavily reliant on

good practices by the researchers, including the quality of handwriting and keeping the

notebook in good condition.

1E-Workbook ELN from IDBS
2E-Notebook for Chemistry or Signals by Perkin Elmer
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(a) Sketches

(b) Filenames for spectra

(c) Equations

Figure 4.1: Examples of different types of notes taken in paper notebooks

Single measurements or small amounts of data can be recorded directly in a paper

notebook; however, larger datafiles such as IR or NMR spectra cannot be stored in the

notebook. These datafiles must be printed out which reduces the data resolution, or

saved on a computer and referenced in the notebook. As the nature of the data continues

to change towards more complex measurements and larger datasets the proportion of

data that can be recorded in paper notebooks decreases.

A major feature absent in paper notebooks is the ability to search notes for specific

words or phrases. Indexes can be created for the notebooks but this must be done by

hand and is time consuming. Electronic notes can be indexed automatically making
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Figure 4.2: Example of an experimental record in a paper notebook

them searchable as soon as they are created. Additionally, the entire content of the

notes can be searched, rather than just the items which have been selected for the paper

index.

4.2.2 Electronic Notes

The use of electronic notetaking is not a solution that will fix all problems instantly.

However, there are a number of functionalities that are added due to the digital nature

of the notes. The extra functionality gained on top of this is very dependant on the

particular ELN or software chosen.
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• Can be searched

• Can be easily backed up (although they can still be corrupted)

• Can be shared

• Easier to track data and link between items

• Copy and paste functionality or use of templates to record repeated events and

methodologies.

4.2.3 LabTrove

LabTrove was one of the electronic note-keeping methods used throughout this research.

LabTrove is an Open Source blogging platform developed by the University of Southamp-

ton [24, 171, 172] The system is a Smart Research Framework (SRF) which has created

infrastructure to support the collaborative research environment with a focus on making

data the centre of the system.

The LabTrove system is implemented in a wide range of research environments, noteable

uses being the Open source drug discovery project Open Source Malaria which is centred

in Sydney, Australia [173, 174] but contributed to from across the world, and research

blogs within the University of Southampton in multiple departments. [175]

The LabTrove system was designed to allow a single researcher or a group of researchers

to electronically record their notes alongside metadata, attachments and direct data

upload. The interface can be accessed via the web and has a similar style to blogging

systems whereby users create posts in specific sections. These posts can include many

aspects of formatting as well as images, tables and links to data attachments. The web-

based nature of the LabTrove system always required internet access, in most research

environments it is possible to have continuous internet access but this may be unsuitable

for some researchers.

A key feature of LabTrove was the ability to add metadata to a post. Within each post

metadata could be added in Key/Value pairs, Keys can be chosen from a list existing

Keys or new ones can be created. Once a Key has been selected the Value can then be

selected from existing value options, or a new one can be created, see Figure 4.3. This

allows the researcher to tag the posts with metadata relevant to their work, this could

include information about compounds used, techniques employed or which project/sub-

project it was from. It also allows automated posts to be tagged with the relevant

metadata.

Figure 4.4 shows an instance of LabTrove being utilised in the Talk2Lab project. This

shows an example of a post including slight text formatting, links and custom tags for

the posts. In this example some of the metadata for the posts can be seen in the right
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Figure 4.3: Addition of custom metadata to a LabTrove post

hand menu and these can be used to filter the posts in the blog. The archives, authors

and sections tags are standard across the LabTrove blogs but the Sensor Type tag is

custom metadata for this blog.

Although the system was powerful for its integration with data and ability to capture

more information about experiments and procedures, the process was often time con-

suming to navigate and more complex than a paper system. Linking items such as tables

and images into posts was difficult and may discourage inclusion if the user thinks it

will take too long.

4.2.4 Blog3

Blog3 is a blog system designed by Mark Borkum3 to enable researchers to create and

share blogs containing research notes. [23] It was designed to provide a system which

improved the user experience from that of LabTrove which, although powerful, was not

always easy to use. The resultant site had a appearance more similar to a ‘traditional’

blog site, allowing users to not only create blog posts but also pages which could be

used to collate posts or write about the project.

The interface of Blog3 was found to be more user friendly than that of the LabTrove

system, with better integration for images, chemical structures, tables and equations.

Although some of these features were subsequently improved within the LabTrove sys-

tem [176], they were still not as straightforward to use as within the Blog3 interface.

The web interface for Blog3 can be seen in Figure 4.5 which shows the main framework

of the blog site along with an example post. This example post shows use of formatting

in addition to the ability to embed fullsize images in the posts, which LabTrove did not

allow.

3Formerly a Post Doctoral researcher at University of Southampton
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Figure 4.4: Labtrove web interface showing an example post and functionality
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Both the Blog3 and LabTrove sites automatically dated entries as they were made. If a

post was subsequently edited it would be recorded and old versions of the post could be

viewed as well. This means corrections can be made but there is a record of it.

While the Blog3 system showed great promise and was easier to interact with, in par-

ticular for including pictures and attachments, the system did not contain tools for

tagging the posts in a custom manner like the LabTrove software allowed with the cus-

tom metadata. Posts could be labelled with tags but these did not contain the Key

Value pairs like the LabTrove system.

It would have been possible to make technical modifications to the Blog3 system to

make it more useful to a researcher; however, the project did not have the resources to

develop it significantly and following the departure of the developer from the university

the system maintenance was not continued. This lack of upkeep limited the scope in

which this system could be used as over time bugs developed which could not be fixed.

Although the blog site is currently still active and posts that were created are still

accessible they will be unlikely to remain there indefinitely.

The uncertainty of whether systems will continue to be available in the future highlights

the need to be able to back up and extract data and records in a format that will allow

them to be accessed through a different system in the future. Both the LabTrove and

Blog3 systems allowed export of the posts in bulk, but these exports could not easily be

imported into an alternative system if a user wished to migrate their notes.

4.2.5 OneNote

OneNote [25] is a digital note-taking computer program from Microsoft designed to al-

low users to gather their notes (typed and handwritten), screen clippings, audio files

and drawings together in a fashion that can be shared and accessed from many loca-

tions. Although the functionality of the programs vary slightly; OneNote shares many

similarities with other note-taking programs such as Evernote4 or BoxNotes5.

Using the OneNote interface was beneficial for brainstorming and collating ideas as it

was freeform and allowed easy screen clipping to pull ideas from multiple places whilst

adding comments and notes to the pages. Figure 4.6 shows an example of notetaking

in a OneNote Notebook. This shows some of the functionality that was available in

OneNote. In this example it includes To-Do lists, text formatting, sections within a

Notebook, Notebook pages and subpages.

The freeform nature of the note-taking often led to pages which appeared quite messy

but templates could also be created for pages to help in structuring notes. These could

4https://evernote.com/
5https://www.box.com/en-gb/notes
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Figure 4.6: Example of notetaking in a OneNote Notebook

be used for taking day-to-day notes and experimental notes, particularly when repeating

experiments of a similar nature. It also had a powerful search functionality which allowed

location of notes even if they had not been well structured.

To keep track of notes pages were also automatically dated when they are created, along

with screen clippings and copied text. However, these dates could be easily removed or

edited, which will not always be sufficient for date recording. Notebooks could also be

backed up to keep previous versions of pages and the databases can be shared to allow

collaboration or storage on a department server.

The functionality of this program was impressive; but it was not designed with scientific

recording in mind so adding and linking data was not particularly easy. As such it was

mostly used for general purpose notes and brainstorming. However, it became quite

difficult to manage the notebook when it contained a significant number of pages.
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4.2.6 RNotebooks

RNotebooks were a recent addition to the R Markdown notebook interface from RStu-

dio [26,177] which allowed users to bring together text and code to produce high quality

reports and documents in a number of different formats including .html and .pdf. RNote-

books allow users to closely associate their code and output, and intersperse this code

with commentary and notes. This is a different style of notebook to the other solutions,

with a heavy focus on the integration of code, which is of benefit to theoretical scientists.

Figure 4.7 shows a segment of output that was created through an RNotebook. This

was .html format displayed in a browser and shows the presence of text, R code and the

output produced by R code all together in a single document. A full RNotebook file

and the code used to produce it can be found in the ESI. [30]

Figure 4.7: Example segment of HTML output from an RNotebook

RNotebooks were exceptionally useful addition to RStudio and opened up the possibility

to create a full analysis workflow in R from input of data to the production of reports with

the use of the many available R packages. What in principle could be done; however, was

not always straightforward to achieve. The use of R on a Windows Enterprise system

presented many problems when installing and using packages, frequently requiring many

hours of debugging to ensure that all the integrations were functioning correctly.
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Once functioning the system was no more complex than using R normally and provided

much easier annotation to analysis than the use of simple .R scripts. In addition it

easily generated graphs and plots inline with the code. While the use of RNotebook

was straightforward, in depth knowledge of R and its packages would be required to use

RNotebook for all notes. Inclusion of other data formats and linking to data are more

complex but still possible.

Unlike the other systems used, each RNotebook file is created separately so must be

stored in a sensible file hierarchy otherwise it could easily be lost; it also lacked in-built

version control and backup, but works well with repository systems like Git. Addition-

ally, although searches could be carried out within a single file they cannot be carried

out across all RNotebooks.

4.2.7 Discussion

After use of multiple systems there was no single system which stood out as being the

best option. The selection of a system is very dependant on user preference and applic-

ation, with a huge number of technological solutions available. If a user is comfortable

with a system then they are more likely to interact with it to the best of their ability.

No one system was perfect, but the continuous use of a ‘sub-optimal’ system is better

than the continual search for the perfect solution.

Although paper was very familiar and convenient it was frustrating to have to manually

search through to locate notes every time. In this respect the electronic systems were

far superior. However, with the electronic systems the benefits are only fully realised

after the system has been populated with a reasonable quantity of data, these include

the searching and filtering functionalities which can be used to find previous work or

similar experiments/notes.

Functionality in the LabTrove system such as the ability to create custom metadata and

the possibility of integration with other aspects of the lab were powerful features that

were very useful in the creation and storage of notes. Unfortunately the system was let

down by the interface as it was not smooth to work with. The ideal notetaking solution

would simplify the users experience whilst adding to the usability. If it requires more

effort on the behalf of the user then the system must generate even more benefits for it

to seem worth it.

RNotebooks were the most suitable solution for much of research carried out as it

pertained to analysis and the creation of code. But the program was rendered almost

unusable by the many errors that were generated. In the future the combination of

RNotebooks+Git for work involving code and another electronic solution which could
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handle chemical structures and images would be a beneficial solution for the style of

research carried out throughout this PhD.

Due to the time required to learn the nuances of a new system researchers will likely

continue to use a wide variety of different systems until they are forced to use specific

software by their department or a standout solution establishes itself in the note-taking

matter. It is also unlikely that paper notebooks will disappear entirely from the research

environment as they are simple and familiar.

4.3 Data Visualisation with d3.js

Visualisation is the graphical or pictorial representation of information, designed to

provide the viewer with a qualitative understanding of the contents. It has been used

in scientific research for many centuries with scientists using graphs and charts to plot

their results; however, as the amount and type of data available has expanded so have

the methods of visualisation.

Data visualisation is often used to allow viewers to digest larger quantities of data by

presenting it in a fashion that allows easy identification of patterns and trends. Due

to how the brain processes images, it is often easier to process the information from a

graphical rather than numeric representation. [178]

Data visualisation is frequently used in businesses to identify emerging market trends,

predict sales and identify areas that require attention. [179] However data visualisation

has moved from being solely used in academia and business to become a mainstream

tool that people are exposed to on a daily basis. Examples of everyday visualisations

include use in news articles, graphical depictions in weather forecasts, and infographics

which combine data and text to provide the reader with information. [180,181]

Why do we want to do data visualisation?

• help the brain process data and gain insights, for larger datasets it can help with

the comprehension of large amounts of data

• help identify relationships and patterns

• can contain so much more information in a dynamic visualisation compared to a

static plot

During the completion of the QSAR modelling it was often difficult and time consuming

to identify which compound was signified by a specific point on a statistical plot. Within

the statistics program JMP it was possible to identify the line number of a point, checking

in the data table would then allow the determination of the compound number from

the line number. To then identify the structure the compound number must be looked
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up in a directory to open the .mol file in a viewer. This was a laborious task for simply

wanting to identify the structure of a compound, which is a common occurrence in

QSAR analysis.

This prompted investigation into solutions that would create smooth data visualisation

processes, producing simple visualisations which presented the data in a clear manner

and allowed the user to gain more insight into the data. In particular code was developed

to produce ‘chemically-aware’ visualisations that could plot data whilst making use of

the chemical descriptors and identifiers such as compound numbers and InChI strings.

The visualisation developed within the QSAR analysis research, focused mainly on the

tambjamine dataset, but was also applied to the larger set of anion transporter molecules

which included the Gale group compounds.

4.3.1 D3 Javascript Library

D3 (Data driven documents), also known as d3.js, is an Open-Source JavaScript lib-

rary [17] which was developed to allow the creation of HTML-embedded interactive

data visualisations. D3 visualisations are built using javascript code, making use of the

widely implemented web standards (HTML5, CSS, SVG) to create animatable HTML

pages.

In particular SVG images are used for the implementation of interactivity. SVG is

Scalable Vector Graphics, which define vector based graphics in an XML format. Every

element that is contained within an SVG can be animated. D3 is a particularly powerful

visualisation tool as it allows dynamic manipulation of graphics and documents based

on underlying data. In D3 there is no standard form of visualisation; it provides the

building blocks to create any visualisation that the user can dream of, from simple bar

charts6 to interactive weather forecasts7.

Although it is possible to create exceptionally complex visualisations through D3, a

simple scatter plot was selected as the first visualisation for development as this mirrored

the regression analysis. The concept behind the visualisation was the creation of ‘chemically-

aware data visualisation’ which joined the graphical depiction of the data with descriptors

and identifiers that were of use to the scientist.

This combination of data and chemical identifiers aimed to address some of the barriers

that were encountered in visualisation during QSAR analysis, in particular, where insight

into data was hindered by the process of identifying datapoints. D3 could also be used

to develop more complex visualisations which probe further into the data relationships;

however, these were not the focus of this work.

6example at: https://bl.ocks.org/mbostock/3885304
7can be viewed at: https://www.ventusky.com/

https://bl.ocks.org/mbostock/3885304
https://www.ventusky.com/
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The tambjamine dataset from Chapter 3 was used in the data visualisation development.

This was chosen as the data visualisation was designed to aid QSAR analysis and the

tambjamine dataset was a manageable size for initial development.

4.3.2 Interactive plots

The D3 scripts that were created used the tambjamine data spreadsheet in conjunction

with custom code to produce an HTML-embedded SVG. The tambjamine examples

focused on the relationship between lipophilicity and transport efficiency as this was the

key relationship of interest for the tambjamine compounds. The initial D3 visualisation

for the tambjamine dataset is shown in Figure 4.8.

Figure 4.8: Initial D3 static plot of tambjamine compounds with compound
numbers

This first example was a static plot of the data which was generated on loading the html

page, but did not include any interactivity. It was configured to display axes which

scaled to the range of values in the data and created elements on the graph for each

data point in the dataset, with positions that corresponded to their values.

This initial plot did not provide much benefit to the viewer compared to similar excel

plot. However, code was included which displayed the property ‘Compound Name’ next

to each plotted point. The inclusion of this did provide additional insight to the data,

which would not have been available from a plot in Excel or JMP.
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Figure 4.9: Interactive functionality of the d3.js data visualisation - on.hover
InChI display, on.click molecular structure display

To create ‘chemically-aware’ visualisations that would allow further insight, the code was

expanded to include interactive functionality. Many of the actions in D3 are triggered by

events in the web page environment, the list of events that can be used is lengthy [182]

but these visualisations focused on the mouse interaction events.

A key concept in the creation of the D3 visualisation was the ability to assign elements

of the SVG with attributes derived from the tambjamine datafile. These attributes can

then be used in conjunction with events to dynamically change the content of the SVG.

The first plot with interactive functionality can be seen in Figure 4.9. A screenshot must

be used as it is not possible to embed dynamic images in pdfs. Interactive versions of

the HTML pages can be viewed in the ESI [30].8

The ‘on.hover’ mouse action was used to display the InChI string for the compound when

its data point was scrolled over, this was combined with a colour change to highlight the

datapoint. Once the mouse focus left the point the it was reset. Further information

was added through the ‘on.click’ mouse action. Clicking a datapoint would display the

compound number and its chemical structure. This structure would remain on the plot

until it was clicked to remove it or another point was clicked. The chemical structure for

8The html files require use of server-side javascript - this can be implemented through use of a locally
hosted server such as wamp
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each compound was generated from the InChI string through the use of the ChemSpider

Structure API [6].

The addition of interactivity was more useful to a scientist than the static plots as they

could see further information about the compounds. In particular they could look at

the structures of outlier points to gain insight. The structure representation generated

wasn’t always perfect, double bonds were sometimes depicted as crossed, but they are

understandable to a chemist.

Both the ‘on.hover’ and ‘on.click’ actions positioned their information relative to the cor-

responding datapoint (diagonally down from them), this caused information for some

points to be truncated by the edge of the SVG environment, as can been seen in Fig-

ure 4.9. InChI strings were long text strings which often extended beyond the edge

of the frame. The compound structures were better positioned, but some datapoints

generated structures positioned below the SVG boundary.

4.3.3 Responsive axes selection

To allow insight into other variable correlations the visualisation was expanded beyond

lipophilicity to include access to a fuller descriptor set. This code was designed to allow

the user to select the axes prior to the generation of the SVG image. The selected

variables dictated the composition of the plot as the information and attributes were

pulled from the underlying data.

The new script determined the possible variables by reading the underlying .csv file

which contained compound data, these variables were offered as options for the x and

y axes. On the web page dropdown lists were created, allowing the user to select x and

y axes from the available variables. Once selected, the script generated an interactive

plot showing the relationship of the two selected variables. Figure 4.10 shows the plot

generated for nH vs. ALOGPs-sq, with the axis selection boxes visible above the graph

area. The plot contained automatically scaled axes, axis titles and plot title that were

generated from the selected x and y variables.

The interactivity of the plot contained the same hover and click functionality that was

incorporated in the ALOGPs vs Log(1/EC50) plot. However, a number of modifications

were made to the code controlling the display of compound information. These adjust-

ments addressed the previous bugs, ensuring that compound information was always

displayed within the plot area. InChI strings were wrapped so they did not trail off the

side of the image, and the position variables for the compound structure were modified

to account for how close a point was to the image edges.

Incorporating responsive axes highlighted a number of issues surrounding data inputs.

For this style of visualisation the script could only use numeric values as the input. In
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Figure 4.10: Expanded Functionality of data visualisation in D3
with interactive axes selection

the initial ALogPs vs Log(1/EC50) plot the variables had been checked to only contain

numeric values and no null entries. However, when the data source was expanded to the

full dataset a number of variables were non-numeric (such as compound group, InChI

string and molecular formula) and some had absent values (such as the nH variable in

Figure 4.10) These would need to be resolved to provide a higher quality visualisation.

4.3.4 Plotting compound similarities

With a view to gaining further insight into the data the visualisation was extended bey-

ond single correlations. A key aspect of QSAR is the assumption that similar molecules

have similar activities and behaviour. While this is not always the case [33], viewing

similarity would be beneficial in analysis of datasets. While similarity can be measured

in a number of different ways [183], structural similarity was investigated in the next

visualisation.

Using similarities in visualisations required the creation of a similarity matrix. This

matrix contained the pairwise similarities between all of the compounds in the dataset.

It was created by looping through all of the paired combinations of molecules and cal-

culating the Tanimoto similarity coefficient using fingerprints generated in OpenBabel.9

9Similar to the work in Section 2.4.3
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Figure 4.11: Data Visualisation for Tambjamine compounds showing
similarity highlighting

4.3.4.1 Scatter plot

Figure 4.11 shows a plot which highlights molecular similarity to the selected compound.

For this visualisation the ‘on.click’ display of compound details was moved to a panel on

the side of the display, this displayed compound numbers and structures for the selected

compound, but this could be expanded to show other pertinent descriptors from the

datafile. The ‘on.hover’ display was limited to compound number, as the InChI strings

were found to not be very useful in the visualisations.

When a compound was selected and ‘Highlight similar’ was clicked the visualisation

changed the appearance of all the datapoints to indicate their similarity to the selected

molecule. The graph maintained its overall appearance but the size and fill colour of the

points were adjusted, those compounds that were most similar to the initial compound

became darker in colour and larger.

The inclusion of similarities was beneficial to aid identification of potential patterns and

grouping in the data based upon similiar molecular structures. Although this plot used

structural fingerprints the similarity could be expanded to include similarity based upon

conformational descriptors or one dimensional properties.
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4.3.4.2 Force directed graph

Until now all the visualisations used a scatter plot as their basis, which examined cor-

relations between variables and, in the case of the similarity plot, the similarity between

a single molecules and all others. But it would be useful to examine the similarity of all

the molecules in the dataset and whether these begin to produce clusters. Initial work

for this was carried out using force-directed graphs and structural similarity measures.

A force directed graph is a type of network graph, displaying graph connections through

use of ‘nodes’ and ‘links’. Nodes are distributed in space based upon attractive and

repulsive forces between the nodes depending on the presence or absence of links. [184]

Figure 4.12 shows a force directed graph for the tambjamine dataset based upon struc-

tural similarity. Every compound is a node on the graph and a link was created between

two compounds if the similarity was above the threshold (> 0.85). The force directed

graph then distributed the points for the visualisation.

Figure 4.12: Visualisation of tambjamines showing connection by similarity,
points coloured by NH substituent

In this version the nodes were coloured by NH-substituent with the colour of the link

determined by the ‘strength’ of the similarity. This layout indicated the beginnings of

two groups in the data, from the colours it seems these are the NH-Ph-R and NH-R

groupings. Increasing the threshold to 0.9 showed distinct separated groups in the lay-

out, with three clusters being formed. Two containing NH-R compounds and the other
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the NH-Ph-R compounds, with the additional splitting aligning with the OMe/OBn

presence.

While the observations from the structural similarity layouts are not particularly sur-

prising given the structural classification carried out, the use of the force directed layout

showed promise. Further insight into the data may be achieved through the use of simil-

arity measures based on descriptors. Additionally the introduction of dynamic threshold

selection would allow observations to made into how the grouping changes with respect

to the similarity threshold.

4.3.5 Visualisation in other areas

Developing the ‘proof of concept’ for data visualisation using d3.js gave promising visu-

alisations and aided in the examination of our tambjamine dataset. It allowed iden-

tification of the different points to be carried out more quickly, and provided useful

information about the points.

Another area for application of the D3 visualisation was in conjunction with the clas-

sification work that was carried out in the QSAR analysis; both with the Gale group

compounds (Chapter 2) and the combined transporter dataset (Section 3.9). The visu-

alisations could be expanded to incorporate the ClassyFire classification groups and

molecular similarities across the whole group of anion transporters. The use of force

directed graphs and structural similarity could be beneficial to overcome the problems

encountered with subset assignment.

D3 was also utilised in the Smart Lab Chapter of this research (Chapter 7). In that

research the system handled dynamic data inputs from sensors to produce visualisation

of the lab environment. The d3.js library was a powerful tool for charting the sensor

data over time.

4.3.6 Expansion of functionality

To create a more cohesive visualisation a number of modifications could be made to

the code, pulling together and expanding on functionality developed across the different

sections of code.

• Allow selection of input file - once the file is selected the responsive axes code

would identify available parameters for the plots. This would require development

of filters to exclude non numeric columns and absent datapoints.

• User customisation of compound properties displayed - allow the user to select the

properties from a list, these would be displayed in the right panel.
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• Comparison of two points - incorporate a second panel to allow comparison of two

molecules, showing their structures, properties and similarity.

• Save the state of a plot - set parameters within the page, so that specific views of

a plot can be accessed directly from a link, this would allow better sharing and

allow a user to return to a plot they created.

• Export plots - allow export of the plot in .svg or other static image format that

can be used for documentation or publications. This has been implemented but re-

quires expansion to capture the compound structures correctly in the .png format.

The visualisations developed here have the potential to be powerful tools for analysis,

but they are contained in an isolated system and require the use of a webserver to access

the interactive plots. A number of improvements could be made to make the system

more accessible.

• Packaging files - Encapsulate all the required files/information for visualisation in

a self-contained file or directory as this would allow the interactive visualisation to

be circulated or included in supplementary information supporting a publication.

• Integration - Investigate integration with data analysis software. Additional lib-

raries that build upon d3.js to work with Python and R have recently gained

popularity [185, 186]. Adopting these could enable interactive data visualisation

to be created from the output of data analysis and allow incorporation into note-

books.
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Chapter 5

Introduction to Connected

Science

The way which we interact with the world around us is changing rapidly. The use of

computers has become ubiquitous in everyday life; developments in recent years mean

it is possible to access almost any information at the touch of a few keys, adjust the

controls in a house from anywhere in the world, see real-time traffic information on roads

and public transportation. These are just a few ways in which advances in technology

have changed our everyday lives, but how have these changes affected the way in which

we work?

An overview of some of the key technology developments of the past few decades is

shown in Figure 5.1. While this is by no means an exhaustive list of the technology

developments it shows that much of the technology that is now completely ingrained

in everyday life (smartphones, social media, broadband etc) were developed relatively

recently and have been swiftly adopted. [187] Less than a decade since the smartphone

revolution 70% of UK adults have smartphones. [188]

Technology is continuously developing at a pace that is often difficult to keep up with. In

the digital age trends come and go just as quickly, but every now and then there comes

a technology that revolutionises the landscape. The development of the computer is a

key example of this, as is the development of the internet. However, potentially the

biggest example of a revolutionary technology in recent years is smartphone and mobile

internet technology.

Not only is technology being developed more swiftly but many devices are becoming

more complex. Today’s smartphones are not simply a phone with some smart capabil-

ities. Instead they incorporate a wide variety of communication methods, sensors and

hardware, allowing interaction with a huge number of devices and services from our

pockets [189]. Numerous sensors are contained within a standard smart phone which
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Figure 5.1: Overview of some key technology developments of the past decades [191–194]
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could be used to take measurements of the environment around them. Phones these

days contain accelerometers which can measure speed and direction of movement, ther-

mometers, light sensors, proximity sensors and many more. The computing power that

we can now carry around in a phone is huge, far surpassing the power of the computers

that powered the Apollo space missions [190]. Not only have we achieved our school

math teachers’ fears of always carrying around a calculator in our pockets but we have

surpassed this many times over.

The advances in computing have not only affected smartphones but many different as-

pects of computer hardware and peripherals. Processors, memory, cameras, and sensors

have all increased in capabilities and decreased in size and price. This widens the range

of potential applications for these technologies, as the technology is no longer the lim-

iting factor. Sensors and processors have been embedded in everything from washing

machines [195, 196] to toothbrushes [197]. There is little that someone somewhere isn’t

trying to make ‘smart’ by connecting it to the internet. Embedding technology in objects

to connect them to the internet is referred to as the ‘Internet of Things’ (IoT) [198].

While many of the applications of ‘smart’ technology and IoT devices may seem like

gimmicks, sensible application of connected technology has the potential to bring a

multitude of benefits to any environment it is used in. In particular the lab environment

could be enhanced by the addition of connected technology.

While the use of the computer in research is now widespread and researchers are of-

ten quick to adopt new algorithms and processing methods, the adoption of connected

technologies within the lab environment is not as widespread as in everyday life. In the

traditional science lab, many separate systems often exist which are isolated and spe-

cialised for a single type of measurement, sharing data between systems is not easy and

frequently measurements must be made manually often even written into notebooks.

Implementation of connected technology within a lab could have a whole host of benefits,

including but not limited to: allowing access and control remotely, creating more efficient

interaction with the lab, increased data collection and retrieval, easier data sharing and

collation of data in a central system. All of these aspects are ways in which connected

technology can create digital synergies with the lab environment and add value for the

scientist.

The investigation into technology in the lab had multiple areas of interest including;

the presence of technology in the lab, interaction with the technology and the retrieval

and presentation of data. The ideal method in which to examine technology in the lab

would be to develop two labs, one created with integrated technology in all possible

aspects, and the other one a more traditional lab with a combination of systems. This

would allow evaluation between the two systems of usability, functionality and possible

added value. In the busy research environment of a university; however, it would be very
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complex to carry out an evaluation such as that. For this reason the development that

has been undertaken has worked mainly within those lab environments already present

in the university.

The research carried out looked at creating a more connected lab experience through

two different pathways. In the first, remote experiments were created for the purposes

of undergraduate practical teaching, allowing students to carry out experiments via the

internet when they are not physically in the lab. In the second, interaction with the

physical lab environment was investigated. This was achieved through the creation of

a framework for the connected lab (Talk2Lab), connecting sensors and equipment up

to the internet and enabling researchers to interact with their lab environment through

voice.



Chapter 6

Remote experiments

6.1 Background

In a traditional teaching environment at a school or university, students carry out prac-

tical experiments in a laboratory, involving the potential use of expensive equipment,

costly chemicals and hazardous compounds. These practicals also usually require a

large amount of specialised space (e.g. laboratories with fume hoods), supervision from

skilled technicians and lecturers and a considerable amount of time to carry out the

experiments.

All of these factors have prompted research into the areas of remote experiments for a

number of years, although remote experiments have come a long way from their inception

in the 1990s they have not yet become mainstream. Online teaching resources such

as MOOCs (Massive Online Open Courses) have experienced a surge in participation

[199,200], and interactive remote teaching environments for computer programming and

engineering [201, 202] have increased, but experiments in other science disciplines are

comparatively slow in their development. [203]

Many of the remote teaching environments developed focus on provision of pre-recorded

material or computer simulations. A number of systems have been developed to provide

a more integrated experience; however, these are very limited in number. [204] This

is likely to be caused by many factors; however, a major issue is the complexity of

remotely controlling scientific chemistry experiments in a method that allows them to

be run multiple times, and the ingrained association that the sciences have with carrying

out practical experiments in a lab.

Science experiments are traditionally carried out in a lab, but in many cases the know-

ledge acquired is not completely dependent on physically carrying out the experiment.

135
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A lot of skills can be learnt when partaking in physical experiments within the lab en-

vironment but in many cases experiments utilise skills that have been learnt in previous

experiments and often the new knowledge is related to the analysis and application

of theory rather than the experimental procedure. This new knowledge can be learnt

equally well through a well designed remote experiment.

The principle behind designing the remote experiments was to create a variety of educa-

tional resources. In Southampton these have been proposed for use in the undergraduate

teaching labs as ‘practical experiments’; they can reduce the strain on the teaching labs

schedule and capacity by giving remote access to the experiments. The experiments can

be accessed at any time which allows flexibility in the student’s schedule and a higher

capacity for the total number of students that can use the experiments.

Although the positive aspects focus on the time and capacity constraints, remote exper-

iments are unlikely to replace all of the practical experiments. This is because a large

learning outcome from the practical course as a whole involves the learning of laborat-

ory skills such as lab safety, handling and measuring chemicals, and using specialised

equipment.

Within the traditional strands of chemistry, remote experiments are better suited to

certain areas, such as physical chemistry, as the experiments in this area often involve

taking measurements and observations of a system rather than organic chemistry where

students carry out reactions often with multistep processes involving many reagents.

To examine whether remote experiments were a viable option for UoS (University of

Southampton) undergraduate teaching a series of remote experiments were created for

the physical chemistry teaching course. The first experiment that was created focused

on investigating the Beer-Lambert Law (BLL), a key concept in UV-visible spectroscopy.

This built on work previously carried out by the Frey Group [205] in creating an online

interface for remote experiments. A second experiment was also developed for use

alongside the BLL experiment in the teaching labs, this second experiment focused on

the Ideal Gas Law by examining the effect of changing temperature on gas volume.



Chapter 6 Remote experiments 137

6.2 Beer-Lambert Law Experiment

The Beer-Lambert Law defines the relationship between the concentration of a solution

(c/mol dm-3), the path length of the cell (l/cm) and the absorbance of light (A). It

is given by equation 6.1, where ε /M-1 cm-1 is the molar extinction coefficient of the

solution.

A = εcl (6.1)

The normal method of determining the value of ε is to carry out sequential dilution on

a solution and measure the absorbance of a constant sized cell of the resulting solution

in a colorimeter; this gives a constant path length, l and a varying concentration. The

value of ε can then be determined from a plot of absorbance vs. concentration. Figure

6.1 shows the resultant plot for determination of the extinction coefficient of Rhodamine

6G in ethanol from a traditional experiment, where the gradient of the line is the molar

extinction coefficient.

Figure 6.1: Example plot from Traditional BLL experiment - Determination of
extinction coefficient of Rhodamine 6G in ethanol

The design of the remote experiment approached the problem from a different direction.

The aim of having a remotely controlled experiment meant that physically changing the

concentration of a solution during an experiment would not be feasible. Instead the

concentration of the solution was kept constant and the variable that was changed was

the distance, or path length, through the use of a longer optical cell.

This experiment was designed to use a solution of Rhodamine 6G, which is a fluorescent

laser dye. Rhodamine 6G in water absorbs light at approximately 530nm and fluoresces
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with a wavelength of 550nm [206], this absorption maxima corresponds well to the

wavelength of a Green Laser at 532nm which can be used to cause fluorescence.

The concept behind this experiment assumes that the amount of fluorescence emitted

by the solution is proportional to the intensity of the light present at that point in the

solution, and that the wavelength of the fluoresced light is shifted far enough that it is

not significantly re-absorbed in a different area causing excitation and ‘re-fluorescence’

of the Rhodamine which could lead to a distortion of the intensity data.

The experimental set-up allowed the determination of the intensity of light present at

each distance point through the cell. This was achieved through analysis of an image

taken of the cell when it was fluorescing. Using equation 6.2 this can be converted to

show the absorbance at any given distance (x) using the relationship between absorbance

and intensity.

Ax = − log10
Ix
I0

(6.2)

where Ax is the absorbance at distance x, I x is the light intensity at point x in the

sample and I 0 is the initial light intensity of the beam before it is absorbed by the

sample. The absorbance and distance (path length) measurements can then be used in

conjunction with the Beer-Lambert Law.

The data extracted from the image could be output to the student in a variety of different

forms. These forms ranged from the raw intensity data to the calculated value for ε.

The type of data output could be adjusted to correspond to the depth of subsequent

analysis required by the level of the course.

This experiment provided an educational resource which demonstrates the theory of the

Beer-Lambert Law without the necessity of a time consuming ‘wet’ practical and the only

requirements of the experiment were a computer with internet access and a spreadsheet

program. The experiment could also be used to teach additional data analysis skills by

requiring the students to calibrate the results.

An experimental set-up for a BLL experiment was created previously [205, 207], and

had been accessible through http://soton-altc.ourexperiment.org/. This set-up

was investigated to increase the scope of the original experiment and develop it for use

in teaching labs. However, it was discovered that the experiment was non-operational

and could not produce new results, despite appearing operational through the webpage.

The set-up of the previous experiment can be seen in Figure 6.2. This set-up contained a

small laser which was controlled by an Arduino, a type of microcontroller board which is

frequently used in small electronics projects. Due to the nature of an Arduino it was not

possible to retrieve the coding which had previously been programmed onto it. A lack

of accessible documentation about the Arduino code and the rest of the experimental

set-up meant that the decision was made to begin the experiment again ‘from scratch’.

http://soton-altc.ourexperiment.org/
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Figure 6.2: Old set-up of BLL experiment

Beginning the experiment again meant that improvements could be made on a number

of aspects from the previous experiment which were not optimal. In addition to this

extra features could be added which were not previously incorporated.

Areas for improvement included:

• Creating the experiment within a moveable holder. This will entirely enclose

the system (with interlock), allowing the experiment to be moved if necessary.

Previously the experiment was installed directly in a cupboard.

• Use a smaller camera, previously a Canon DSLR was used which is a bulky camera,

using a webcam may give a suitable resolution and sensitivity whilst taking up

significantly less space.

• Not storing the last captured image in the ‘memory’ of the experiment. Previ-

ously it would simply publish the same image repeatedly if a new image was not

captured.

• Control user access to the website so only one user can be in control of the laser/

camera at a time.
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Figure 6.3: Simplified Scheme of the BLL experiment set-up

• Better documentation relating to the set-up and Arduino coding which is crucial

for anyone wishing to develop the experiment later or carry out maintenance/

troubleshooting.

• Install lights and allow independent control of both the laser and lights. This can

show the students the effect of not running the experiment in dark conditions in

addition to allowing them to view the set-up.

6.2.1 Experimental Laser Set-up

Following discovery that the previous BLL set-up could not be fixed a new set-up was

developed following a similar format to the old experiment. Figure 6.3 shows a simplified

scheme of the set-up shown in Figure 6.2. The key components taken from this set-up

were a laser that could be controlled, a long optical cell which contained the solution of

interest and a camera for capturing images.

The same sized cell and same style laser were used in the development of the new

set-up along with the use of an Arduino for the the controls. To enable portability and

reduce the storage requirements of the experiment the whole set-up was condensed, with

the connections being streamlined and the DSLR camera being replaced by a smaller

camera.
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The experimental set-up was developed in a self-enclosed housing which could be moved

if required. This housing contained a laser board with mounted lights, camera, laser,

optical cell and laser stop. Alongside the main board a separate section housed the

electronic controls, circuitry controlling the power to the system and an Arduino board

taking signals from the server. An interlock was integrated into the housing to interrupt

power if the housing was opened.

Light strips were added to the housing to allow the user to view the experimental set-up

in addition to observing it under fluorescence. Controls were developed allowing the user

to operate these light strips in addition to the control of the laser module and camera

which had been implemented in the previous set-up.

For the excitation of the Rhodamine 6G solution a 532nm Green Laser (30-40mw - Odic-

force Lasers) was selected as this corresponds well to the absorption maxima of Rhod-

amine 6G. After investigation with multiple concentrations of Rhodamine 6G solution

a concentration of 5 ∗ 10−6moldm−3 was selected as the optimum concentration for the

experiment. This concentration allowed the laser to penetrate sufficiently far through

the solution for analysis but ensured that it was fully absorbed before reaching the end

of the cell.

The DSLR was removed as the camera in the set-up and replaced with a less bulky

webcam. A Logitech C920 HD web camera and network-enabled D-Link DCS-942L

camera were both examined as replacements for the DSLR. The Logitech camera was

selected as the snapshot camera as it produced a higher resolution image. The D-Link

camera only gave a 640x480 pixel image, which was too low for image analysis. The

network-enabled camera was instead installed as a live-feed camera, giving a continuous

live-feed view for the experiment alongside the snapshot functionality.

Figure 6.4 shows the equipment inside the housing of the new experimental set-up. This

set-up was much clearer and more compact compared to the previous experiment whilst

containing all necessary functionality. The lights in the housing cannot be seen in these

images.

6.2.2 Experimental Control

To create an operational BLL remote experiment a number of sections of development

were required. Control was required for the hardware contained in the experimental

housing, experimental scripts were required to run the process of the experiment and

carry out the analysis, and an interface was required to allow the student to access the

experiment.

The circuit for controlling the hardware in the housing was redesigned and built with

separate controls for the lights and the laser using relay switches (See Figure 6.5); this
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Figure 6.4: Front and Top views of the new BLL experimental set-up

Figure 6.5: Circuit design for Laser and Light control

design allowed the user to control the light of the experimental environment separately

from the laser. 4 different combinations of settings existed; ‘laser on lights on’, ‘laser off

lights on’, ‘laser on lights off’ and ‘laser off lights off’. The default setting in this set-up

was ‘laser off lights off’ which the system would revert to if the power was cut or the

interlock broken. The interlock was a safety feature which cut power to the laser and

the lights, but not to the cameras. This would be activated if the housing in which the

experiment was stored was opened. This was included to eliminate the risk of injury

due to accidental exposure to the laser beam.

6.2.2.1 Arduino Control

It is not possible to retrieve code from an existing Arduino controller as Arduino code is

compiled when it is transferred to the Arduino, and no documentation was available for

the previous set-up, therefore the code for the Arduino was developed again. The code

on the Arduino was used in conjuction with the circuit design to control the laser and

the lights, based upon input from an external source. In this case the external source
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was the computer connected to the Arduino. There are a variety of different methods

by which the Arduino can be controlled; in the development of this experiment the

two control methods investigated were serial input from a computer and direct control

through use of MATLAB [16] scripts.

The Arduino Uno board was used to control the signals to the laser and lights. In the

set-up the Arduino 5V digital pins were defined as follows:

Pin 8: laser

Pin 12: lights

These pins were controlled by setting them to HIGH (on) or LOW (off), based on input

from the computer. The serial input method was selected for development as using

MATLAB required the MATLAB script to rewrite the code on the Arduino each time

a command was triggered. This added more complexity to the system and more chance

that the Arduino would malfunction.

Figure 6.6 shows the code that was created for the Arduino. When a pin was set to

HIGH this triggered the relay switch in the circuit and the relevant section would be

powered up, following a switch to LOW the relay would reset and the section would be

powered off.

The coding which controlled the experimental process also had to be re-written, as there

was no documentation for the previous installation. The overall process was controlled

by the host server with the laser section being further controlled through the use of the

Arduino, and the acquisition of results being carried out through scripts in MATLAB.

6.2.2.2 Image acquisition

The previous version of the experiment was created using a Linux machine with the

use of image capture program gphoto2 (a free image capture script built for the UNIX

framework). When the whole system was rewritten it was converted to a Windows

server as the programs and interface were more familiar. This required a new image

processing program.

The programs ‘Robot-Eyez’ [208] and MATLAB both exhibited the capability to capture

an image from the webcam (Logitech C920 HD) at 2304x1296 pixels. The previous image

resolution obtained via the DSLR camera was 3456x2304 pixels; however, this slightly

reduced resolution was still sufficient for analysis of the image.

A network-enabled camera (DCS-924L by D-Link) was also examined as an alternative

image source, due to its simpler image acquisition process. However, the highest res-

olution of the network-enabled camera at 640x480 pixels was not high enough to allow
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/*

It waits for a byte in the serial port , and

powers up pin 8 if it is a and powers down if the value is b.

powers up pin 12 if it is m and powers down if the value in n.

*/

int inByte = 0; // incoming serial byte

int laser = 8;

int lights = 12;

void set -up()

{

pinMode(lights , OUTPUT );

pinMode(laser , OUTPUT );

// start serial port at 9600 bps:

Serial.begin (9600);

while (! Serial) {

;

}

}

void loop() {

// if we get a valid byte , read analog ins:

if (Serial.available () > 0) {

// get incoming byte:

inByte = Serial.read ();

}

if (inByte == ’a’){

digitalWrite(laser , HIGH);

}

if (inByte == ’b’){

digitalWrite(laser , LOW);

}

if(inByte == ’m’){

digitalWrite(lights , HIGH);

}

if(inByte == ’n’){

digitalWrite(lights , LOW);

}

}

Figure 6.6: Arduino Code for controlling lights and laser - written in Arduino
IDE

analysis. Figure 6.7 shows a comparison of the two camera outputs, the data obtained

from the D-Link camera contained much more noise than the Logitech camera.

Due to this the Logitech webcam was selected as the snapshot camera to obtain the

image for analysis, giving the resolution of 2304x1296 pixels. Robot-Eyez was selected

as the method for image capture, as the process was quicker and less memory intensive

than using MATLAB. Robot-Eyez was operated through the command-line, passing

parameters to the Robot-Eyez application that would define the filetype and resolution

for the image capture.

The analysis that was done on the fluorescence image to obtain absorbance values was

executed in MATLAB. A script was written for MATLAB which took a fluorescence

image as its input and carried out analysis to convert the data to absorbance values.

Image analysis was performed on a specific section of the image, which was identified

in development. This section was the horizontal location of the optical cell with the

vertical selection encompassing the position of the laser beam. The image toolbox



Chapter 6 Remote experiments 145

(a) Rhodamine Fluorescence with D-Link DCS-942L camera

(b) Rhodamine Fluorescence with Logitech C920 camera

Figure 6.7: Comparison of image resolution through two different cameras

was used to obtain light intensities, these intensities could be converted to absorbances

using Equation 6.2 where the initial intensity is the intensity at the start of the cell.

The distances were converted from pixels to centimetres using conversions identified

from the image composition. As output the script produced three files; the raw image

of the snapshot that was used as the input, a plot of distance vs. absorbance and a

spreadsheet with distance and absorbance values that could be used by a student for

further analysis.

6.2.3 Experimental Interface

Beyond the coding that controlled the hardware in the experimental housing and carried

out the analysis a system was required that provided the students with access to the

system, carried out the experimental run and returned results to the user.

The backend server controlling all the processes of the experiment was created using the

Node.js framework [19]. Node.js is an open source server framework built on the Chrome

JavaScript engine. It is lightweight and efficient, making it suitable for this application.

Node.js was used to create a server on the host computer which could be accessed
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through a web interface by permitted users. The experiment was controlled through

a combination of Node.js functionality and Serial port and command line processes

to control the lights, laser and snapshot functionality. The scripts for controlling this

process including error handling, page view designs and data processing were all designed

specifically for this experiment.

The Node.js server was designed to respond to the user’s queries and display specific

pages based upon the variables provided by the user e.g. laser on/off, lights on/off, etc.

enabling the user to interact with the experiment and obtain processed results from the

server. Figure 6.8 shows the user’s path through the experiment. Appendix C contains

screenshots of the experimental interface in use and the code for the server can be found

in the ESI. [30]

Once the user started the acquisition of the data, the experiment controlled the laser,

obtained an image and passed this image to the MATLAB script for processing to obtain

results in the form of distance and absorbance measurements. This process had checks

built in to see if the experiment was in use, and error-handling if stages of the processing

could not be carried out. A troubleshooting guide was also included on the server to

help students out if the experiment did not perform as expected.

The students could access the experiment at any point when connected to the SO-

TON.ac.uk university network, either through a wired network or via the VPN connec-

tion. This allowed the students to carry out the experiment from their own computer

or a computer terminal in university at a time which was convenient for them, provided

that the experiment was not in use by another student.

6.2.3.1 Design Features

User control

The interface was designed to only allow one user to control the laser set-up at a time.

It required the input of a username to begin the session. This did not check the input

name against a list of students carrying out the practical but it did require an input to

proceed which was stored against the results of the experimental run. Once the user had

started their session they had 5 minutes to complete the experiment. If the experiment

was not completed within that time then their session timed out and they would have

to begin the session again. In the future the system could be linked into the university

login systems, requiring students to log-in at which point it can check if they are eligible

to run the experiment and if necessary a scheduling system could be implemented to

allow students to book their slot on the experiment.

If another user was active on the system then anyone trying to begin a session would be

informed that it was in use and to try again shortly. Once a user had completed their
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experiment and obtained their results then they could manually end their session to free

up the experiment. If they did not do this then their session would automatically time

out once the 5 minute time limit was reached.

Light conditions

The server allowed the experiment to be carried out under both light and dark conditions

to allow the student to compare the two outcomes and the effect that the light has on

the results. Figure 6.9 shows fluorescence images obtained under both dark and light

conditions. In the dark conditions the fluorescence emission could be clearly identified;

however, under light conditions the fluorescence was less defined due to the background

light level, leading to noise in the analysed data.

(a) Rhodamine Fluorescence under dark conditions

(b) Rhodamine Fluorescence under light conditions

Figure 6.9: Comparison of Fluorescence images taken under dark and light
conditions
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Level of analysis

MATLAB scripts were created which could automate the entire analysis, taking the

input of an image and outputting the calculated value for ε. However, by doing this,

there would be little learning value for the students, as they do not process the data.

Reducing the amount of processing that MATLAB carried out on the data increases the

amount of work required from the students. The script implemented in the practicals

gave the output as absorbance values.

By making small alterations to the MATLAB code it would be possible to tailor this set

up for a range of teaching needs. For future expansion of the experiment it would be

possible to incorporate multiple levels of analysis that would be carried out dependent

on the students username. A script could check the username; if it was from list A run

the analysis to the first level, if on list B run to the second level, etc. This would allow

potential application to earlier stages of education, or as an outreach activity.

6.2.4 Implementation

This experiment was implemented in the teaching labs for the 2014/15 teaching period

in first year undergraduate lab. It was implemented alongside the Gas Law experiment

and a third remote experiment not designed in this work.

The response to the experiments was positive and the BLL experiment was successfully

run over 400 times. Feedback was obtained from the students during the course of

the implementation and this is discussed in the ‘Discussions & Future Work’ section.

However, review and changes to the curriculum of the first year teaching course meant

that the experiments were replaced by computational modelling practicals covering new

course content.

These experiments could be implemented in other areas of teaching e.g. schools or used

as an outreach activity for science education with minimal modification.
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6.3 Gas Law Experiment

The second experiment that was created for the teaching labs was designed to investigate

the properties of gases. When discussing the properties of gases there are equations of

state which the substances obey; these relate the quantity, volume, temperature and

pressure of a given gas. In the case of low pressure gases this relationship is described

by the following equation (6.3) which is the perfect gas equation of state.

P V = nRT (6.3)

Where P is the pressure of the gas (in Pa), V is the volume of the gas (in m3), n is

the quantity of gas (in mol), R is the Gas Constant (8.314 J K-1 mol-1) and T is the

absolute temperature of the gas (in K). [209]

The perfect gas equation combines observations from Boyle’s law, Charles’s law and

Avogadro’s principle. A hypothetical substance whose properties can be modelled by

the perfect gas law at all pressures is termed a perfect gas. In reality gases do not

actually obey the perfect gas law uniformly at all pressures due to molecular attractions

and repulsions. These are referred to as real gases and, as the pressure approaches zero,

they behave more like perfect gases. Normal atmospheric pressure is in practice low

enough for real gases to behave almost perfectly and therefore can be treated as perfect

gases for the purposes of many calculations.

The perfect gas equation of state is also widely referred to as the ideal gas law and

underpins many of the calculations relating to gases, including thermodynamic processes

and meteorology. It is a key concept in physical chemistry and as such it is important

for chemistry students to understand the equation and be able to apply it.

The gas law experiment must allow the students to carry out measurements of a gas

system with the ability to measure and record 3 of the 4 variables in the gas law equation

over a period of time, these variables are; pressure, volume, temperature and quantity

(no. of moles). A common experimental set-up for investigating gas pressures is the use

of a manometer, see Figure 6.10.

Usually in a manometer both ends of the tube are open, one to a gas of interest and

the other to a gas of known pressure, usually atmospheric pressure. Alternatively a

closed-end manometer can be used where one end of the tube contains enclosed gas.

A barometer, used to determine atmospheric pressure, is an example of a closed-end

manometer. The difference in height between the two arms allows calculation of the

pressure through this equation:

P = P0 + ρ g h (6.4)
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Figure 6.10: Example of a Manometer, used to determine gas pressure

Where P0 is the known pressure (in Pa), ρ is the density of the liquid (in kg m-3), g is

the acceleration of gravity (9.81 m s-2) and h is the height difference between the arms

(in m).

6.3.1 Experimental Set-up

This second experiment was designed to practically demonstrate the ideal gas law, whilst

teaching aspects of measurement acquisition and analysis. The experimental set-up is

an implementation of a closed-end manometer, using an inverted container of gas within

a temperature controlled water bath, where the top of the water bath is open to the lab,

see figure 6.11 for a simplified depiction. The pressure of the gas within the vessel can

be calculated through the difference in heights of the two water levels.

This experiment was in theory a simpler experimental set-up than the BLL experiment

as it required less dynamic controls. It was designed to require a single experimental

set-up, from which multiple students can carry out their experiment. The experiment

design required the control of only one variable and the measurement of other variables

which were affected.

In order to demonstrate the principles of the gas law one of the parameters had to be

varied throughout the experiment and the values of the dependent variables measured.

Temperature was the variable chosen to be controlled throughout the experiment, this
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Figure 6.11: Simplified depiction of the experimental set-up of the manometer
used in the gas law experiment

can be done via a heater plate under the water bath and measured through the use of a

temperature probe. The atmospheric pressure in the lab can be measured with a pressure

gauge, the unknown pressure of the gas in the vessel can be calculated through the use

of the closed-end manometer and the volume can be measured through gradations on

the manometer set-up. The quantity of this gas was unknown; however, this set-up was

a closed system so the quantity of gas was a constant value and could be calculated from

the experimental measurements.

To create a useful remote experiment for the undergraduate (UG) experience it must:

• Be able to be carried out from a remote location

• Not require physical input in the lab

• Either automate or have controls for the temperature adjustment

• Allow measurements to be taken remotely

There are a number of ways in which this experimental set-up could have been developed;

however, much of the design is limited by the capabilities of the equipment available.

There are instruments which can be controlled via a computer to produce readings

on command, such as temperature and pressure or change parameters, such as the

temperature of a heater plate. This sort of equipment can be significantly more expensive

than basic options and was not already present in the labs, consequently some of the

equipment employed in this set-up was more basic than desired.
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The main control required in this experiment was for the heater plate which regulates

the temperature of the water bath and therefore the temperature of the gas. It would

be desirable for the student to be able to set the temperature of the heater plate and

control its use in their experiment; however, the existing heater plates did not allow

electronic adjustment, so any alteration of the heater would require physical input and

eliminates the remote aspect.

It would be possible; however, for the student to turn on the heater remotely at a set

temperature and allow the water in the bath to heat up. Then at a specific temper-

ature or after a certain time period they would turn off the heater and start to take

measurements as the temperature of the gas returned to its original temperature.

The other measurements that were required included the atmospheric pressure in the

lab, the relative height of the levels in the water bath and the vessel, the volume of gas

in the vessel and the temperature of the gas.

6.3.2 Development of Remote Experiment

Aspects to consider in the implementation of this remote experiment involved:

• Multiple students trying to use the equipment at one time (this was a significantly

longer experiment than the BLL experiment).

• Implementation of live feed cameras in the secured network of Southampton Uni-

versity.

• Remote control of equipment, needs to be controlled by computer not by physical

push buttons.

• Recording of measurements

When carrying out a practical in the lab a student would be able to manually control

the various aspects of the experiment and position themselves where required to obtain

the measurements, whether these were physical readings or from digital displays. How-

ever, when creating a remote experiment the user is limited by the initial set-up and

constraints of the system.

A user requires a view of the experimental system when carrying out an experiment.

This is most easily achieved through the use of a live feed camera. In the development

of this experiment there were concerns that it would not be possible to mount a live

feed camera unless it was connected to the computer controlling the web server for the

experiment. However, during the development of the BLL remote experiment, network

enabled cameras (D-Link DCS-942L) were successfully tested. These could be installed
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within the Southampton University network and viewed and embedded into other pages

as necessary.

For the user to take measurements it was either necessary for the equipment to provide

a digital output that can be picked up by a computer, or for the values to be displayed

in a way that can be viewed by the user. Digital probes for temperature and digital

pressure gauges did exist but were not in use in the teaching labs at the time. It would

be possible to develop a remote experiment which displayed digital readouts for pressure

and temperatures on a web page; however, the existing (non-networked) equipment was

selected to ensure costs were kept to a minimum.

The measurements of height of water and volume of gas cannot easily be obtained

electronically, the straightforward method of measuring these involves reading off a value

from a measuring cylinder or other volume measuring mark. In a remote experiment

this would still be possible as the equipment can be oriented to display the relevant

measuring marks in view of cameras.

6.3.2.1 Control of equipment

Due to the limitations of existing equipment most of the equipment could not be con-

trolled electronically; however, the heater plate must be controllable. At a minimum it

must be capable of being switched on/ off as required.

With the recent expansion in home automation systems it could be expected that a

wide range of computer controlled power systems would be available. In particular this

experiment required a power strip in which each socket could be individually controlled

by a computer; however, there were limited products which provided this functionality.

Many products would monitor one socket and control other sockets based on whether

or not the main socket was powered up, e.g. for turning off a monitor and printer when

a computer is turned off. There were also numerous sockets which could be controlled

by IR, but these involve physically pressing a button. Neither of these types of power

strip were suitable for this experiment.

The one product found that matched the specification was the Energenie Power Man-

agement System1 this product can be controlled by a program on the computer but it

also has a command line interface which would be a useful method of control in a remote

experiment.

The initial concept for control of this experiment was an online interface, through which a

user could control the heater plate, allowing the system to reach a required temperature

before they turned off the heater and begin acquisition of their measurements. This

1https://energenie4u.co.uk/index.php/catalogue/product/ENER011

https://energenie4u.co.uk/index.php/catalogue/product/ENER011
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would have required direct control from the online interface to the heater plate, a method

of ensuring only one student was in control of the experiment at one time and a number

of safeguards on the system to ensure it would not cause any hazards.

To safeguard the system it would be desirable for the heater plate to have a threshold

temperature where it would turn off if the system reached this temperature. As the

temperature probe does not output its temperature, this would not be possible in this

system. Another method could be that that heater plate would turn off automatically

after a set period of time if it had not already been turned off. This would reduce excess

power usage, excess water evaporation and risk of fire.

If the heater was user-controlled then, to ensure that another user could not interfere

with the running of an experiment, it would be necessary to lock the experiment down

to a single user at a time. In the BLL experiment this was achieved by the web server

only permitting one session at a time, with timeouts if a user did not complete their

experiment within the timeframe. If the experiment was in use it will tell the user

to try again shortly. The time required for the gas law experiment was significantly

longer than the BLL experiment. The experimental set-up required at least 20 minutes

to get up to temperature and following that measurements were taken over a period

of approximately 1 hour. As similar system for this experiment would have risked the

students incurring lengthy waiting periods.

Issues with waiting times could be addressed by allocating each user a specific time in

which to carry out the experiment. However, this would rely on the users sticking to

their allocated slots and removes some of the benefit of the remote experiments, which

was to allow the experiment to be carried out when the user chooses. An alternative

would be a system in which the user could book a convenient slot on the experiment.

It was decided that many of the technical challenges that would be encountered in

developing the safeguards and systems to control the user interface in this experiment

could be overcome by slight alterations to the experimental procedure. For the first

version of this experiment the complexity would be reduced as much as possible. Then,

dependent on feedback and evaluation of the experiment, it could be expanded to include

more controllable equipment. Instead of the user controlling the heater, it would be

automated to turn on and heat the water for a specific length of time, after that time

period the heater would be turned off, allowing the user to take measurements on the

experiment. This change to the set-up eliminated the need for many of the safeguards

by automating the control of the heater plate. This also resolved the issue of single-user

sessions as multiple users could all take their own measurements on the equipment at

the same time.
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The power management system used had functionality which allowed control via a pro-

gram, command line or scheduled power control for each socket individually. The im-

plementation of the scheduling function in this simplified set-up eliminated the need

for a computer to continually control the experiment as the schedule was saved on the

power strip. It also eliminated the need for an online interface for the user to control

the experiment, as the control of the equipment was handled automatically.

In the modified set-up the heater turned on at set times specified in the experimental

procedure (at 2 hour intervals), after the heater had been on for a set amount of time

(30 minutes) it was automatically turned off, and the student made their measurements

over the period of 1 hour. The necessary measurements were; pressure in the lab (pres-

sure gauge), volume of gas in vessel (from measuring cylinder), height of water bath and

water in vessel (from height ruler), temperature of water bath (from thermometer dis-

play). All of these measurements could be ascertained through the display of a network

enabled camera (D-Link DCS-942L). The pressure gauge, digital thermometer, ruler and

measuring cylinder are all visible on the image, shown in Figure 6.12. [210]

Figure 6.12: Annotated view of the Gas Law Experimental set-up

The measurements, taken at a number of time points, allowed the students to calculate

the pressure of the gas inside the vessel for each time point (equation 6.4) and therefore

create a plot of PV vs T. The application of the gas law (equation 6.3) meant that the

gradient of this plot was equal to nR, which in this system was constant as the amount

of gas in the vessel did not change. As such the students could use the gas law to

calculate the amount (moles) of gas in the system and answer some follow up questions

relating to the gas.
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The students could view the experiment at any point when connected to the SO-

TON.ac.uk university network, either through a wired network or the VPN connection.

This allowed the students to carry out the measurements for the experiment from their

own computer or a computer terminal in university at a time which was convenient for

them (dependent on the times at which an experiment was being run). This also al-

lowed multiple students to access the experiment at the same time as the camera allows

multiple simultaneous connections.

The experimental set-up created did not; however, give any estimate or log of how

many students have used the experiment as it did not have individual runs for each use.

Page view statistics for the website linking to the camera feed could be used to give an

indication of the numbers, but it did not require the students to input their username

or a similar identifier as was the case in the Beer-Lambert Law experiment.

6.4 Discussions & Future Work

These remote experiments were developed with the aim of creating practicals for the

undergraduate teaching labs which combined aspects of automation and computer con-

trol with chemistry apparatus and scientific theory. The two experiments developed

here were combined with a third experiment to fill an experimental slot in the lab ro-

tation. The third experiment used pre-recorded experiments to demonstrate viscosities

of different liquids.

The development and implementation of these experiments has largely been concluded

as the experiments have been successfully established and utilised in the undergradu-

ate practicals. The BLL experiment was established mostly using the functionality of

Node.js, MATLAB and an Arduino. In this experiment the students could successfully

access the set-up remotely, run the experiment and retrieve their results. In one semester

the experiment had been run over 400 times.

The gas law experiment was reduced to a simpler set-up and so it relied upon the in

built controls of the power management system and the network enabled camera. The

combination of these experiments allowed an increase in capacity of the teaching labs

because a portion of the student cohort did not require space in the lab for each session.

Initial implementations for these experiments were quite ‘low-tech’ solutions as they

were required to keep the costs to a minimum. The amount of equipment involved

was kept to a minimum to reduce the complexity of interactions with the equipment.

In these ‘proof of concept’ experiments there were no parameters for the students to

adjust. However, going forwards in the development of remote experiments this would

be a key area to work on.
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6.4.1 Technical Considerations

The design and development of these experiments produced a number of differing tech-

nical issues, with various methods being used to resolve these dependent on the nature

of the problem. For the gas law experiment the redesign and simplification of the experi-

mental set-up helped to reduce potential equipment cost and removed complex technical

aspects of the remote experiment. For the BLL experiment most of the problems en-

countered related to the coding of the equipment and server. The initial problems were

solved by restarting and writing the code from scratch. As could be expected, a number

of bugs were produced within the development of the system. These issues were resolved

largely by the use of situational testing and troubleshooting of the code.

There were some issues encountered with the power supply to the experimental set-ups.

In the gas law experiment the power management system would retain its schedule in

the event of a power cut. However, it would be necessary to ensure that the system

time was correct following any extended loss of power. This should not arise frequently

but it could have a large impact on the experiment if it were to occur. The BLL server

would also have issues with power cuts if the machine was not automatically switched

back on. This issue was mitigated by a script to ensure the server would start when the

machine is turned on, this means that no user input is required and the server machine

can simply be switched on if the power is lost for any reason.

During the experimental runs some additional issues were encountered with the BLL

experiment. The solution in the cell evaporated more quickly than was expected; how-

ever, this was easily overcome by periodically monitoring the experimental set-up, to

ensure the solution does not fall below a threshold level. This could be carried out via

the live-feed camera. The BLL set-up also experienced fluctuations in the connection

to the Arduino controlling the experiment. This may have been caused by the power

supply that fed the Arduino as the connection was stabilised by connecting the Arduino

through a USB hub rather than directly to the computer.

6.4.2 Feedback on Experiments

During the assessment of the practical, students were required to complete a question-

naire about the use of the remote experiments. This allowed the collection of comments

about the students’ enjoyment of carrying out the remote experiments, ways in which

the experiments could be improved and the educational benefit gained from them.

Examination of this feedback allows evaluation of the experiments and ways in which

they could be developed further to increase the benefit to the students. As feedback was

only collected at the end the practicals it was not possible to incorporate the feedback
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into the experiments as they were being run. However, it would be possible to use the

comments to improve the experiments for future use.

Although the comments on the experiments varied significantly a number of areas were

commented on frequently which highlighted some aspects of the experiments which were

important to the users:

• The user needs to have sufficient interaction with the system so they feel engaged

and that they are influencing the experiment rather than just watching another

user’s experiment.

• Ensure the equipment is set up correctly for ease of use. As the experiments are

remote the students cannot adjust any equipment.

• Having a reasonable amount of analysis on the results from the experiments was

perceived as useful, analysis consisting of simple unit conversions or input into a

formula was seen as too easy and pointless.

• The most educational benefit appeared to be for experiments which introduced

or worked with new concepts rather than concepts which had been encountered

previously in practicals. This does; however, depend on the previous experience of

the student as they will have had different practical experiences prior to university.

• Introduction of new equipment or different uses of equipment makes the experi-

ment more interesting as the students feels they are learning new skills.

• Including some aspects of problem solving or application of theory was enjoyed,

as was demonstration of extra factors that may influence the experiment (such as

the presence/absence of lights in the BLL experiment).

• Applicability to concepts being covered in lectures was useful and gives the most

educational benefit.

• Even though an experiment was not the most enjoyable it often gave more per-

ceived educational benefit.

Feedback and comments were used to identify areas which may not have performed as

well as desired and could be improved for future implementations along with possible

ways in which they could be improved.

The interactivity within the BLL experiment could be slightly increased without signific-

antly increasing the experiment time. The stages of data acquisition could be separated

out so that the user is required to carry out the stages of the experiment manually. This

would require them to turn on the laser and acquire the output image separately. As

it would not affect the safe running of the experiment it would be possible to allow the
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student to make mistakes in the experiment, for example if they acquired the image

without a laser beam present.

On the BLL webpage, or the webpage for the remote experiments practical, the theory

behind the experiment and the data processing could be expanded to aid the students’

understanding. If it is appropriate it could also include some theory about lasers as

additional reading for those students who are interested.

A simple adjustment could be made to the amount of prior analysis that is carried out

on the BLL data to create different levels of complexity. In the initial experimental

set-up the result output was configured to produce distance and absorbance data. This

was converted from intensity data on the server through the use of a MATLAB script.

To give the student more analysis to carry out the script could be adjusted to produce

intensity data instead, which the student must convert. Although this is not significantly

more analysis it adds an additional step to the process.

In the gas law experiment it would be more complex to create a system in which the user

could control the experiment. However, it would be possible, with a longer timescale,

to modify the experiments to allow control. The gas law experiment could be improved

through the simple addition of snapshot functionality to the experiment page. Allowing

users to snapshot the apparatus at each time point would mean that users do not have

to worry about the time they take to make measurements. As such it may reduce the

amount of error that they encounter on their results. Users could also use the snapshot

to zoom in on equipment if readings are difficult to decipher.

The position of the single camera within the gas law experiment makes it difficult for all

measurements to be taken equally as some measurements are subject to parallax error

due to the angle at which they are viewed. This could be overcome by the addition of

extra cameras, each positioned at the correct height and orientation to minimise parallax

error on the respective gradation measurements.

6.4.3 Expansion of Experiments

Based upon the development of the system and feedback from the students there are a

number of areas which could be investigated in the future to improve and expand the

functionality of these experiments. With a longer timescale for development more com-

plexity could be introduced to the experiments, creating more interactive and dynamic

experiments for the students.
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Areas of expansion for the BLL law experiment include:

• Separation of the experimental controls to allow the student to control each stage

of the acquisition individually. This would increase the interactivity of the exper-

iment with minimal additional complexity in the coding. Additional safeguards

would have to be incorporated to ensure that the equipment could not be damaged.

• Introduction of multiple beams containing varying light source colours. Although

the Rhodamine 6G was excited with a green laser (532nm) it could also be ex-

amined with a red or blue laser to investigate how the fluorescence/extinction

coefficient was affected. If the laser sources are small enough multiple sources

could stack vertically on one side of the cell. Alternatively the light sources could

possibly be mounted opposite one another, but laser safety must be considered to

ensure the beams cannot be scattered if the solution level drops too low.

• Addition of further solutions either containing different concentrations of Rhod-

amine 6G or different laser dyes such as Fluorescein or Coumarin. These would

require a separate laser set-up for each solution if they were to be used in a single

experimental run as automating the change of solution in the set-up would be very

complex. Separate set-ups could be isolated and therefore run simultaneously by

different users. As an alternative the solution could be changed by a technician

at pre-determined intervals. This would reduce the automation of the experiment

but increase the scope of experimentation.

Areas for expansion for the gas law experiment include:

• Increase the user interaction with the system by allowing users to control the

setting of the heater plate. If this is controlled via command line then the user

could set the plate for a certain time e.g. ‘Heater plate is on for 30 minutes’.

Messages could be displayed on the webpage so other users could choose to also

carry out measurements at the same time, or wait until it has finished. Example

messages include: ‘Heater plate on for 30 minutes, 15 minutes remaining’, ‘Heater

plate turned off 5 minutes ago’. Safeguards could be implemented to ensure a new

user cannot start a new experiment by controlling the heater plate whilst another

user is still taking measurements.

• Expand the remit of the experimental set-up to incorporate more complex chemical

concepts, such as heat capacities or rate of heat transfer. Similar style experiments

could be developed with controllable heat sources and temperature readings to

investigate a variety of different physical chemistry concepts.

Although these experiments are not currently in use due to curriculum changes their

implementation was a success. The application of these experiments could be adapted

with minimal effort for future use in outreach at the university or other levels of education

before university.
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Smart Lab Interaction

7.1 Introduction

Take a moment to think. If you redesigned the scientific laboratory with any of the

possible technology of the 21st century, what might it look like?

In most current research laboratories notes are hand written, instruments are isolated,

measurements are not digital and there is no interaction with the system. [211] But

with all the technology at your fingertips you could revolutionise the way in which a

lab functions. Integrating technology at all levels of the lab could create a seamless lab

environment.

When working in the lab, it would recognise who you are and automatically adjust the

lab to your preferred settings, displaying the information you need at your workstation.

Instruments would all be connected so measurements can be fed into your system, you

could interact with your instruments through a variety of methods; voice, touch, com-

puter interface. You could view and track past measurements and record information

into a digital notebook entry with simple commands, eliminating the need for paper

notebooks. Voice interaction with the lab would allow you to talk to the instruments

and even the lab as a whole to request readings, enquire about the state of systems and

start experiments running.

The lab environment would be continuously monitored and if any sensors detected out

of specification readings then warnings would be triggered, generating audible alerts and

messages transmitted to the users in charge of those areas of equipment. Users running

unattended experiments would be able to check in remotely to see if their experiments

are running smoothly and adjust any parameters as necessary.

163
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This could be the reality of the lab of the future, but completely redesigning a laboratory

from scratch to give the full connected lab experience would be a huge undertaking. How-

ever, integrating some aspects of these technologies into a laboratory is an an achievable

undertaking and the first step towards creating a fully connected lab.

In the process of carrying out scientific research, scientists are always looking at better

ways to interact with their equipment, process their data and add value to their work.

The objective of this project was to investigate the interaction of the scientist with

their research environment, aiming to increase the connectivity of the lab, bringing data

together from multiple sources to allow them to interact with it.

A connected lab environment has many potential uses, not just for those users working

inside the lab but also for collaboration and engagement with a wider audience. If a lab

can be accessed or controlled remotely the resources could be shared between researchers

from different institutions or it could be used as an educational tool to teach or inspire

students and young minds.

There are laboratories that have implemented connected systems; however, these are

mostly in the form of industrial laboratories which utilise LIMS (Laboratory Information

Management System) and ELN (Electronic Lab Notebook) systems to link up their

equipment and manage their data, helping them to adhere to the stringent regulations

and requirements. Examples of work in research environments include work looking at

linking experiment plans with a tablet interface to facilitate quicker data entry during

experiments [212]; and more recent work in developing a prototype system incorporating

an ELN which linked to electronic devices used in experiments [213].

The recent expansion in development of IoT (Internet of Things) devices has been wide-

spread in areas outside of that lab, but adoption of newer technologies including ELNs

and other screen based systems in a lab has been slow. [161, 168] Laboratory systems

that allow user voice interaction have recently been reported by Helix [214], but these

are only able to recall data from a fixed database rather than allowing the user to in-

teract with data generated in the lab. This gives a user access to chemical information

and procedures that have been populated, but does not give any real-time or lab specific

data.

This work builds on research carried out previously in the Frey group in which the idea

of a fully automated lab was proposed where instruments can ‘talk to each other’. [215]

This was expanded with work trialling IBM’s middleware software to link up to sensors

in a lab. [216, 217] This new work looked at utilising recently developed technologies

to create new interaction methods within the lab environment, allowing the scientist to

talk to their lab, linking them up to equipment and real-time sensor data. In addition

to data retrieval other use cases were discussed including safety alerts and data display.
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The interactive lab system should be developed in a way which makes it easy for the

system to be expanded or implemented in other locations and with this in mind the

technologies used should be commodity technologies wherever possible. Such technolo-

gies are becoming readily available and can be implemented with minimal customisation

rather than requiring bespoke systems made specifically for the individual case.

7.2 Lab Environment

The lab environment which was selected for use in the development of the connected

lab system (Talk2Lab) was a laser lab run by Professor Brocklesby and Professor Frey

situated in the physics building at the University of Southampton.

This laboratory houses a class 4 laser set-up which is used in a variety of different

experiments using high harmonic generation of coherent soft x-ray radiation for imaging

and spectroscopy. The high power of the laser present in this system is a potential hazard

to all people working in the lab and results in a highly safety-conscious environment. The

laser must be controlled with great care as the beam or indirect reflections of the beam

can cause permanent eye damage and ignition of combustible materials. Monitoring the

system requires a number of ancillary machines to maintain safe operation.

Within the laser lab there are 5 separate areas;

• Main laser room (this contains the laser system with 4 separate experimental beam

lines, the vast majority of the sensors and equipment, and a mezzanine write-up

area)

• Entry room (2 parts)

• Chiller room

• Gas cupboard (housing the ventilation system)

Figure 7.1 shows a schematic of the rooms of the laser lab and the equipment they

contain, Figure 7.2 is a view of the main laser table, which is depicted in the centre of

the schematic (with the appearance of a letter ‘E’).

As can be seen from the figures, the schematic presented is a highly simplified depiction

of the lab layout and does not contain all of the equipment present in the lab, but it

shows the main equipment and sensors of interest that were present and relevant to

the Talk2Lab development. A specific group of equipment that was excluded from the

schematic were the optics used to control the beam. These would be difficult to track

as they are numerous and frequently change when an experimental set-up is altered.
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Figure 7.2: Main laser table in Physics laser lab

Within the lab environment the equipment present can be broadly separated into three

categories: safety critical, experiment specific and environmental monitoring. The safety

critical systems are concerned with maintaining a safe working environment and minim-

ising risk, an example would be the laser interlock which shuts off the beam if the door is

opened unexpectedly. The experiment specific equipment varies significantly depending

on the work being carried out, but examples include imaging stages and vacuum cham-

bers. The environmental monitoring equipment covers the equipment which monitors

the lab, an example is the temperature sensors present around the lab.

This proof of concept focused on integrating the equipment in the environmental mon-

itoring category. These were chosen as they were the simplest items to modify and they

would not impact on the safety of the working environment if they were to malfunction.

In future implementations of a connected lab the remit would be expanded to integrate

all equipment into the system, but those areas that concerned the safety of the lab would

need to be subject to much more rigorous testing to ensure reliability.

In an established lab such as this one there were a number of pieces of equipment

that were controlled by ageing systems. Often the equipment is too specialist and

expensive to upgrade regularly to incorporate newer networking capabilities. These are

challenges that have to be overcome when trying to connect up legacy equipment to

created a connected lab. For example, in the Southampton network it is prohibited to

connect many older computers up to the network as the outdated operating systems can

introduce security risks. Frequently the older systems are not equipped with adequate
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connectivity or use an obsolete protocol, these require an intermediate system to convert

analog to digital interface of translate the protocol and allow them to be networked.

7.2.1 Sensor Systems

As a precursor to the connected lab project a number of sensors were installed in the

physics lab to monitor environmental variables in a number of locations around the lab

and provide accessible data about the lab environment to the users. The initial sensor

installation consisted of a number of temperature sensors installed around the lab and

power consumption monitors (current cost) attached to items of equipment.

The sensors in the lab obtained readings automatically at set time intervals. Once

measured the readings for each individual sensor were published to a database1 which

stored all of the sensor data over time and could be accessed by the researchers through

a website. The website was created using the d3.js framework which was also used

in the ‘Data Handling and Visualisation’ section of this thesis for the visualisation of

chemical data. When a user viewed the web-page, interactive graphs were generated for

the sensor data based upon the time period selected. Figure 7.3 shows a daily plot and

monthly overview for the temperature sensor readings.

For the development of the prototype connected lab system a number of additional

sensors were installed in the lab and incorporated into the sensor database. This widened

the scope of the environmental monitoring with additional temperature readings, some

in water and some air, water flow readings, additional power consumption and network

enabled cameras. Examples of a number of sensors present in the lab can be seen in

Figure 7.4. Although the network cameras were not strictly sensors and cannot provide

readings in the same manner as other sensors they can be positioned to allow users to

remotely read values from equipment displays that may not otherwise be accessible.

These sensors were central to the implementation of the first phase of the connected lab

as they provided the underlying data for the system, allowing the scientist to interact

with the lab and retrieve real-time data about the lab. A number of the technologies

that were used in the implementation of the sensor network are covered in the following

section.

1created by a colleague from Electronics and Computer Science
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(a) Daily view of temperature sensor readings

(b) Monthly view of temperature sensor readings

Figure 7.3: Example of temperature sensor data viewed through web interface
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(a) Vacuum Pressure Gauge (b) Temperature Sensor

(c) Current Cost Meter (d) Network Camera

Figure 7.4: Examples of sensors installed in the lab

7.3 Technologies

In the development of the connected lab system a number of different hardware and

software technologies were utilised. Outlined in this section are a number of the techno-

logies that were incorporated into the system either with the sensors for data acquisition

or to facilitate the interaction and processing of the data. The technologies used in this

prototype were mainstream and readily available as the aim was to create a framework

which was simple to modify rather than creating a completely custom development.
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• Raspberry Pi

• MQTT

• Node-RED

• Smart Assistants

• Slack

Many of the technologies investigated in this project have been facilitated by the ex-

pansion of the IoT technology. The rise of systems where objects are embedded with

microchips and sensors and where ‘things talk to things’ has spurred the rapid develop-

ment of these technologies.

7.3.1 Raspberry Pi

The Raspberry Pi2 is one of many single board computers (SBC) that exist. First re-

leased in 2012, it has gone through an number of models with the most recent release

being the Raspberry Pi 3 [218]. It was introduced as a device to advance computer sci-

ence education through programming, but with its small size of just larger than a credit

card and low cost it has found applications in a vast array of small projects that require

more than just the basic microcontroller. [219] Beyond educational objectives [220] ex-

amples of projects range from twitter controlled hand gestures [221] and lighting [222]

to RFID entry systems [223] and hydroponic automation systems [224].

Despite its small size the Raspberry Pi packs in a quad core processor, 1GB of RAM and

Micro SD slot for storage and an operating system (OS). For connectivity it contains; 40

GPIO (general purpose input/output) pins, 4 USB ports, HDMI video output, 3.5mm

audio output, Ethernet, WiFi and Bluetooth networking, allowing interaction with a

wide variety of peripheral devices. Figure 7.5 shows the Raspberry Pi 3.

The primary OS for the Raspberry Pi is Raspbian Jessie. This is a system based upon

the Debian OS that has been optimized for use on the Raspberry Pi CPUs. It is possible

though to install a wide variety of third party OS images on the Raspberry Pi such as

Ubuntu Mate or Windows 10 IoT Core.

Many alternatives to the Raspberry Pi exist in the SBC market although the Raspberry

Pi is easily the most recognisable name in this area being the most popular SBC with

developers [225] and selling over 10 million units by 2016 [226]. Another single board

computer used is the Beaglebone [227]. The beaglebone slightly outranks the Raspberry

Pi in terms of performance but its real strength lies in the number of GPIO pins it

contains allowing a huge range of hardware interaction. However, for those projects

2Raspberry Pi is a trademark of the Raspberry Pi Foundation
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Figure 7.5: Raspberry Pi 3 single board computer

Figure 7.6: An example of an Arduino with added shield, giving USB
functionality

with modest hardware interaction the strength of the Raspberry Pi lies in the extensive

documentation and community surrounding the devices.

Another widely used device useful in the construction of electronic projects are the Ardu-

ino range of controllers. [228,229] Unlike the Raspberry Pi and Beaglebone the Arduino

is only a microcontroller which cannot run an operating system, but instead must be

programmed in machine code. The Arduino integrated development environment (IDE)

supports C and C++ languages. Although the Arduino does not run an OS it can be
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very useful in many electronics projects and for prototyping systems. The Arduino was

used in the development of the BLL remote experiment discussed earlier in this part of

the thesis. The functionality of the Arduino can easily be expanded through the use of

shields which are boards that can be plugged on top of the Arduino. Figure 7.6 shows

an Arduino with a USB shield, but many other shields exist to incorporate a wide range

of additional functions.

7.3.2 MQTT, Pub/Sub

Message Queue Telemetry Transport (MQTT) is a lightweight messaging protocol [230],

designed to facilitate message transfer on networks that may be unreliable or low-

bandwidth, such as within sensor systems. It is also widely used in the implement-

ation of IoT devices, where machine-to-machine communication is taking place. MQTT

was originally designed by IBM but since 2014 it has been a standard protocol of the

Organization for the Advancement of Structured Information Standards (OASIS) [231].

Pub/Sub The underlying principal of the MQTT protocol is the publication of mes-

sages, and subscription to topics, which is known as ‘Pub/Sub’. At the core of the

messaging system is an MQTT broker, to which devices (clients) connect to send and

receive messages. There are a wide number of MQTT brokers available as the MQTT

protocol is open. These different brokers possess varying features potentially extending

their capabilities beyond MQTT; however, most of them support the core MQTT fea-

tures. The implementation of MQTT carried out in this project used Mosquitto [232],

a broker implementing the most recent MQTT protocol version. The broker for this

system was installed within the SOTON firewall.

The MQTT system allows many devices to all listen (subscribe) to messages that are

provided (published) by another device. Figure 7.7 shows a potential use of an MQTT

system in a house. In this example there are two devices, one publishing temperature

readings and one publishing light information to different topics. These published mes-

sages are handled by the broker and can be subscribed to by other devices. A multitude

of different devices can subscribe to receive the different messages and, as shown in this

example, devices can connect to one or more topics.

MQTT messages are published by clients to a topic. In the example case it would have

a topic containing temperature measurements, which could be structured in a hierarchy

such as:

HOUSE1/temp/livingroom
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Figure 7.7: Example structure of messaging system using MQTT Pub/Sub

Clients create subscriptions to a topic or topics to allow them to receive all messages

published on those topics. Subscriptions can be made to a specific topic or a range of

topics through the use of wildcards, + can be used as a wildcard for a single level, or #

as a wildcard for all remaining levels. Examples of subscriptions include:

• HOUSE1/+/livingroom - all messages from livingroom

• HOUSE1/# - all messages from HOUSE1

• # - all messages from the broker

Topics may also contain retained messages. Unlike the normal messages, messages that

are flagged as ‘retained’ by the publisher are stored by the broker even after they have

been sent to all subscribers. If a new client were to subscribe to that topic they would

receive the retained message immediately. This can be used as a ‘last known good’

message, which is useful on systems that update topics infrequently. Retained messages

can also be used to provide the status of a client, for example whether the device

‘temperature1’ is online or offline.

There are two other features in MQTT which are useful for ensuring the reliability of

the system. These are Quality of Service (QoS) level flags and Last Will and Testament

(LWT).
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Quality of service: QoS refers to the level the broker/client will guarantee that a

message is received. There are 3 levels to QoS in MQTT:

• 0 : At most once - delivers the message once, no confirmation

• 1 : At least once - delivers the message at least once, requires confirmation

• 2 : Exactly once - delivers the message exactly once, using a four step handshake

The publisher of a message will set the QoS when publishing a message to the broker, but

this QoS level can get downgraded if the client subscribing to the topic has subscribed

at a lower level as the broker sends messages to the subscribing clients using the QoS

level in their subscription.

The level of QoS implemented in a system will depend on the use case; QoS 0 is mostly

used when there is a stable connection, or it doesn’t matter if occasional messages might

get lost, QoS 1 when you need every message and can handle duplicates or when you

can’t handle the overheads needed for QoS 2, and QoS 2 when your system must receive

every message exactly once, and would be damaged by receiving duplicates. Due to the

four step handshake to acknowledge receipt QoS 2 requires larger overheads and takes

longer to complete than QoS 1 or QoS 0.

Last Will and Testament: LWT is a feature used to notify clients when another

client has disconnected abruptly (ungraceful disconnect). This is useful functionality

in sensor networks as there are many cases where a client could lose connection, get

damaged or run out of battery. When a client initially connects to a broker it can

set a last will message which will be held by the broker until the client disconnects

ungracefully, at this point the message will be sent to all subscribed clients on the topic.

LWT can be used in conjunction with retained messages to provide accurate states for

clients. Clients can set a retained ‘Online’ status message upon connection and upon

graceful disconnect set a retained ‘Offline’ status message, if they ungracefully disconnect

then LWT can set a ‘Disconnected’ retained status message.

The overall structure of an MQTT PUBLISH message from a client can be seen in

Figure 7.8 containing information such as the topic, QoS level and payload content of the

message. CONNECT, SUBSCRIBE or other type of command messages have varying

structures containing different fields in the variable header and structured payloads

instead of the data contained in a PUBLISH message’s payload. A key concept of

MQTT is that it is agnostic with regard to the content of the payload, the payload of

the message can contain data in any form as long as it does not exceed the maximum

message size.
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Figure 7.8: Outline structure of an MQTT publish message

7.3.3 Node-RED

Node-RED [18] is a flow based programming tool originally created by IBM for connect-

ing IoT devices [233]. It utilises a browser based programming editor to connect chunks

of code, called nodes, together to create flows connecting hardware devices and services,

in particular IoT devices.

Node-RED is built upon the Javascript runtime Node.js, which is a lightweight and

efficient runtime using an open source package system, npm, to deliver expandable

features through its library. It can easily be installed on a local device, a microcomputer,

such as the Raspberry Pi or Beaglebone, or installed in the Cloud. The latest versions

of the Raspberry Pi and Beaglebone already come with Node-RED pre-installed on the

default image so they are simple to get running.

Within Node-RED, flows are created in the visual editor by dragging and dropping

nodes into the flow workspace and connecting them up to create the pathways. Each

node takes in some data, carries out a defined function on the data and passes it on

to the next node. The various nodes can be implemented and customised with little

additional coding. The beauty of the system stems from the ease with which devices

can be linked up without having to focus as much on the underlying code. Flows can

also be shared and imported into other systems which help create standardised systems

which only require minimal modification when implemented in a new location.

An example of a simple flow can be seen in Figure 7.9; this flow is a simple weather check

and email. The first node in the flow is an inject node used in this example to trigger

the flow, but a multitude of other triggers also exist allowing integration with MQTT,

HTTP and other communication methods. The second node checks the weather of a

specific city, in this case Southampton GB, passing the response message to a function

node which creates an email. Finally the last node in the flow sends an email containing

the weather message. Also present in this small example is a debug node which is useful
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when working with the system to see where errors are being generated, in this case it

displayed msg.payload.

Figure 7.9: An example of a simple flow within Node-RED

The Node-RED library contains a wide variety of built-in functions and this palette

of nodes can be extended by installing community created nodes or, if a node with the

desired functionality does not exist, the user can create a custom node for a specific task.

These flows can be used to connect up a vast array of different devices, in particular

the functionality of interest for the connected lab is the ability to receive and respond

to http requests and subscribe to MQTT channels.

7.3.4 Smart Assistants

Smart assistants are a type of virtual assistant which can perform tasks at the request of

a user. The offerings in the smart assistant market have recently boomed with devices

from Amazon (Alexa, Echo), Samsung (Bixby), Google (Google Assistant) and others

such as Siri and Cortana. These products capitalise on widespread use of smartphones

and increasing connectivity of devices through the Internet of Things. Smart assistants

can either be present as an app on a device such as a tablet or phone or more recently

as a stand alone device.

A key concept of these emerging assistants is the use of voice based user interfaces where

questions and commands are spoken to the device, with actions or spoken responses

being returned to the user. Voice commands given to the assistant are usually processed

in the ‘cloud’ to harness the power of machine-learning algorithms and allow continual

development.

Although a large number of smart assistant devices have been released recently the

development in this project focused on the use of Amazon’s smart speaker devices.

These were selected as they were standalone rather than smartphone based, were well

established in their functionality and they had good resources available to allow the

development of custom interactions.

Echo & Echo dot: The Amazon Echo is a voice interactive smart speaker designed

to function as a standalone smart assistant in the home. The Echo aims to bring

connectivity to a range of services and products such as smart home systems and online
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Figure 7.10: Echo Dot by Amazon

purchasing, through conversational interaction with the Alexa voice services (AVS). The

functionality of the Echo devices can be expanded through the addition of skills, which

are continually being developed by their providers. Although a number of the skills

could be termed ‘junk skills’ and do not provide significant benefit to the user, skills

have been developed which allow interaction with smart home thermostats, such as Nest

Learning Thermostat and Hive Active Heating.

The Echo is activated through the use of a ‘wake word’ and then a question or command,

such as: “Alexa, play radio 4”, “Alexa, what is the weather today?”, or “Alexa, ask EDF

Energy to check my account balance”. The processing of each request is carried out on

AVS which generates a response to the query. This response is then spoken over the

speakers, or if it is an action such as playing music the music will play over the speakers.

Figure 7.10 shows the Echo’s smaller sister device, the Echo Dot, which was released

in March 2016 [234]. The Echo Dot is very similar to the Echo in functionality as the

processing for both speakers is carried out externally to the device. The Echo Dot can

be connected up to external speakers as the integrated speaker is not very powerful;

however, for most non musical purposes the integrated speaker is sufficient.

The Echo and Echo Dot both have an array of seven microphones in the device to give

superior noise cancellation far-field voice recognition to enable voice recognition in noisy

environments. This also allows multiple devices with the same wake work to be linked

together, Alexa uses echo spatial perception to automatically determine which device is

closest to the request and respond through that device.
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Figure 7.11: Alexa voice command processing

Alexa Processing: The Alexa Voice Service is the processing engine behind the Echo

devices. It combines automatic speech recognition (ASR) and natural language pro-

cessing (NLP) with a library of ‘skills’ to enable conversational intelligent voice control.

AVS is not solely available on the Echo devices but has recently been made available in

the UK [235] for installation in any connected device with a speaker and microphone.

Alexa devices are always on, listening for a wake word (Alexa, Echo, Amazon or com-

puter depending on settings) and record the speech directly following the wake word.

This speech recording is streamed to AVS where it is analysed through speech processing

and skill details to identify and structure the request in JSON format. Requests are then

passed to the relevant skill to generate the response. Once the response is generated

it is passed back to AVS and converted to the spoken response, Figure 7.11 shows the

processing of requests.

Skills on Alexa are like an app on a mobile phone or a program on a computer. Skills

give different functionality to the device such as ordering a taxi, setting an alarm or

interacting with smart home lighting. Each skill can be added to an Amazon account,

from which it will work with all Alexa devices set-up to that account. Skills can be added

from a library of skills published by companies and developers, with the developers area

(Alexa skills kit) being open to all, allowing anyone to develop their own skills. As the

skills are hosted in the cloud rather than on each device the skills can easily be updated

without requiring users to download new updates.
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7.3.5 Slack

Slack [29] is a communication platform designed for work teams, to bring together

multiple areas of communication. Slack contains a wide variety of functionalities that

can be tailored to the group or users needs. At the basic level teams can set up open

or private channels in which to send messages, share files or make calls to other team

members. Users can send messages to channels, direct messages to specific people or

tag people in messages.

The Slack interface can be seen in Figure 7.12 accessed through the web interface. Slack

can also be accessed through apps on Windows, Mac, Linux, iPhone and Android, giving

access to the platform wherever the user is.

Figure 7.12: Slack communication platform - accessed via web interface

There is also extended functionality allowing integration with external applications such

as Twitter, cloud storage platforms and most importantly Node-RED. Previous messages

sent on the channels remain visible and can be searched at a later date if necessary.

The Slack platform was already being used by the group in the Physics lab as their com-

munication platform which made it the obvious choice for integration with the connected

lab development.
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7.4 Talk2Lab Development

For the creation of a connected lab environment the Talk2Lab project was created. This

project aimed to create a prototype Smart Lab system using commodity technologies to

give the scientists access to new data and allow interaction with the lab environment in

new ways.

The first implementation of this connected lab project focused on creating connections to

lab sensor data collected in the lab, enhancing the data being collected and the methods

by which the scientists could retrieve it. There were no plans initially to incorporate

functionality to control equipment in the lab, although use cases for ways in which

control could be added were discussed as future ideas. The addition of remote control

for equipment would have had significant safety implications due to the nature of the

equipment. That functionality would require extensive testing to ensure that the system

functions correctly under all circumstances and would not impact of the safe working

environment in the lab.

Throughout the project a number of workshop sessions were run at the University, bring-

ing together expertise from different research areas within the University and external

companies for collaborative brainstorming about the connected lab. Alongside these

workshops work was also carried out with the scientists in the lab discussing the needs

for the systems and use cases in which it could operate. To develop the prototype of the

connected lab the sensor systems were updated and expanded to allow access to more

data in the lab, new interaction methods were developed to allow users to access the

data through voice and frameworks were created for expanding the capabilities of the

system in the future.

For the creation of a system like this there were a huge variety of technologies available,

ranging from open-source to purchased software to self coded/built items. The technolo-

gies outlined in previous section were the technologies selected during this development.

They may not be the best solutions in the long run as the requirements for the system

develop; however, they were selected for the prototype for their low cost, familiarity and

ease of implementation. In particular it may be desirable to revisit the choice of voice

based user interface to determine if other systems are available which do not rely on

Amazon.

7.4.1 Use Cases

Throughout the development of the Talk2Lab system multiple sessions were held with

scientists who work in the laser lab. The aim of these sessions was to identify ways

in which the system could enhance the working environment within the lab, using the
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experiences of the subject matter experts. In some sessions this focused on cases which

would be straightforward to integrate into an Alexa/NodeRED interface, while other

sessions encouraged more blue sky thinking to discuss what could be possible if there

were no limitations.

The discussion of these use cases covered what functionality would be desired and how

it could be achieved, alongside some of the potential issues and pitfalls that may be

experienced in implementing them.

These use cases were developed by focusing on those aspects which would be of use to

the scientists in the lab, so although they were not all possible to implement straight

away, they will form the focus of the development as it continues.

Single source questions: Using the sensor data as inspiration these were questions

which use information from a single data source to provide a response. The simplest

of this style of questions were those which require a single data point to be returned.

For example requesting the temperature or pressure of a specific sensor, “What is the

temperature of tsunami?” This would be the simplest dynamic question that could be

asked, requiring the system to retrieve only the current value for a specific sensor.

More complex questions could also be incorporated for a single source, such as; “How

has the temperature of tsunami changed in the last hour?” or “What is the average

temperature for tsunami?”. These questions require the system to have more context

and process more data points to generate the response. As the complexity of the question

increases it requires additional data and coding to process the request.

A method for getting the system access to more data for analysis would be for it to

always store more data points, which could be very memory intensive depending on the

scale of the stored data. Alternatively it would need to query a database to retrieve the

relevant data each time there was a request, which could be more time-consuming but

would allow for easier addition of extra questions.

Additionally the system would require more context for some questions, when taking the

average it is necessary to know what time period this average is over. This additional

context could be determined from a multi-step interaction where the system asks for

additional parameters that it requires. Currently voice interaction software is unable to

easily handle all the context that is involved in multi-step interactions; however, these

products are continually developing and their ability to handle more complex situations

will increase in the future. An alternative method is to use default parameters, if a user

specified the time period in their request the system would use that, otherwise it would

set to the default parameter. For example if the user asked “What is the weekly average

for tsunami?” the parameter would be weekly, otherwise it would return the average

for a set time frame such as the last 24 hours.
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Qualitative and Multi-source questions: These cover more specific questions that

would be asked by the scientists related to the behaviour of the equipment - for example:

“Is the laser on?”, “Is the laser working well?”, “How is beam line 2 doing?” Although

these might seem like simple questions, they are significantly more complex than ques-

tions such as “What is the temperature of tsunami?”

Questions which enquire about qualitative measures, such as how well a device is work-

ing, require additional behaviours to be defined and programmed for each piece or group

of equipment. These behaviours could either be thresholds which determine an accept-

able reading, or banding which could show good, satisfactory and bad levels for the

equipment.

In addition to defining the acceptable levels it is not always possible to determine the

state of a piece of equipment from a single sensor reading. Some equipment may require

multiple sensor readings to be combined in processing, to give an overall state in which

several criteria must be met to attain the acceptable behaviour.

The laser system in the lab is complex and composed of many different parts. When

querying about the state of the laser there are many different parameters which must

be considered. For example, the laser ‘on’ state cannot simply be inferred from sensors

like the power consumption, as the power is always switched on to the laser, unless the

entire system has been shut down. Similarly there is no single piece of equipment that

determines the overall behaviour of the laser or its output.

To create questions about the state of the equipment it is necessary to identify the rel-

evant sensors that are required to determine the behaviour, then define the combination

of these sensor readings that gives ‘good’ or ‘bad’ behaviour. Once this structure is

defined it could be implemented into the voice interaction system.

Dashboards: Digital Dashboards are frequently used in business to display a key

selection of values or to visualise a set of data to give overall views of performance. In

the lab environment it would be beneficial to have access to multiple readings from the

sensor system in one place. This would involve a different method of interaction to a

voice interaction system as the smart speakers can only respond directly to the user

with audio.

An efficient interaction method would be a touchscreen display which presents a digital

dashboard. The display could give the user an at-a-glance overview of the state in the

lab, pulling in and visualising data from different areas of the sensor systems. The d3.js

system that has been implemented in the existing visualisations could be implemented

in the dashboard, creating dynamic displays using the lab data.
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The dashboard could show the overall state of the lab but also allow access to more in

depth data when requested. For example it could show the current temperatures for all

temperature sensors, but when a single sensor is selected it could display the temperature

for that sensor over the last 24 hours. Separate users could also create custom views on

the display which show the sensor readings which they are most interested in.

Access to the dashboards could also be provided via a web interface allowing users and

supervisors to monitor the lab status from a remote location.

Viewing camera feeds: Within the lab there were a number of network enabled

cameras which were positioned to view the output from equipment or included in the

experimental setups. In particular cameras were positioned to capture the output of

equipment that is crucial to alignment of the laser beam. The adjustment of the laser

beam previously required two people to be present as the output from the monitoring

equipment was not visible from the position where the equipment is adjusted.

Using a network enabled camera allowed the alignment to be more easily carried out by

a single person, but it required the use of a laptop in the vicinity of the laser. Using the

Talk2Lab system the network camera could be visualised through the use of a command,

“Show laser alignment camera”. The Alexa system would control the display of the video

feed through integration with a Raspberry Pi. The camera feed could be displayed on a

large flatscreen in a position that is easily visible from where the laser beam is adjusted,

allowing the user to adjust the laser beam more easily and get instant visualisation of

the monitoring output without use of a laptop.

Additional commands could also be included to stop the feed and show the feeds from

the other network cameras. If the screen was not visible from all necessary points

additional screens could be installed which could also display the network camera feeds

if commanded. Following on from the visualisation of the camera feeds the system

could be used to capture snapshots from the feeds and save the snapshots to a specified

location. Commands like these would require additional context; however, this could be

included in the command such as “Save laser alignment camera feed for Greg”, where

the save locations are associated with individual users.

Control of the Laser: Control of the laser was functionality that was strongly desired

by the lab users, in particular the ability to remotely turn the laser on. This was because

the laser requires a lengthy start up period before it can be used for experiments. If it was

started up remotely this could maximise the experimental time when the user is in the

lab. This use of the connected lab was the least likely to be implemented as it concerned

the control of the laser itself. Control of the system rather than monitoring introduces a
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raft of additional complexities and safety concerns, particularly when involving expensive

and potentially dangerous equipment.

While it would be an exciting and beneficial use of the connected lab the start up of

the laser will be a future project. In addition to the safety concerns, the IoT sphere is

still rapidly developing and an area of concern is the security of the internet connected

devices. [236] The system would need to be very robust to minimise as far as possible

the possibility of unauthorised access to the control of the laser.

Another area of laser control is the shutdown of the laser system. If the steps of the

laser shutdown procedure are not followed correctly this can cause issues with the laser

system. Automating the shutdown procedure could ensure that the steps are consistently

carried out in the correct order. Automation of the laser shutdown would be less risky

than the start-up of the system; however, it would still require extensive testing and

safety checks to be in place.

Image analysis: The users in the lab are frequently required to be able to identify the

behaviour of the laser from the visual output of equipment, without additional analysis

being required. One output which is used to identify laser behaviour is the Frequency-

resolved Optical Gating (FROG) trace. This output is a spectogram, the shape of which

can characterise the behaviour of the laser pulses.

This FROG trace does not have an output which can be directly linked to the connected

lab system as due to the age and OS of the machine it is not permitted to connect this

machine to the internet. Instead the visual output is used to characterise the laser pulses

and if further analysis is carried out it must be manually copied across. If the visual

output could be analysed automatically then the behaviour of the laser could be linked

in to the connected lab system.

Image analysis could be applied to the FROG trace via a network camera which would

capture the screen output from the non-networked PC. The analysis could be used to

determine the shape of the output in the image and trained using sample images to

identify what pulse behaviour this corresponds to.

Another situation in which image analysis could be used is in one of the beam line

experiments where the output is an image from which roundness is measured. Carrying

out image analysis on an experimental result could be the first step towards automating

the experimental run.

Alerts & Warnings: In the connected lab system the sensors and measurements will

be continually monitored and recorded. This data collection can be used help the lab

users by activating warnings and alerts when unexpected conditions are detected in
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the lab. Alerts would notify users of issues which could be a hazard to equipment in

the lab or the safety of users as well as informing them about issues which may affect

experimental results. If a user can rectify the issue during an experiment it may prevent

them from having to repeat the experiment.

The unexpected behaviour could come in many forms, such as sensor measurements

being outside of an acceptable specification. For certain sensors such as temperature

this would be a simple range of acceptable values, but sensors like vacuum pressure may

have a number of different ranges including whilst under vacuum and not under vacuum,

which would require the system to identify which range is applicable.

Other specifications may require a combination of multiple sensor readings to determine

if it is out of specification. One situation that could cause damage to the equipment is

if the laser interlock, which blocks the beam for safety purposes, is accidentally tripped

and not re-set shortly after. This would require knowledge that the beam is powered up

and reaching the final chamber of the laser, but no output beam is detected.

When out of specification behaviour is detected a warning should be triggered. The

recipient and method of alert should be dependent on the type and severity of the

unexpected condition. A slightly out of specification temperature would not be very

severe, a significantly out of specification temperature or multiple out of specification

temperatures would be more severe and a situation like the interlock being tripped would

be urgent. The alerts could be sent through a number of channels such as Slack, email

or text message, where possible urgent alerts could also be delivered audibly in the lab.

7.4.2 Talk2Lab workshops

A series of workshop sessions were run for the Talk2Lab project with attendees from

within the University and external companies. These workshops covered a variety of

topics incorporating both the theoretical side of the development in addition to practical

development in ‘hackathon’ sessions.

The workshops began with discussions on the possibilities of what a connected lab

could do and how it could be achieved. Topics included hardware and software solutions

that could be useful in the creation of the system and areas in which the lab could be

connected, along with the safety and security implications of these.

Suggestions raised at these workshops were wide-ranging with some that would be easily

achievable and other ideas that were more suited to future development, a number of

these discussions cross over with the use cases that were explored with the lab users

discussed in the previous section. Items covered in the discussions included:

• Turning the laser on/off
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• Alerts for equipment if there was an issue, and what the issue was

• Long term monitoring and tracking of equipment status

• Microphones monitoring equipment vibration for abnormal behaviour

• Recording data - automated experimental runs, dictation to a lab notebook, snap-

shots from a camera

• Monitoring laser performance - is the laser working well

• Communicating with the system via other means, Slack, text message etc

Following on from these discussions the development focused on the creation of an

interface for the existing temperature sensors that had already been installed in the lab.

The aim of the initial hackathon sessions was to create a simple interface, allowing a

voice command to retrieve live environmental data from the lab. For the first hackathon

session we were joined by a number of collaborators including Andy-Stanford Clark3

from IBM, whose knowledge of Node-RED helped to create the initial flows in Node-

RED to retrieve data from the lab.

7.4.2.1 Initial Alexa Integration

The initial Node-RED flow was designed to create the interface between the lab data and

the Amazon Alexa system, pulling in lab data from a number of sensors and allowing

requests for information to be made through the Echo Dot. Figure 7.13 shows the

initial Node-RED flow that was created. This flow allowed the user to retrieve the most

up-to-date reading for each sensor.

The flow had 3 sections which monitored sensor data and stored the values in the system;

these linked in to the lab sensor data by subscribing to the MQTT feeds published

by the temperature, flow rate and current cost sensors in the lab. The temperature

feeds contained readings for all sensors in every message which required no additional

processing. However, in the current cost feed each message only contained the reading

for a single unit which required pre-processing to ensure the data was correctly stored

for all units.

The flow also contained a section monitoring for requests coming from the Echo via

AVS. When a request was received this triggered the flow which processed the request

and generated a response for the user.

In order for the Echo device to interact with our system via AVS it was necessary to

create a custom Alexa skill in which specifications were defined for the questions (intents)

3Developer of the MQTT messaging protocol
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Figure 7.13: Initial Node Red flow from first Hackathon session
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that would be posed to the Echo device relating to the lab, and the method by which

Alexa should handle any requests to the skill.

Initially a single skill was created through the Alexa skills kit, with a single intent

defined as “GetTemperature”. The intent schema that was defined for the skill is shown

in Figure 7.14. This skill was intended to take requests for the temperature of a number

of ‘rooms’ which are the various sensors located in the lab.

A limitation of the Alexa system was that the slots had to be populated via the skills

website and could not be pulled in from a list or database. For a static system this

would not be an issue. However, in a system that was dynamic or required expansion

this could cause a number of issues. This may be addressed in a future expansion of the

Alexa system or if it causes significant issues the choice of Alexa as the initial processing

engine could be reconsidered.

{

"intents ": [

{

"slots": [

{

"name": "room",

"type": "LIST_OF_ROOMS"

}

],

"intent ": "GetTemperature"

}

]

}

Figure 7.14: Intent Schema in Alexa Developer for X Ray skill

Prior to the interaction request entering the Node-RED flow it has already undergone

the first stage of processing carried out on the Amazon server. This performed the

speech to text processing and natural language processing to attempt to identify the

skill, intent and any slots based upon the structure of the skill detected by the Alexa

device. Once this first stage of processing had been completed the request was passed to

the endpoint specified by the skill, in this case the request was passed to the Talk2Lab

Node-RED server.

The incoming request from Alexa was formatted in JSON with the structure outlined

in Figure 7.15, in this example it contained a request for the temperature of tsunami.

Alexa has identified the intent of ‘GetTemperature’ and value of ‘tsunami’ for the slot

‘room’.

In processing the request in Node-RED the room slot value (in the example above

‘tsunami’) was extracted from the request and mapped to the sensor ID that was present

in the incoming MQTT feeds. The relevant temperature value was then retrieved from
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{

"session ": {

session information

},

"request ": {

"type": "IntentRequest",

"requestId ": "EdwRequestId.ecf64ee1 -e0eb -4cd1 -887b-547 c5dc8ee9b",

"intent ": {

"name": "GetTemperature",

"slots": {

"room": {

"name": "room",

"value": "tsunami"

}

}

},

"locale ": "en-GB",

"timestamp ": "2017 -09 -15 T17 :30:36Z"

},

"context ": {

context information

}

},

"version ": "1.0"

}

Figure 7.15: JSON request structure from Alexa

the stored sensor data, scaled and the response message created for return to the Alexa

device. Upon receipt of the response message the Alexa device converts this to speech.

This initial flow successfully gave the lab user access to the current temperature readings

for all of the temperature sensors attached to Raspberry Pi 1. The way in which the

sensor MQTT feeds were structured meant that the sensor feeds came in based upon

which Pi they were connected to in the lab. This was convenient for their installation

but the MQTT feeds could be better structured based upon sensor type or having all

sensors in the same group, which could give access to all of the sensors in one section of

the flow. The structure of the MQTT feeds would also need to take into account any

pre-processing that is carried out during the storage of the data.

The power consumption values (current cost) were also pulled into the Node-RED flow

from the MQTT feeds; however, these feeds were not useful in their raw form as the

sampling rate can cause the reported power consumption values to fluctuate quite con-

siderably. Values like these would require storage of data over a period of time which

could be processed on the fly, for example providing an average of the 10 most recent

readings. Processing such as this would also be required for some of the ideas raised

in the workshops where pieces of equipment are tracked over time or compared to their

‘normal’ state.
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Figure 7.16: Equipment and Sensors map showing connections for physics lab
Green items are ‘measurements’ taken and blue the equipment taking the

measurement

7.4.3 Cataloguing Equipment

The processing of MQTT feeds in Node-RED and incorporation of additional sensors

for the system highlighted the necessity for the equipment in the lab to have a defined

structure, rather than all equipment being named and referred to differently which is

often how a lab environment naturally evolves due to the cycle of users through the lab.

In order to consider how to define the structure it was necessary to catalogue all of the

equipment present in the lab. A database was created where each item in the lab was

recorded. Over 100 items were added to the database ranging from beam lines that

contain experiments to environmental sensors.4

The items in the database were assigned a UUID (Universally unique identifier) that

can be used to ensure that each item can be referred to specifically without any risk

of duplication. The database also included the names that the lab users used for the

equipment, in some cases multiple names or nicknames may refer to the same item of

equipment where the name has evolved over time.

In addition to the item’s name the database was also populated with further information

about the item including location, device type, manufacturer and serial numbers where

the information was available. Although only a small portion of this information would

be used in the initial stage of the development, future development of a robust system

will benefit from a thorough inventory carried out with the help of lab users.

4The full equipment database can be found in the ESI. [30]
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To aid the organisation of information and retrieval of data, records are often organised

into a structure or processed through a classification system. This enables more efficient

processing of the data in search, retrieval and analysis.

When considering the different methods for organisation of the equipment data it is

necessary to understand how the equipment and readings are related. Figure 7.16 shows

a simplified connection map created to link the equipment present in the lab. This map

links the various types of equipment and the measurements that were associated with

them. The black boxes show key items of equipment, the green boxes show ‘measure-

ments’ taken and the blue boxes are the devices taking the measurement, which were

also pieces of equipment. The orange items are measurements that were not initially

taken but were planned for future expansion.

There are two major different methods for structuring the equipment, one method is to

use a flat-file structure where all of the equipment is at the same level and the other is

to implement a hierarchical structure, which relies on the creation of a tree structure

through which the equipment can be classified. For this system a flat structure was

selected, this was the simplest option as it does not require a taxonomy to be created

or implemented for the equipment.

If the hierarchical method was selected a classification tree would have been required.

Due to the complex nature of the lab connections there were many different ways in

which the equipment be classified which included; equipment type, location, function

and how it is connected. However, none of these classifications simply and sufficiently

captured the structure of the equipment. The connections were challenging as items

often had multiple functions, were connected with more than one piece of equipment or

location, and were not static in their positions.

The flat structure contained all the equipment at the same level and information about

the items can be stored as the item’s metadata. Although this method does not allow

selection of groups of devices through the tree it allows far more flexibility in the rela-

tionships between items. It can be also be used in conjunction with taxonomies which

define relationships between categories and their subcategories for item selection.

7.4.4 HyperCat

The method selected for the catalogue implementation was HyperCat [237], this is a

JSON-based open specification for cataloguing IoT assets. A HyperCat catalogue con-

tains a collection of uniform resource identifiers (URI) and metadata from the item,

contained in RDF-like (Resource Descriptor Framework) triple statements. Hypercat

is designed to expose information about IoT assets and allow interrogation of the asset

information.
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A Hypercat catalogue is a collection of resources, which may themselves be another

collection or a simple item object. Each item in the catalogue must contain a href which

is the identifier for the object and item-metadata. Information in item-metadata is

given by a JSON array of rel val pairs. The only required item-metadata is a resource

description, other metadata are defined by the catalogue creator.

The catalogue of lab items was used as the basis for the Hypercat creation. Imple-

mentation of a catalogue which can be queried would allow the automatic population of

data in the processing system. In the initial Alexa integration slots had to be manually

populated via the Alexa skills kit, but potential future developments may allow Alexa

to pull the slots in from a database. Alternatively a different NLP engine could be

implemented to link up to the catalogue.

Pulling data in from the catalogue would also extend to metadata for warnings and

alerts, such as limits for specifications and other parameters necessary for triggering

alerts. The catalogue also allows functionality to be built around groups of sensors, for

example showing all of the temperature values on a screen or asking if the temperature

in the lab is okay, where the system would be required to examine all of the temperature

values and respond. This facilitates the creation of digital dashboards and multi-source

questions from the use cases.

Looking toward the expansion and creation of new systems, the use of a catalogue of

equipment would be beneficial as new sensors and items can simply be added into the

catalogue and this would incorporate them into the interactive system. The addition

process would require certain metadata fields to be populated when new items are added

to the system, ensuring that items and their data can be properly linked up.

7.4.5 Further Integration

Following on from the initial integration of the sensor system with the Alexa voice inter-

action additional functionality was explored, including the incorporation of extra intents

to the Alexa requests, additional interaction pathways and further sensor measurements.

Laser Power: Further development allowed the addition of laser power values to the

system. The laser power monitor which operated on a Beaglebone was modified to

publish its values via an MQTT feed in addition to its existing web interface. A second

intent (GetLaserPower) was added to the Alexa skill to handle questions about the

laser power. As the laser power did not have multiple sources, such as multiple power

readings, the skill did not require any slots to be added.

The Node-RED system was modified to split the flow dependent on the intent that was

identified by Alexa, Figure 7.17 shows the modified section of the flow concerned with
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Figure 7.17: Node Red flows for Alexa requests with 2 intents
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the Alexa requests. The first step in the flow carried out identification of the intent

present in the request. Requests for ‘GetTemperature’ were directed through the upper

pathway and intents of ‘GetLaserPower’ were directed through the lower pathway. Each

pathway carried out retrieval of the relevant data and returned a response to Alexa. If

the response could not be generated then an error message would be returned.

Following input from the lab users this skill was modified to calculate a power ratio

from the obtained readings and report this alongside the laser power as this is a useful

diagnostic for the laser.

Alerts (Slack output): As discussed in the use cases, having a system which continu-

ally monitors equipment in the lab gives potential to alert the users when an unexpected

situation is encountered. To test the generation of alerts a simple alert system was cre-

ated to trigger a message when a sensor reading was outside of a specification.

The code for testing the specification and generation of alerts was placed into the flows

which monitors the sensor feeds so it did not rely on a user making a request to the

system, but would be continuously monitoring the readings. If a reading received via

MQTT was out of specification a message was generated and sent out to the users using

integration between Node-RED and the Slack messaging platform used by the physics

group. The Slack output uses a Slack bot to send a message in a specified channel.

An example alert generated was: “Alert! The temperature of tsunami is out of spec at

28.7 degrees!”. The alert informs the user of the piece of equipment that was out of

specification and what its reading was. This provides the user with enough information

to tell how urgent the alert is and the location to look to fix it.

In this implementation the specification for the sensors had to be hard-coded into the

Node-RED flow; however, the incorporation of a catalogue for the items in the lab would

allow specifications for each sensor to be recorded alongside the device information. The

Node-RED flow could then interface with the catalogue, retrieving specifications when

required. Additional specifications could be defined allowing sensors multiple levels of

specification, such as inner and outer thresholds. It would also be possible to create an

alert for specific users in the Slack channel by tagging users that are recorded in the

catalogue as being responsible for that piece of equipment.

The alert system should be further developed so that alerts are not repeated continuously

every time a new reading is received if they are still out of specification. The temperature

readings are received once a minute, which would cause frustration if the alerts were

not urgent but sent every minute until fixed. Alerts should be repeated only if the

reading goes back into specification and then out again, or if the reading is still out of

specification after a specified time period. Different time periods could be set dependent

on how important it is that the reading stays inside the specification. A temperature
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value being a little high would be significantly less urgent than an alert which says that

the interlock has been tripped on the laser whilst it is on.

Creating a more complex alert system would require additional variables to be stored

along side the temperature data in the Node-RED system. These variables would be

used to flag the time that the reading went out of specification or the time the last

alert was sent. This would be used in conjunction with the specification to determine

if an alert is required each time the reading comes in. Once the reading goes back

in specification the flag would be cleared. The alerts could also be escalated to other

methods such as email, or SMS if a situation is not resolved within a given time frame.

The integration with Slack is useful for alerts; however, it could also be used as the output

for other functions such as monitoring or status reports. It could also be integrated as

part of a text interaction as an alternative to the Echo Dot voice interaction.

Slack input: Slack input was also examined to explore the possibility of creating a

text interaction method, where interaction with the system was carried out entirely

through Slack. The request would be input in Slack and following processing response

would be returned to Slack.

Slack input was made possible through use of a Slack bot to monitor a specific Slack

channel for posts, any messages on the channel are used as inputs to the Node-RED sys-

tem. Capturing the Slack input was a straightforward process; however, the integration

of Slack requests with the flows that handle request processing was more complicated.

Unlike the Alexa requests from the Echo Dot, the Slack messages entered into the system

in their raw text form without any language processing. This required the identification

and extraction of the request parameters before the request can be processed. If the

request is posed as a natural question, such as “What is the temperature of tsunami?”,

then the text requires natural language understanding (NLU) to be applied to identify

the intent and parameters of the request.

NLP/NLU engines do exist that can be integrated with the Node-RED system; however,

the use of most cloud engines (Amazon Alexa/Lex, IBM Watson) required a subscription

to their service. This could be a viable option for a future development; however, this

would be dependent on the scope of the project and the cost incurred. Open source

engines would be an alternative to paid cloud engines, although these often require

more development and customisation.

An alternative method to using natural language commands would be to require a

specific structure for requests. If the request could be structured in the format ‘In-

tent,parameter1, parameter2 (if required)’ e.g. ‘Temperature,tsunami’ then the com-

plexity of the processing would be reduced. This method of interaction was created and
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tested, successfully allowing the retrieval of simple requests which mirrored the Alexa

system; however, the strict syntax required was not very straightforward for making re-

quests. It would require significant expansion of error handling to cope with variations

and potential syntax errors in the user input to create a usable interface through Slack.

Following expansion of the system to include the sensor data from all sensors and numer-

ous intents covering the wide range of queries, the Slack interaction method would need

to be integrated with the main Alexa processing flows to avoid unnecessary replication.

Implementation of an NLU engine would allow the requests to be structured in a similar

format to the Echo requests, parameters extracted from a structured request could be

converted to a similar JSON format or input at a later node in the flow. The system

would also need to track the interaction method (Slack, Echo Dot, etc) for each request

so the response can be returned to the correct end point.

The interaction with Slack is outlined in the ‘System Interaction’ section.

Vacuum pressures: Through a number of existing sensors temperature values were

fully integrated into the Node-RED system; however, during an experiment these are not

always the most useful readings to access. For users running experiments it was more

important to be able to access other readings, for example the values for the vacuum

pressures.

The beam lines are placed under vacuum when carrying out experiments. The vacuum

is controlled by vacuum pumps and monitored by multiple vacuum gauges in the lab.

The gauges can take input from up to three vacuum sensors and display the readings

on the front of the unit.

These gauges were not easily compatible with the sensor system as they were not

equipped with modern connectivity ports, some gauges had RS232 connections and oth-

ers had analog pins. It was possible after some experimentation to connect the analog

output of the vacuum gauge to a Raspberry Pi to receive data from the gauge.

Once the data were received by the Raspberry Pi they were sent via MQTT and could

be incorporated into the Node-RED system. However, the presence of multiple different

models of vacuum gauge may require the creation of multiple different procedures to

handle the inputs from the different gauges.

The age of the vacuum sensors meant they were not optimised for an IoT system and so

cannot identify themselves when plugged in or provide an ID along with their readings.

This removed the ability to request a reading from a specific vacuum sensor, instead the

requests must be directed to a vacuum gauge which would return the pressure readings

for all sensors attached to it.
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7.5 System Interaction

In the creation of this connected lab the aim was to produce a system which enhanced

the users interaction with the lab. The methods through which the user interfaces with

the lab should not interfere with the users work but operate alongside to improve the

lab experience.

The primary interaction within this prototype system was voice interaction through the

Amazon Alexa devices. Full functionality of the system was initially limited to requests

made via the Echo dot. However, text interaction via the Slack interface was imple-

mented which mirrored the functionality in the Echo voice interface. The interaction

through Slack was not as user-friendly as the Echo dot but it can be used in different

situations.

7.5.1 Voice interaction - Echo Dot

In the lab environment where the level of background noise was quite high the Echo

dot performed well at close range, and understood the majority of commands at dis-

tances up to 1.5m. This was in areas of high noise, in areas of lower noise such as the

mezzanine write-up area and entry rooms the distance was increased. It was possible to

operate multiple Echo devices together to cover a larger area, as they have Echo spatial

perception to determine location, allowing the closest device to handle the request and

response.

It was not possible to interact with an Echo dot through a Bluetooth microphone, which

would have overcome most problems with background noise. There is an Alexa voice

remote which contains a microphone, this could be utilised if multiple Echo devices

could not cover the whole lab adequately.

Interaction through Alexa is triggered by a spoken request from the user. This takes

the form of request qualifiers followed by a question in natural language. Figure 7.18

shows an example of the structure of an Alexa request. The request must begin with

the wake-word for the device and contain the name of the skill followed by a question

or command containing words that are linked to the relevant intent and any parameters

that are required for the intent. Devices are limited in their possible wake words, the

options are ‘Echo’, ‘Alexa’, ‘Computer’ or ‘Amazon’.

Intents were available for the request of temperatures and laser power with sample

utterances defined for each skill. These are phrases which will be identified as that

intent. Examples for temperature were: ‘What is the temperature of...?’, ‘How hot is..?’

When the request matches (or is similar) to the sample utterances then it is passed to



Chapter 7 Smart Lab Interaction 199

Figure 7.18: Structure of example requests made to Alexa Device

the specified intent. However, the ‘similarity’ of the matches can be somewhat hit and

miss and it is better to directly match an utterance where possible.

Although the use of NLP allows some flexibility in the structure of the question in the

request, the user must follow the overall structure of ‘wake word, skill, question’, as well

as learning the different intents that are available. Like many new systems that are

implemented this may require some training and experimentation to ensure the users

become comfortable with the interaction. If necessary additional sample utterances

could be added to the system if users encounter difficulties.

To aid the training of users more information about the system was incorporated into

the skills in the form of ‘help files’. These were designed to inform the user of the options

available to them through Alexa. This could be triggered through a launch request to

the skill which informed users of the questions they could ask. Alternatively, use of

the help intent would give users more information about a specific intent including an

example structure of the request and the sensors that were available.

With the responses voiced by the Echo dot it was important to try and convey the in-

formation in the most concise form whilst still maintaining a natural speech pattern. The

shortest possible response for a temperature request would be: ‘Temperature tsunami

20.1’ but this is abrupt and lacks any form of speech pattern. Long responses on the

other hand became quite monotonous unless the response was properly defined using

speech synthesis markup language (SSML)

7.5.2 Text interaction - Slack

Although voice interaction is useful in many situations it is not always the most suitable

interface and other interfaces, such as text or visual displays with click/touch may be

better suited. Text interaction would be useful in situations where audible interaction

is not desired, such as in a quiet shared office, in a noisy area which disrupts the quality

of the system, or where a user has hearing difficulties.
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The interaction created with Slack was mostly used for output from the Node-RED sys-

tem, handling the generation of alerts for sensor measurements. These were generated

automatically when a sensor measurement was received which was outside the specific-

ation. Figure 7.19 shows an example of an alert generated in Slack when a temperature

sensor was outside of specification.

Figure 7.19: Example of a temperature alert in Slack

Request and response interaction through Slack was also developed; however, the syntax

required by the input meant that it not mirror a natural way of interacting. Requests

could be made for both temperatures and laser powers. Figure 7.20 shows 3 separate

requests for temperature made via Slack. When the request was correctly formatted

the system generated the correct response. The first two interactions show requests for

the temperature of ‘tsunami’ and ‘BL1’ respectively, with the third request having the

sensor misspelt as ‘tsuanami’.

Figure 7.20: Interaction in Slack for temperature requests

It is not unreasonable that spelling errors would cause the system to generate an error;

however, errors were also generated if the wrong delimiter or spacing was present in the

request. The error handling could be expanded for this text interaction to allow slight

variation in the format of the request. If full sentence requests were used in Slack then

a NLP engine would be required; however, short text requests may be more beneficial

than full sentences for simple requests as typing full sentences takes much more time.
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The benefit of using a text interaction was that it did not take time for responses to

read out, as such longer help messages could be generated, including full examples of

the syntax required and the options available to the user. These were incorporated so

they triggered when no intent was recognised in the request.

7.5.3 Future interaction

With the swift development of ‘smart home assistants’ new products are continuously

being released in this area. Developments are also being made incrementally to the Alexa

system with new features being released regularly. Voice interaction could potentially

be improved if each user was assigned their own wireless device or headset. This would

enable each user to be identified when linking in with the lab system and the system

could be tailored to their needs. In addition this would also combat many of the issues

associated with background noise as the user would never be too far away from the

microphone.

The implementation of digital dashboards to display summary information from the

sensors would bring an additional interaction method to the system as these are visual

displays which would show visualisations obtained from the sensor data. Depending on

the type of display the user would interact with the dashboard directly through touch

or via mouse interactions. The dashboards would pull the data from the Node-RED

system and use d3.js to create dynamic visualisations that can be easily manipulated

by the user. Prototypes of these are currently in the early stages of development.

An extension of the voice interaction method would be triggering actions through the use

of commands. This would be implemented initially for the display of network enabled

cameras on screens in the lab. Beyond this it could be extended to enable capture of

snapshots from the cameras and the recording of data from sensors/equipment for a

lab notebook. Moving from retrieval of information to triggering events and recording

information is a large step towards the implementation of a completely connected lab.

7.6 Security & System Design

7.6.1 System Security

System security is an area of the design that should not be overlooked. In the current

system design none of the data available were safety critical or sensitive data. Although

a data breach is never desirable, if this data were to be accessed it would not be a

significant issue. However, if the system were expanded to contain controls for the lab
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then a security survey should be undertaken. Additional security measures would then

be implemented to ensure that no unauthorised access could occur.

Node-RED system

The sensor data and Node-RED system were both installed within the SOTON domain

network. This meant that the data was behind the university firewall and could only be

accessed by devices directly on the network or connected to the VPN. The server itself

was password protected so changes could only be made by authorised users.

Echo Dot & Alexa

The Echo Dot is one area of the system that could be vulnerable to hacking; however,

currently the only report of hacking specific to the Echo devices requires physical access

to the device, and only impacts devices produced in 2015/16 as newer devices have had

the physical vulnerability removed. [238]

Currently the main other areas of threats include malicious use by other people and

triggering commands through playback of voice recordings. [239] The current design

of this system means that it is not very susceptible to malicious use by other people.

Although it may be possible for an unauthorised user to physically access the system

they would be unable trigger any malicious actions. The Alexa interface is not able

to control any equipment nor can it carry out any unauthorised purchases, which is a

frequent misuse of Alexa devices, as the account settings do not allow this.

To ensure the security of the Alexa system and minimise risk of hacking there are also

a number of additional security measures:

• Encrypted communication between the Echo dot and Amazon servers.

• Skill publication requires HTTPS security certificates and validation of signatures

and timestamps of Alexa requests.

• Security patches and updates are regularly pushed out to connected Echo devices.

7.6.2 Privacy

Privacy within this system had two areas of focus, these were personal privacy for the

users and data privacy for the data contained within the system.

Personal Privacy: The Amazon Alexa devices are designed to always be listening for

their wake-word which triggers activation. Although the manufacturers maintain that

the devices only stream the audio following the wake-word, the always listening aspect is

a concern to many users as they feel it is an invasion of their privacy. The apprehension

of users may be reduced over time as voice interfaces become more widespread in the
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home and workplace. If the always listening is a concern to users this could be overcome

by activating the mute buttons on top of the device when the user is not interacting

with Alexa. Another solution would be to develop push to talk devices which would

only record when a button is pressed. But both of these solutions reduce the benefits of

having handsfree interaction.

In addition to the always listening behaviour of the devices, the history of voice com-

mands is stored with the Amazon account to allow the system to learn and improve the

accuracy of responses. This data cannot be accessed directly from the Echo device, but

can be accessed through the Alexa app or via the web interface which require knowledge

of the login credentials. If this was highlighted as a concern to the users then policies

could be introduced which require frequent deletion of this data, although this may

reduce the accuracy of the request identification.

Data Privacy: In the current Echo dot integration requests and responses are passed

through servers which are hosted in the cloud by IBM and Amazon. In an environment

which contains sensitive data in the responses this would not be a suitable set-up.

Whilst processing can be carried out on an internal server, responses which are spoken

via an Alexa device must pass through the Alexa servers. If that response contained

data which must remain private then the use of an Alexa system would not be possible.

Alternative solutions could be investigated using open source NLU engines that could

be self-hosted. However, it is unlikely that these would have the same power as the

cloud based services.

For the purposes of this installation the data does not need to be kept private. In fact

most of the data was already made publicly accessible though the web interface where

data values can be seen by anyone.

7.6.3 Data Validity

The system was designed to carry out the processing for the request out of sight of

the user and simply return the response to the query. However, the user needs to be

confident that when the system returns a response it is returning the correct data. This

can be achieved through a combination of quality controls.

• In the initial system design and set-up, care must be taken to ensure the sensors

are configured correctly and assigned the correct metadata. This makes certain

that when a sensor value is queried it is being retrieved from the correct sensor.

• When sensor data is published often a timestamp is included with the measure-

ment. This timestamp was stored with the sensor reading and utilised in the
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generated response. In this prototype the timestamp was included in the response

to provide the user with the time of the most recent temperature reading. This is

shown in the example in Figure 7.20.

An alternative method could use the timestamp as a validity test where the system

checks if the reading was provided within a specific timeframe, e.g. temperatures must

have been taken in the last 5 minutes. If the reading was not recent enough then it

indicates a problem with the sensor or connection and the system would return an

error message such as ‘The measurement for sensor is not up to date, please check

the connection’. The specification for the timeframe could adjusted dependent on the

frequency of measurements for each type of sensor.

Where sensors do not provide timestamps the system could add a timestamp at the

point when the reading is received into the system. However, care must be taken to

ensure that this reading was an up-to-date reading. Distinction could be signified by

the use of ‘The measurement of reading was value, received at time’.

Timestamps could also be used in conjunction with the Last Will and Testament (LWT)

functionality of MQTT to notify the user if a sensor has been disconnected or has its

status set to offline.

7.6.4 Error Handling

When interacting with a system request cannot always be expected to follow a perfect

scenario. System design requires error handling to ensure that any issues are caught in

processing and useful error messages are returned to the user. Throughout the processing

of a request in the Talk2Lab system there were a number of points where errors could

be generated.

Within the Alexa system the errors were handled through Amazon’s system. If Alexa did

not understand the request at the first stage of processing or if the skill was identified but

no intent had been understood then it returned a rather generic error message of “I’m

not sure”. If Alexa identified both the skill and intent then the request was passed to the

endpoint (Node-RED server) for processing. Other error messages could be generated

by a lack of internet connection, or a lack of response from the requested skill.

In Node-RED there were also multiple points where error handling was incorporated and

errors could be returned to the user. The error messages were designed to be helpful to

the user rather than just returning ‘error’. As some error handling was carried out on

the Alexa system the error handling in Node-RED related to each skill seperately. In

the GetTemperature intent a slot was required to identify the sensor, if no slot had been

identified by Alexa then the following message was returned by Node-RED; “Sorry I did
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not detect a sensor name”. If a slot value was identified; however, the ‘room’ identified

was not a valid sensor then Node-RED returned a message of “roomvalue is not a valid

room”. With the Laser Power intent no slots were required. The Node-RED system

checked if the laser power monitor was active, if it received an error then the following

error message was returned, “The Beaglebone is unavailable, please reboot.”

Similar error handling was also employed in the Slack text interaction; however, it also

required error handling for the identification of the intent. As the responses were in text

form a longer error message could be generated which informed the user of the correct

way to format their request and the options available for the ‘slots’. Each intent also

had the same error handling as in the Alexa system. As more intents are added to the

system extra error handling methods would need to be incorporated into the system.

7.6.5 Limitations of Current System

Although the proof of concept system has been developed successfully with the combin-

ation of Alexa and Node-RED this system has a number of limitations. Some of these

limitations may be overcome by future updates to Alexa or tweaks to the systems but

others may have to be accepted as a compromise for the other powerful functionality of

the Alexa system.

7.6.5.1 Alexa Limitations

When carrying out interactions with the Alexa system each command must be made

separately and prefixed by the skill name. The system cannot handle a query which

contains multiple requests or multiple values, e.g. ‘Ask X Ray Lab what is the temper-

ature of tsunami and what is the Laser power?’ This is a restriction that users must

learn to live with.

During the development of the Talk2Lab system the Alexa system was restricted to single

stage questions which meant that it could not handle context and multi-stage questions.

If a user asked ‘What is the weather in Southampton?’ and following the response asked

‘What is the time there?’ it would not understand what ‘there’ meant. Functionality

which handles multistage dialog has since been added to the AVS processing, so in

future development multi-step questions could be developed where the system retains

knowledge of context to create additional questions and responses. This also allows for

extra error handling where the system has not fully understood the command or to get

confirmation of an action before it is carried out.

Initial set-up and expansion of the system required manual configuration for the intents

on the Alexa skill developer site. For a system that is not very large or does not change
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frequently this would largely be a one off time requirement. If the system required fre-

quent changes then it would be beneficial to investigate alternative processing solutions

which can be populated in bulk.

Amazon have recently developed new tools for managing the skills kit through an API

rather than via the web [240], which would simplify the population of a skill for slots with

a large number of possible values. This could also open up the possibility of populating

the skill from the database of equipment created during this project.

7.6.5.2 Other Limitations

The system requires continual internet access as all of the processing is carried out in

the cloud. This should not be a significant issue for this installation as the network

connection within the university is reliable and should not frequently be interrupted. If

a connected lab system was implemented in a network where the internet connection

was intermittent then an alternative processing system may be required which is locally

hosted.

Although Node-RED was very useful for implementing the initial prototype and out-

lining the flow of requests through the system, the introduction of additional intents and

error handling creates a significant number of nodes. The increasing number of nodes

becomes difficult to manipulate in the visual display of Node-RED. Further development

may be more manageable in a node.js server instead.

The current implementation handled all requests as though they originated from a single

user. For current functionality this was sufficient as there were no user specific commands

or variables. However, development of commands that allow users to store data for their

lab notebooks or commands that have different set-ups dependent on user may benefit

from the introduction of voice recognition that identifies a user. This functionality

currently exists, although it is not yet fully reliable.

7.7 Discussion & Future Work

Development in the area of IoT devices and Home-automation is very swift; the techno-

logy utilised in this system was released in the UK less than two years ago, but since then

a whole range of products and services have been developed surrounding it. Although

voice interaction is spreading through the sphere of home-automation little development

had been done in lab environments.

This connected lab project has successfully developed a working prototype system

centred around Amazon Alexa and the Echo Dot. This allowed users to interact with
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their lab environment via voice and retrieve real-time information from sensors and

equipment, a design that had not been previously reported. This work lays the found-

ations for expansion into other lab environments with more opportunities for sensor

installation and monitoring. The system was implemented using a combination of Node-

RED and MQTT to access and process sensor data. Sensors were installed in the lab

to give access to temperature, power consumption, vacuum pressures, laser power and

visual feeds.

The Amazon Alexa system was integrated through the Echo Dot to give voice interaction

with the sensor system, where users could request temperature and laser power readings.

Text interaction was also created through Slack both for request and response as well as

alerts when readings were out of specification. The interaction through slack was very

rigid in its structure and not as user-friendly as Alexa. The interaction pathways through

Slack could be expanded to give more flexibility in the input structure. Additionally

they should link into the Node-RED flows which process the Alexa requests as this would

allow expansion of both interaction methods without duplication.

A full survey of the lab was undertaken to create a catalogue of the items present in

the lab, these included equipment, sensors and locations. Metadata for each item was

assembled in a database for use in integration with new intents and functionality in the

connected lab system.

Running a series of Talk2Lab workshops and hackathon sessions provided a great deal

of expertise from a wide variety of backgrounds, providing a number of suggestions for

functionality in the connected lab. Sessions with the lab users enabled the creation of a

number of ‘use cases’, identifying scenarios in which the implementation of the connected

lab technology would be of most benefit. These use cases will influence the direction of

future development of this system.

7.7.1 Areas for Development

As this project focused on creating a proof-of-concept connected lab system a number

of the ideas raised throughout the development have not been fully implemented in the

system. This gives a range of areas in which expansion and development could be carried

out to expand the scope of the Talk2Lab system.

• Fully integrate the additional sensor measurements into the Alexa skill and create

the corresponding intent pathways in Node-RED

• Full implementation of database containing all of the lab equipment (HyperCat

catalogue)

• Incorporate additional interaction methods: dashboards for displaying data, cam-

era feed display and capture
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• Apply NLU to Slack input allowing natural questions to be asked through Slack.

This could be run through Alexa or an alternative NLU engine.

• Expand the error handling methods to cover more and create a more robust system.

• Link the Slack alert systems in with the equipment database to pull specification

limits through.

7.7.1.1 Further Expansion

Beyond the areas mentioned for development, this system could be expanded to include

a wider range of integration. Here are a number of areas which could be investigated,

many of these ideas come from the use cases and workshops that were run throughout

the project.

• Headsets for interaction with Alexa

• Creation of more complex questions which combine sensor measurements to provide

more insight in the lab.

• Dashboards showing live-feed information about the lab systems, such as temper-

atures, power consumption, and laser information

• Integration with lab inventory software e.g. Alexa where is sodium chloride?

• Pushing data outside of the University environment - either for dissemination of

data or potential interaction with the public - public access science.

• Image recognition for analysis of legacy equipment

• Integrate with Lab Notebook system to allow information to be recorded

• Link up with static systems to look-up information e.g. safety data and protocols
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and P. A. Gale. Structure-activity relationships in tripodal transmembrane anion
transporters: the effect of fluorination. J. Am. Chem. Soc., 133(35):14136–48,
2011.

[93] C. J. E. Haynes, N. Busschaert, I. L. Kirby, J. Herniman, M. E. Light, N. J.
Wells, I. Marques, V. Félix, and P. A. Gale. Acylthioureas as anion transporters:
the effect of intramolecular hydrogen bonding. Org. Biomol. Chem., 12(1):62–72,
2014.

[94] C. J. E. Haynes, S. J. Moore, J. R. Hiscock, I. Marques, P. J. Costa, V. Félix,
and P. A. Gale. Tunable transmembrane chloride transport by bis-indolylureas.
Chem. Sci., 3(5):1436, 2012.

[95] S. J. Moore, M. Wenzel, M. E. Light, R. Morley, S. J. Bradberry, P. Gómez-
Iglesias, V. Soto-Cerrato, R. Pérez-Tomás, and P. A. Gale. Towards drug-like
indole-based transmembrane anion transporters. Chem. Sci., 3(8):2501, 2012.

[96] N. J. Andrews, C. J. E. Haynes, M. E. Light, S. J. Moore, C. C. Tong, J. T. Davis,
W. A. Harrell Jr., and P. A. Gale. Structurally simple lipid bilayer transport agents
for chloride and bicarbonate. Chem. Sci., 2(2):256, 2011.

[97] N. Busschaert, I. L. Kirby, S. Young, S. J. Coles, P. N. Horton, M. E. Light, and
P. A. Gale. Squaramides as potent transmembrane anion transporters. Angew.
Chem. Int. Ed. Engl., 51(18):4426–30, 2012.

[98] P. B. Cranwell, J. R. Hiscock, C. J. E. Haynes, M. E. Light, N. J. Wells, and
P. A. Gale. Anion recognition and transport properties of sulfamide-, phosphoric
triamide- and thiophosphoric triamide-based receptors. Chem. Commun. (Camb).,
49(9):874–6, 2013.

[99] L. E. Karagiannidis, J. R. Hiscock, and P. A. Gale. The influence of stereochem-
istry on anion binding and transport. Supramol. Chem., 25(9-11):626–630, 2013.
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Appendix A

Anion Transporter Plots

Graphs plotting various models created in Chapter 2 - Modelling Anion Transport in

Vesicles

A.1 Full dataset
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Figure A.1: Top 10 models for Log(1/EC50) through fit-all - up to 3
parameters ranked by R2 for the full Gale anion transporter dataset
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Figure A.2: DLS 04 vs. Log(1/EC50)
R2 = 0.1413, R2

adj = 0.1309

Figure A.3: VE2 H2 vs. Log(1/EC50)
R2 = 0.153, R2

adj = 0.142
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Figure A.4: Model of ECC & SpDiam Dz(e) vs. Log(1/EC50)
R2 = 0.2975, R2

adj = 0.2803

Figure A.5: Model of SpPos D, VE3 X & AVS Dz(e) vs. Log(1/EC50)
R2 = 0.3819, R2

adj = 0.3590
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Figure A.6: Actual vs. Predicted Log(1/EC50) for Forward stepwise model
using BIC

R2 = 0.821, R2
adj = 0.753

Figure A.7: Actual vs. Predicted Log(1/EC50) for Forward stepwise model
using AICc

R2 = 0.8726, R2
adj = 0.809
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Figure A.8: Correlation matrix of variables in the stepwise AICc model
coloured by correlation value
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Figure A.9: Actual vs. Predicted Log(1/EC50) for 10 parameter model
R2 = 0.683, R2

adj = 0.644

Figure A.10: Actual vs. Predicted Log(1/EC50) for 8 parameter model
R2 = 0.455, R2

adj = 0.406
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Figure A.11: Correlation matrix of variables in the 10 parameter model
coloured by correlation value
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A.2 Expanded Subset Analysis

List of compounds in expanded subset (with EC50 values)

• 101039 c0sc00503g-6

• 101039 c2sc20041d-10

• 101039 c2sc20041d-11

• 101039 c2sc20041d-12

• 101039 c2sc20041d-7

• 101039 c2sc20041d-8

• 101039 c2sc20041d-9

• 101039 c2sc20551c-11

• 101039 c2sc20551c-2 (∨)

• 101039 c2sc20551c-3

• 101039 c2sc20551c-4

• 101039 c3sc51023a-1

• 101039 c3sc51023a-10

• 101039 c3sc51023a-11

• 101039 c3sc51023a-12

• 101039 c3sc51023a-13

• 101039 c3sc51023a-14

• 101039 c3sc51023a-15

• 101039 c3sc51023a-16

• 101039 c3sc51023a-17

• 101039 c3sc51023a-18

• 101039 c3sc51023a-19

• 101039 c3sc51023a-2

• 101039 c3sc51023a-20

• 101039 c3sc51023a-21

• 101039 c3sc51023a-22

• 101039 c3sc51023a-3

• 101039 c3sc51023a-4

• 101039 c3sc51023a-5

• 101039 c3sc51023a-6

• 101039 c3sc51023a-7

• 101039 c3sc51023a-8

• 101039 c3sc51023a-9

• 10610278 2013 806809-1 (*)

• 10610278 2013 806809-2 (*)

• 10610278 2013 806809-4 (*)
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Figure A.12: Structures of Expanded Subset - with and without EC50 values -
part 1
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Figure A.13: Structures of Expanded Subset - with and without EC50 values -
part 2
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Figure A.14: Structures of Expanded Subset - with and without EC50 values -
part 3
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Figure A.15: Structures of Expanded Subset - with and without EC50 values -
part 4
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Figure A.16: Linear fit of ALOGP for expanded subset
split by compound type

Figure A.17: Linear fit of ALOGP for expanded subset
split by compound type, excluding bis functional group
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Figure A.18: Quadratic fit of ALOGP for expanded subset
split by compound type, excluding outlier (∨)

Figure A.19: Quadratic fit of ALOGP for expanded subset
split by compound type, excluding bis functional group and outlier (∨)





Appendix B

Tambjamine data

On the following pages are some data from the tambjamine compounds, additional data,

including the descriptors for the full dataset, can be found in the ESI of our paper. [140]

Table B.1 : A subset of the data from our tambjamine compounds, includes experi-

mental data and ALOGPs descriptors.

Figure B.1 : Correlations of logP descriptors for the tambjamine dataset.
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Table B.1: The tambjamine dataset with Experimental and ALOGPs values

No.
Compound

group

NH

sub.

Ring

sub.

Top

sub.
R-type EC50 (%) log(1/EC50) n RT ALOGPs ALOGPs-sq

1 Tambjamine Me OMe NH-Ph alkyl 0.00719 2.1433 1.19331 10.4 3.08 9.4864

2 Tambjamine Et OMe NH-Ar alkyl 0.00613 2.2125 1.23492 11 3.74 13.9876

3 Tambjamine Pr OMe NH-Ar alkyl 0.00699 2.1555 1.2497 11.6 4.17 17.3889

4 Tambjamine Bu OMe NH-Ar alkyl 0.00779 2.1085 1.32175 12.2 4.63 21.4369

5 Tambjamine tBu OMe NH-Ar alkyl 0.01036 1.9846 1.29244 11.9 4.72 22.2784

6
Tambjamine

-test set
Pen OMe NH-Ar alkyl 0.00951 2.0218 1.2484 12.7 5.02 25.2004

7 Tambjamine Dec OMe NH-Ph alkyl 0.28839 0.54 0.96494 14.5 7.11 50.5521

8
Tambjamine

-test set
OH OMe NH-Ar O-R’ 0.06884 1.1622 1.41974 8.8 2.58 6.6564

9 Tambjamine OMe OMe NH-Ar O-R’ 0.01967 1.7062 1.28872 9.8 2.86 8.1796

10 Tambjamine OEt OMe NH-Ar O-R’ 0.01356 1.8677 1.2827 10.5 3.37 11.3569

11 Tambjamine OCF3 OMe NH-Ar O-R’ 0.02313 1.6358 1.31434 11 3.76 14.1376

12 Tambjamine SMe OMe NH-Ar S-R’ 0.02603 1.5845 1.2931 10.4 3.2 10.24

13 Tambjamine F OMe NH-Ar Halogen 0.02077 1.6826 1.17885 9.6 2.92 8.5264

14 Tambjamine Cl OMe NH-Ar Halogen 0.0155 1.8097 1.26522 10.3 3.49 12.1801

15 Tambjamine Br OMe NH-Ar Halogen 0.02362 1.6267 1.37262 10.5 3.62 13.1044

16 Tambjamine I OMe NH-Ar Halogen 0.02212 1.6552 1.28762 10.8 3.76 14.1376

17 Tambjamine CN OMe NH-Ar Cyanide 0.01674 1.7762 1.47844 9 2.68 7.1824

18 Tambjamine SO2Me OMe NH-Ar S-R’ 0.0494 1.3063 1.59143 8.2 2.11 4.4521

19 Tambjamine 2-picoline OMe NH-CH2-Py N/A 0.19654 0.7065 0.85324 1.88 3.5344

20 Tambjamine Me OMe NH alkyl 0.34586 0.4611 1.29565 7 1.03 1.0609

21
Tambjamine

-test set
Et OMe NH alkyl 0.09208 1.0358 1.07582 7.7 1.55 2.4025

Continued on next page
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Table B.1 – Continued from previous page

No.
Compound

group

NH

sub.

Ring

sub.

Top

sub.
R-type EC50 (%) log(1/EC50) n RT ALOGPs ALOGPs-sq

22 Tambjamine Pr OMe NH alkyl 0.02736 1.5629 1.03739 8.5 2.03 4.1209

23 Tambjamine Bu OMe NH alkyl 0.0116 1.9355 0.85699 9.3 2.46 6.0516

24 Tambjamine Pen OMe NH alkyl 0.00648 2.1884 1.17753 10.2 2.99 8.9401

25 Tambjamine Hex OMe NH alkyl 0.005 2.3010 1.18867 10.9 3.52 12.3904

26 Tambjamine Hep OMe NH alkyl 0.00451 2.3458 1.51257 11.5 4.02 16.1604

27
Tambjamine

-test set
Oct OMe NH alkyl 0.00312 2.5058 1.0697 12.1 4.79 22.9441

28 Tambjamine Non OMe NH alkyl 0.0038 2.4202 1.09531 12.6 5.1 26.01

29 Tambjamine Dec OMe NH alkyl 0.0053 2.2757 1.32819 13.1 5.36 28.7296

30 Tambjamine Dodec OMe NH alkyl 0.00731 2.1361 1.15405 13.8 6.14 37.6996

31 Tambjamine Iso OMe NH alkyl 0.01125 1.9488 1.20205 9.2 2.24 5.0176

32 Tambjamine 31 OMe NH alkyl 0.00668 2.1752 1.05064 10 2.84 8.0656

33 Tambjamine C3H6OMe OMe NH alkyl-O-R 0.09767 1.0102 0.96266 1.5 2.25

34
Tambjamine

-test set
H OBn NH-Ar alkyl 0.01565 1.8055 1.32058 11.5 4.4 19.36

35 Tambjamine tBu OBn NH-Ar alkyl 0.01162 1.9348 1.19969 13.1 5.94 35.2836

36 Tambjamine Pen OBn NH-Ar alkyl 0.01234 1.9087 0.85732 6.46 41.7316

37 Tambjamine OMe OBn NH-Ar O-R’ 0.01334 1.8748 1.44971 11.6 4.38 19.1844

38 Tambjamine Py OBn NH-Py N/A 0.00878 2.0565 1.42571 11.3 3.3 10.89

39
Tambjamine

-test set
Pr OBn NH alkyl 0.01957 1.7084 1.13632 10.7 3.62 13.1044

40 Tambjamine Pen OBn NH alkyl 0.00968 2.0141 1.74418 11.9 4.49 20.1601

41 Tambjamine Non OBn NH alkyl 0.00517 2.2865 1.14582 6.07 36.8449

42 Tambjamine Dec OBn NH alkyl 0.02044 1.6895 0.92909 13.9 6.42 41.2164

43 Tambjamine Dodec OBn NH alkyl 0.07442 1.1283 0.26473 7.14 50.9796
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Figure B.1: Correlations of various logP descriptors
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Figure B.2: Correlation of log(1/EC50) and log(1/kini) excluding compound 43
- used in validation of EC50 value for compound 43





Appendix C

BLL Experiment

On the following pages are a number of images showing the Online interface for the BLL

experiment in use.

Figures

Figure C.1 : Home Page of the Online Experiment

Figure C.2 : Online experiment running under light conditions

The experiment can be run under dark or light conditions to show the effect of back-

ground light.

Figure C.3 : Screenshot of the interface once the experiment has finished

Once the experiment has completed the interface displays a link to a results page.

Figure C.4 : Results page allowing download of files

The files available for download are: a raw image of the fluorescence, an excel file

containing the raw data and a image plot of absorbance vs. distance
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Figure C.1: Home Page of the Online Experiment
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Figure C.2: Online experiment running under light conditions
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Figure C.3: Screenshot of the interface once the experiment has finished
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Figure C.4: Results page allowing download of files





Appendix D

ESI Contents

D.1 Chapter 2 - Modelling Anion Transport

Folder: C2 AnionTransport

Files:

Experimental Chemicals database.xlsx Initial database of compounds following

extraction from papers

PAG dragon chemical values.xlsx Experimental values and DRAGON descriptors

for original anion transport compounds, excluding duplicates

Chemicals mechanisms cleaned.xlsx Additional data on biological action and mech-

anisms - only for compounds with measured EC50 values

logEC50 with errors.xlsx Excel file containing experimental errors and log(1/EC50)

vs ALOGP plot

PAG 2D structures.zip Structures of anion transporters, individual .mol files

PAG 2D structures.sdf structures in .sdf format - all compounds in one file

PAG structures image.pdf Structures of anion transporters in image format

c3sc51023a expanded compounds.sdf Structures of the subset expanded from pa-

per 10.1039/c3sc1023a - Section 2.4.3

Folder: PCA

2D Descriptors PAG Originalset.csv DRAGON descriptors generated from

2D structures

2D Structures PAG Originalset.sdf 2D structures of anion compounds (ori-

ginal set)

3D Descriptors PAG Originalset.csv DRAGON descriptors generated from

3D structures
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3D Structures PAG Originalset.sdf 3D structures of anion compounds (ori-

ginal set)

PCA R.nb.html RNotebook containing PCA code and plots

Folder: Model Fits Files showing fit statistics from various model fits

D.2 Chapter 3 - Tambjamine Anion Transporters

Folder: C3 TambAnionTransport

Files:

Compound structures 2D.zip Tambjamine 2D Compound Structures, individual

.mol files

logEC50 with errors.xlsx Excel file containing experimental errors and log(1/EC50)

vs ALOGPs plot

43compounds DRAGON descriptors.csv Raw descriptors generated in DRAGON,

includes additional synthesised compounds

Tambjamines dataset cleaned.csv Dataset from Tambjamine paper [140] contains

experimental values, classifiers and descriptors from multiple sources for the 43

tambjamines

4parameter subset.txt Subset of descriptors used in fit of 4 parameter models.

model coefficients CI.xlsx Confidence intervals for selected 2, 3 & 4 parameter mod-

els.

model fit plots.png Actual vs. predicted plots for selected 2, 3 & 4 parameter models.

Folder: Initial Models - files for Quesada’s models

Test set cleaned descriptors.xlsx 380 descriptors for compounds in test set

Training set cleaned descriptors.xlsx 380 descriptors for compounds in train-

ing set

Descriptors original38 modeldescriptors.csv Descriptors used in initial mod-

els, only the original 38 compounds

Descriptor sources.xlsx Sources for the descriptors generated by Quesada’s

group

fit all.png Results of fit all models for the initial modelling

Folder: RCode

linear code results.r Code and results for 3 & 4 parameter fits

lme4 code results.r Code and results for mixed effect linear fits within alkyl R

group

Tambjamines New numbers classified cleaned.csv .csv file used in R code

- contains tambjamine descriptors and identifiers

Folder: CombinedQSAR
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combinedQSAR structures.sdf Structures from old PAG, new PAG and tam-

bjamine datasets - Section 3.9

combinedQSAR structures.zip Structures from old PAG, new PAG and tam-

bjamine datasets, individual .mol files - Section 3.9

compounds noduplicates Alogps EC50.xlsx Experimental values and Alo-

gPs for all compounds, no duplicates

compounds noduplicates cleaned descriptors.xls DRAGON descriptors for

all compounds, no duplicates

classyfire compounds noduplicates.xlsx Classyfire classification groups for

all compounds, with counts

D.3 Chapter 4 - Data Handling & Visualisation

Folder: C4 DataHandling Vis

Files:

Example blog post blog3.html Sample blog post in Blog3 - note links require login

Example blog post LabTrove.html Sample blog post in LabTrove - note links re-

quire login

solubility initial data.nb.html Example Output from RNotebook

solubility initial data.Rmd Example input file to generate RNotebook html output

Folder DataVis

.html and .js files Code for Data Visualisations - see README.txt for the de-

tails of each file

D.4 Chapter 6 - Remote Experiments

Folder: C6 RemoteExp

Files:

BeerLambertRawdata.m MATLAB script for image processing

BLL server.js Node.js Code for running BLL server and experiment

troubleshooting.html Troubleshooting page displayed on the website for the students

Folder: views (pages displayed by BLL experiment)

end.ejs Displayed when ending an experiment

experiment.ejs View during experimental run

index.ejs Homepage for experiment

results.ejs Displaying results following an experiment
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session in use.ejs Displayed if the session is already in use

Folder: styles (contains .css file for experiment)

Folder: sample data (contains example data from experiment)

D.5 Chapter 7 - Smart Lab Interaction

Folder: C7 SmartLab

Files:

node RED nodes.json code for nodes, taken from node-RED system

Alexa Interaction.json interaction model from Alexa developer console

Item catalog.csv spreadsheet containing catlogue of items
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