Superburst oscillations: ocean and crustal modes excited by Carbon-triggered Type I X-ray bursts
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ABSTRACT

Accreting neutron stars (NS) can exhibit high frequency modulations in their lightcurves during thermonuclear X-ray bursts, known as burst oscillations. The frequencies can be offset from the spin frequency of the NS by several Hz, and can drift by 1–3 Hz. One possible explanation is a mode in the bursting ocean, the frequency of which would decrease (in the rotating frame) as the burst cools, hence explaining the drifts. Most burst oscillations have been observed during H/He triggered bursts, however there has been one observation of oscillations during a superburst; hours’ long Type I X-ray bursts caused by unstable carbon burning deeper in the ocean. This paper calculates the frequency evolution of an oceanic r-mode during a superburst. The rotating frame frequency varies during the burst from 4–14 Hz, and is sensitive to the background parameters, in particular the temperature of the ocean and ignition depth. This calculation is compared to the superburst oscillations observed on 4U-1636-536. The predicted mode frequencies (∼10 Hz) would require a spin frequency of ∼592 Hz to match observations; 6 Hz higher than the spin inferred from an oceanic r-mode model for the H/He triggered burst oscillations. This model also over-predicts the frequency drift during the superburst by 90%.
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1 INTRODUCTION

Buoyant modes in rotating oceans are a topic in fluid dynamics with a long history and a wide range of application (Pedlosky 1987). Interesting in and of their own right, they also have the potential to explain phenomena that have puzzled neutron star astronomers for nearly two decades.

Accreting neutron stars (NS) develop thin surface oceans of hydrogen, helium and heavier elements. Heat is generated by accretion and thermonuclear burning which can be unstable and explosive, resulting in Type I (thermonuclear) X-ray bursts. Most of these bursts are caused by unstable H/He burning (for a review, see Bildsten 1998), and last seconds to minutes. Timing analysis of these bursts reveals periodic frequencies which are either at, or very close to, the NS spin frequency (known independently for some stars; for a review see Watts 2012). These burst oscillations (Strohmayer et al. 1996) must arise from some kind of surface brightness pattern; however the mechanism responsible for these oscillations has yet to be identified.

One possibility is the development of ocean modes. These modes can give rise to large scale patterns, and the variety of different families (driven by different restoring forces) can lead to a range of observed frequencies. Moreover, ocean modes could plausibly be excited by bursts which is why Heyl (2004) suggested them as a potential explanation for burst oscillations. Heyl used some simple arguments, based on observed properties, to constrain the class of modes that could potentially fit the data. The key constraints were: (1) the rotating frame frequency of the mode should be ∼1 Hz, and the azimuthal eigenvalue, m, should be small, making the observed frequency close to the spin frequency; (2) since observed frequencies drift upwards to the spin frequency (when known independently) as the layer cools, the modes should travel in the opposite sense to the star’s rotation (retrograde); (3) the modes should have no latitudinal nodes, maximising visibility since modes are squeezed near the equator; (4) modes should have no radial nodes which
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would separate modes (in frequency) with a similar angular dependence, helping to ensure that only a single mode is excited during a burst.

Buoyant r-modes, with very low \( m \), are the most promising candidate to fit these constraints. These modes are strongly influenced by the Coriolis force, and hence do not occur on non-rotating stars. Buoyancy acts as the restoring force in the hot burning ocean due to large temperature and compositional gradients. This buoyancy could also give rise to g-modes or Kelvin modes. These are discounted since, in the case of the g-modes, perturbations would be squeezed into a narrower band near the equator (Heyl 2004) (where obscuration by the accretion disk would also be more of an issue) and therefore less visible than other candidates. In the case of the Kelvin modes, these are prograde which implies a negative drift in the aftermath of a burst.

One problem with the buoyant r-mode model is that the amount of frequency drift predicted, as the burning layer cools, is larger (at \( \sim 10 \) Hz) than that observed (which is \( \sim 1-3 \) Hz). Work by Piro & Bildsten (2005b) (hereafter PB05b) explored the idea that the ocean mode might transition into a crustal interface wave, thereby curtailing the drift. This particular idea has since been ruled out by Berkhout & Levin (2008) due to the weak coupling between the ocean mode and the crustal interface wave. The drift size, therefore, remains an issue.

Nevertheless an ocean mode of some form remains a reasonable candidate to explain the burst oscillation phenomenon, since it provides a natural way to explain frequency drifts. Other mechanisms that may be involved in this phenomenon include: a change in spin frequency of the surface layers due to expansion (Cumming et al. 2002); a possible flame spread model (Cavecchi et al. 2016); and a cooling wake model (Mahmoodifar & Strohmayer 2016). These models have problems; the frequency drift in the expansion model under-predicts what should be observed; the flame spread model can account for oscillations in the rise, but not the tail, where most drifts are measured, and requires a higher magnetic field than expected for most sources; and the cooling wake model requires enhanced cooling from an as yet unidentified physical mechanism.

It is also possible that convection in the ocean of the NS must be taken into account (Medin & Cumming 2015; Garcia et al. 2018). More extensive studies, however, need to be performed. Magnetic modes, too, could play a role (Heng & Spitkovsky 2009).

Another class of Type I X-ray bursts are superbursts; hours’ long explosions caused by unstable C burning that takes place much deeper in the ocean than H/He burning. They are quite different to H/He bursts, being \( 10^2 - 10^3 \) times more energetic and with longer recurrence times of approximately 1 yr as compared to hours or days (see Kuulkers 2004; Cumming 2004; Strohmayer & Bildsten 2006; in’t Zand 2017, for reviews). A superburst on 4U 1636-536 is the only one to have been observed in high time resolution. In the period from \( 10^2 \) secs to \( 10^3 \) secs after the start of the superburst it exhibited burst oscillations (Strohmayer & Markwardt 2002). This source has also exhibited oscillations during H/He X-ray bursts (Strohmayer et al. 1998; Muno et al. 2002), providing the opportunity to compare oscillations in H/He bursts and superbursts, for the same star. Oscillations during the superburst were more stable and at a slightly higher frequency than their H/He burst counterparts. The small frequency drift of the superburst oscillations was consistent with orbital Doppler shifts, while the H/He burst oscillations drift by rather more. The amplitude of the oscillations during the superburst was weaker than that of the H/He burst. There have also been weak higher frequency oscillations observed during this superburst (Strohmayer & Mahmoodifar 2014).

Since buoyant r-modes in H/He bursts are thought to develop due to the temperature and compositional gradients present after the burst ignites, it is plausible that such modes should also develop in the aftermath of superbursts when strong temperature and composition gradients are also present. The only mode calculations carried out to date, however, have used simple models for the composition of burst ashes at depths appropriate for H/He bursts (PB05b). Buoyant r-mode calculations have not yet been carried out for depths and compositions appropriate for the aftermath of Carbon burning.

We follow similar analysis to PB05b, calculating the frequency and frequency-drift of a buoyant r-mode. This paper, though, calculates these quantities for a burst deeper in the ocean in the aftermath of a superburst. This study aims to find stable modes on the cooling background and to test the sensitivity of mode frequencies to differences in the cooling profile. We start, in Section 2, by outlining the perturbation equations that are solved to obtain the mode frequencies. Section 3 describes the thermal evolution of the burning layer during the burst tail, since this is the cooling background in which the modes form. Section 4 discusses the solutions that are found. In Section 5 we discuss the implications for models of the burst oscillation mechanism.

### 2 Perturbation Equations

The outer layers of an accreting NSs are made of an accreted H and He ocean which burns to heavier elements as material moves deeper into the star. This ocean extends down as far as the outer crust; a lattice of heavy ions (Chamel & Haensel 2008) bound by Coulomb forces surrounded by a sea of degenerate electrons. The ocean/crust transition is usually defined using the Coulomb coupling parameter which is the ratio of Coulomb energy to thermal energy:

\[
\Gamma = \frac{(Ze)^2}{k_BT},
\]

where \( Z \) is the charge per ion in units of e, electron charge; \( a = (4\pi n_i/3)^{-1/3} \) is the average ion spacing, with \( n_i \) the ion number density; \( T \) is the temperature; and \( k_B \) the Boltzmann constant. The ocean/crust transition occurs at \( \Gamma \approx 173 \) (Farouki & Hamaguchi 1993), giving a transition density around \( 10^9 \text{g cm}^{-3} \) at the top of the crust from:

\[
\Gamma \approx 173 \left( \frac{Z}{26} \right)^2 \left( \frac{56}{A} \right)^{1/3} \left( 3 \times 10^9 \text{K} \right) \left( \frac{\rho}{10^9 \text{g cm}^{-3}} \right)^{1/3},
\]

with \( A \) the atomic mass of each ion and \( \rho \) the density of matter, both enter by using the formula \( \rho = n_i M_u \).

Modes that exist in the ocean could penetrate into the crust since the boundary between these regions is in principle flexible (Piro & Bildsten 2005a, hereafter PB05a). We
solve a set of perturbation equations (described in the following section) upon a background which is cooling in the aftermath of a superburst. The background is treated as a series of static snapshots, which requires that the cooling timescale is much slower than the mode timescale. Cooling follows the model of Cumming & Macbeth (2004) and Keek et al. (2015) described in Section 3. It is assumed that the amplitude of these perturbations decays to zero as the mode penetrates further into the crust.

Full solution of the modes of an accreting neutron star ocean requires: solving perturbations in spherical geometry, taking into account burning physics on the surface, accounting for magnetic field effects (which could turn out to be dynamically important for some stars, especially if amplified during the burning process, Cavecchi et al. 2016), allowing for the oblateness of the NS and its ocean due to rapid rotation, taking into account relativistic effects due to the strong gravitational field and rapid rotation, and coupling of all of the relevant layers from the crust to the photosphere (where radiative transport effects become important).

In what follows, we will neglect many of these effects and follow the approach of PB05b. This allows a direct comparison of our surface mode calculations for Carbon-triggered bursts with their surface mode calculations for H/He triggered bursts.

The general equation for gravitational acceleration inside a star, including the effects of general relativity, is:

\[ g(r) = \frac{G m(r)}{r^2} \left(1 - \frac{2 G m(r)}{r c^2}\right)^{-1/2}, \]

where \( m(r) \) is the mass enclosed by a sphere of radius \( r \), \( G \) is the gravitational constant and \( c \) is the speed of light.

We assume a canonical NS of mass \( M = 1.4 \ M_\odot \) and radius \( R = 10 \text{ km} \), which results in surface gravity; \( g \approx 2 \times 10^{14} \text{ cm s}^{-2} \). Since the thickness of the ocean (\( \Delta r \approx 10^2 \text{ cm} \)) is much less than the radius of a typical NS we assume a constant surface gravity and that perturbations of the gravitational potential can be neglected (Cowling approximation). Relativistic effects due to frame dragging and redshift are discussed further in Section 4. Though superbursts occur much deeper in a NS ocean than H/He bursts, the difference has little effect on the gravitational acceleration. This is also discussed further in Section 4.

Mode solutions are found by perturbing the equations of continuity and momentum for a static background (\( \nu = 0 \)). Rotational effects are assumed to be small in the unperturbed state, leaving only a radial dependence for the background. Using \( \delta \) for Eulerian perturbations, the perturbed versions of the continuity and momentum equations are written:

\[ \partial_t \rho \delta v + \nabla \cdot (\rho \delta v) = 0, \]

\[ \partial_t \delta v = \frac{1}{\rho} \nabla \cdot \delta \sigma - \delta \rho \rho - 2 \Omega \times \delta v, \]

with \( v \) and \( \rho \) the velocity and density of the fluid in a frame rotating with the star, and \( \Omega \) and \( g \) the rotation vector and gravitational field of the star. The stress tensor, \( \sigma \), is included at this stage and describes shearing relevant to modes that interact with the crust. Since there are no shear stresses in the ocean, the stress tensor simplifies to only having diagonal components equal to pressure: \( \sigma_{ij} = -p \delta_{ij} \), making the term involving stress in Equation 4b simply the gradient of the pressure perturbation: \( \nabla \cdot \delta \sigma = -\nabla \delta p \).

We assume spins of less than 1 kHz which is in line with observed burst oscillation frequencies and below breakup speed for the given NS. This meant that the centrifugal term could be neglected from Equation 4b. Modes are assumed to be adiabatic, which requires the thermal timescale to be much greater than the mode frequency: \( \tau_{th} \gg 2 \pi / \omega \). Modes that penetrate into the crust only for the case of superburst oscillations and below breakup speed, which is in the case in the deep ocean (at typical Carbon ignition depths, \( \tau_{th} \sim 10^5 \text{ s} \)) and for the modes of interest here, which have \( \omega/2\pi \sim 5 \text{ Hz} \). Using \( \Delta \) for Lagrangian perturbations, the adiabatic approximation provides another equation for the density and pressure perturbations:

\[ \frac{\delta \rho}{\rho} = \frac{\Gamma_1}{\Gamma_1 - 1} \frac{\delta p}{p}, \]

with \( \Gamma_1 = (\partial \log p/\partial \log \rho)_{\nu} \), the adiabatic exponent. Eulerian and Lagrangian perturbations of a quantity \( Q \) are related using \( \xi \), the Lagrangian fluid displacement, as:

\[ \Delta Q = \delta Q + \nabla \cdot \delta \xi. \]

Other useful quantities in this calculation are the pressure scale height:

\[ h = p/\rho g, \]

and the Brunt-Väisälä frequency, \( N \), which is given by:

\[ N^2 = -g \left( \frac{\partial \log \rho}{\partial \log R} - \frac{1}{\Gamma_1} \frac{\partial \log p}{\partial \log R} \right), \]

where \( r \) is the radial coordinate in spherical geometry, and should be replaced by \( z \) in plane parallel geometry.

In the next section we proceed to simplify these equations as far as possible, first deriving equations for modes that exist exclusively in the ocean in both spherical geometry and plane parallel geometry and then deriving equations for modes that penetrate into the crust only for the case of plane parallel geometry.

### 2.1 Choosing a wave number

A full derivation of the spherical perturbation equations in the ocean is given in Bildsten et al. (1996) and Piro & Bildsten (2004). Using spherical geometry, a perturbed quantity \( Q \) is decomposed into solutions of the form: \( \delta Q(r, \phi, \theta, t) = \delta Q(t, \phi) e^{i\omega t - i\omega \theta} \), where \( \omega \) the (angular) frequency of the wave, and \( m \) the wave number. Perturbations of velocity are written in terms of the Lagrangian fluid displacement (Friedman & Schutz 1978), which in the rotating frame and in the case of a static background is \( \delta v = d_i \xi_i \).

Equations 4a and 4b are simplified by use of the Traditional Approximation (Eckart 1960). Buoyancy and Coriolis forces in the radial component of Equation 4b are in competition, and their relative strengths can be estimated from slow rotating solutions for low frequency modes as: \( \omega \ll N \) and \( \xi_i / \Delta r \sim \Delta r / R \), where \( \Delta r \) is the thickness of the layer. Dropping the Coriolis force term in the radial direction requires the spin frequency of the star to be \( \Omega/2\pi \ll N^2/2\pi \omega R \sim 10^5 \text{ Hz} \) (using a 10 km NS, a \( 10^4 \text{ cm} \) thick layer, approximate frequency \( \omega/2\pi = 10 \text{ Hz} \), and \( N/2\pi = 10^4 \text{ Hz} \)). This requirement is less restrictive than neglecting the
centripetal force from Equation 4b. By assuming a low number of latitudinal nodes, terms of order \( \xi / \zeta \phi \) in the \( \phi \) component of Equation 4b may be dropped.

Given these assumptions, the ocean perturbation equations in spherical geometry are:

\[
\partial_t \left( \frac{\delta p}{p} \right) = \frac{\xi}{gh} \left( \omega^2 - N^2 \right) + \frac{\delta p}{p} \frac{1}{h} \left( 1 - \frac{1}{\Gamma_1} \right), \tag{9a}
\]

\[
\partial_t \xi + \frac{\xi}{h} \left( \frac{2h}{R} - \frac{1}{\Gamma_1} \right) + \frac{1}{\Gamma_1} \frac{\delta p}{p} = -\frac{gh}{\omega^2 R^2} L_{\mu} \left( \delta \mu \right), \tag{9b}
\]

where \( L_{\mu} \) is a new operator which depends on the frequency and spin through the parameter \( q = 2\Omega / \omega \), and wave number \( m \). This operator is more conveniently written in terms of \( \mu \equiv \cos \theta \) as:

\[
L_{\mu} \equiv \partial_{\mu} \left( \frac{1 - \mu^2}{1 - \mu^2} \partial_{\mu} - \frac{m^2}{(1 - \mu^2) (1 - \mu^2 \Omega^2)} - \frac{q m (1 + q^2 \mu^2)}{(1 - \mu^2 \Omega^2)^2} \right), \tag{10}
\]

and contains no radial dependence. This operator appears in Laplace’s Tidal Equation; an eigenvalue problem \( L_{\mu} \left( \delta p/p \right) = -\lambda \delta p/p \), the eigenfunctions of which are Hough functions. Methods of solution are outlined in Longuet-Higgins (1968), Bildsten et al. (1996) and Piro & Bildsten (2004); we will not go into details here. Equations 9a and 9b are separable, which means that solutions can be found by presupposing a mode and replacing the operator \( L_{\mu} \) with the appropriate eigenvalue \( -\lambda \), thus removing the angular dependence and leaving dependence on a single variable \( r \). Solving the remaining pair of ordinary differential equations (hereafter, ODEs) requires knowledge of the background conditions.

Rather than working in spherical geometry, we choose to solve the full set of equations including the crustal interaction in a plane parallel geometry, since this is what has been done in previous studies (Bildsten & Cutler 1995, PB05a,b), enabling an easy comparison of results. The justification for making this switch of geometries is that the pressure scale height and thickness of the ocean, \( h \sim 10^3 \text{ cm} \), is much less than the radius of the star.

For a plane parallel geometry, a full derivation of the perturbation equations can be found in Bildsten & Cutler (1995). In this geometry there are only two variables: \( z \) and \( x \), where now \( z \) is the vertical direction, and \( x \) the horizontal displacement. Linking the calculations in plane parallel geometry to spherical geometry, \( x \) follows lines of constant longitude, and is related to small changes in \( \theta \) in the spherical case by \( \delta x \approx R \delta \theta \), while \( z \) is mapped to \( r \). This means that a perturbed quantity \( Q \) is decomposed as \( \delta Q(z, x, t) = \delta Q(z) e^{ikx - i\omega t} \), with \( \omega \) the angular frequency, and \( k \) the wave number.

We start from Equations 4a and 4b and drop the Coriolis term. Dropping this term was performed in previous literature (Bildsten & Cutler 1995), and will be necessary for crustal waves. It should limit spin frequencies to less than the frequency of the mode. The resulting equation, however, will be similar to those in spherical geometry. A case is made below that \( k \) can be used to compensate for this simplification. The ocean perturbation equations in plane parallel geometry are:

\[
d_c \left( \frac{\delta p}{p} \right) = \frac{\xi}{gh} \left( \omega^2 - N^2 \right) + \frac{\delta p}{p} \frac{1}{h} \left( 1 - \frac{1}{\Gamma_1} \right), \tag{11a}
\]

\[
d_c \xi - \frac{\xi}{\Gamma_1 h} + \frac{1}{\Gamma_1} \frac{\delta p}{p} = \frac{gh}{\omega^2} \frac{k^2 \delta p}{p}, \tag{11b}
\]

which are ODEs in \( z \). These equations are written in terms of the pressure perturbation, but using the \( x \) component of the Equation 4b \( \rho \omega^2 \xi = ik \delta p \) could be written in terms of \( \xi \), the Lagrangian fluid displacement.

As can be seen, the two sets of equations for ocean perturbations, Equations 9a and 9b and Equations 11a and 11b, match when \( k^2 = \lambda / R^2 \) (neglecting a small term proportional to \( \xi / R \)). The spherical harmonic order and degree \( (m \text{ and } l) \) of the particular mode come through the constant \( k \) or \( \lambda \), which contain all the information involving the mode and, in the case of \( \lambda \), rotation of the star. This means solving the perturbation equations in plane parallel geometry for some \( k \) is equivalent to the spherical case for a suitable \( \lambda = k^2 R^2 \). It also means that when setting \( k \) or \( \lambda \) care must be taken to do so in a consistent manner.

### 2.2 Crustal perturbations

Crustal perturbation equations in Bildsten & Cutler (1995) and PB05a. They assume no shear stresses in the unperturbed background, as described above, and assume perturbations of the same form as the ocean case in plane parallel geometry \( (\delta Q(x, z, t) = \delta Q(z) e^{ikx - i\omega t}) \), with the wave vector choice governed by \( k^2 = \lambda / R^2 \). The equations are written here for completeness:

\[
d_c^2 \xi = \frac{\xi}{gh} \left( \frac{\omega^2}{3p} - \frac{4k^2 \mu}{3p} - \Gamma_1 k^2 \right) + d_z \frac{\xi}{h} \frac{1}{p} - i k d_z \xi \left( \frac{\mu}{3p} + \Gamma_1 \right), \tag{12a}
\]

\[
d_c^2 \xi = \left( \frac{\mu}{3p} + \Gamma_1 \right) - i k d_z \xi \left( \frac{\omega^2}{3h} + \frac{\mu k^2}{p} \right) + d_z \xi \left( \frac{4d_z \mu}{3h} - \frac{\Gamma_1}{h} + d_z \Gamma_1 \right). \tag{12b}
\]

where \( \mu \) is the crystalline shear modulus in the crust and appears in the stress tensor \( \sigma \). Note that these equations are written in terms of Lagrangian displacement in the \( x \) direction, not pressure perturbations (\( \xi \), not \( \delta p \)). Strohmayer et al. (1991) calculate \( \mu \) as:

\[
\mu = \frac{n_i (Ze)^2}{1 + 0.595 (173 / \Gamma_1)^2 - a}, \tag{13}
\]

with \( n_i \) the ion number density, \( a \) the average ion spacing, and \( \Gamma_1 \) the Coulomb coupling parameter. By assuming that

1 Note that there is a misprint in Bildsten et al. (1996) Equations (5-6), corrected in Maniopoulou & Andersson (2004) Equations (55-56).

2 These equations match Bildsten & Cutler (1995) Equations (4.5a,b), and PB05a Equations (15-16).
the crust is that of a relativistic totally degenerate gas of electrons: the appropriate equation of state relation can be used: \( p = K n_{e}^{5/3} \), and the expression for shear modulus simplifies. This makes the shear modulus proportional to pressure, or \( \mu / \rho \) approximately constant with depth, as:

\[
\frac{\mu}{\rho} = \frac{1.4 \times 10^{-2}}{1 + 0.595(173/17)} \left( \frac{Z}{30} \right)^{2/3}.
\]  

(14)

This approximation is reasonably accurate and simplifies the perturbation equations quite a bit, since derivatives of shear modulus can be related to derivatives of pressure.

2.3 Motivating the transverse wave number

The transverse wave number is chosen by considering Equation 10, which exhibits a variety of solutions including g-modes, Kelvin modes and r-modes (Longuet-Higgins 1968). Bildsten et al. (1996) and Piro & Bildsten (2004) describe a dispersion relation between wave number, rotation, and frequency (\( k, \Omega, \) and \( \omega \)) for r-modes, which is used to set \( k \) consistently with respect to rotation. Only r-modes are considered here, however, since Heyl (2004) showed that buoyant r-modes with very low \( m \) are the only solution to this equation that could be consistent with the basic properties of burst oscillations in H/He bursts. PB05b adopted this restriction and focused their attention on the \( l = 2, m = 1 \) r-mode in their calculation for H/He bursts. As we are comparing modes for superbursts to these results, we also choose this mode, for which \( \lambda = 0.11 \).

2.4 Boundary conditions

Boundary conditions for these modes are straightforward. At the outer boundary, in the shallow ocean, the Lagrangian pressure perturbations are set to zero (\( \Delta p = 0 \)). At the inner boundary, deep within the crust (\( \rho > 10^{11} \text{ g cm}^{-3} \)), the displacement perturbations are set to zero (\( \xi_{r}, \xi_{z} = 0 \)). Using these conditions, solutions are found using a shooting method. Solutions start in the ocean by solving Equations 11a and 11b as far as the interface between ocean and crust. Passing through the ocean-crust interface requires matching conditions, where the shear modulus, \( \mu \), changes from zero to non-zero. From here the crustal perturbation equations, Equations 11a and 11b, are solved until the deep crust boundary depth.

There must be two constraints at the ocean-crust interface since the ocean perturbation equations form a pair of first order ODEs whereas the crust perturbation equations are a pair of second order ODEs. Components of the stress tensor provide these constraints, namely: \( \Delta \sigma_{zz} \) is assumed to be continuous across the interface, and \( \Delta \sigma_{zz} = 0 \) at the interface, resulting in conditions on the derivatives of \( \xi_{r}, \xi_{z} \). Across the interface it is assumed that the vertical component of the displacement perturbation, \( \xi_{z} \), is continuous; however there is a discontinuity in transverse component, \( \xi_{r} \), characterised by a parameter \( \chi \), where: \( \xi_{r,\text{crust}} = \chi \xi_{r,\text{ocean}} \).

The only physical quantities under examination are the frequencies, \( \omega \), which are not affected by the normalisation of the modes. A simple normalisation is, therefore, chosen: maximum perturbation is set to unity, \( \max(\xi_{r}(r), \xi_{z}(r)) = 1 \). Other possible choices might include, for example, constraints on the energy of the mode:

\[
E = 4\pi R^{2} \int \frac{1}{2} \rho \omega^{2} \xi^{2} \, dz
\]

(15)

as done in PB05b.

3 BACKGROUND CONDITIONS

The evolving background is computed along similar lines to the model of Cumming & Macbeth (2004) and Keek et al. (2015). The ocean is divided into two layers; a hot, shallow layer where heat from unstable nuclear burning has been deposited; and a cool, deeper layer that continues into, and is in thermal equilibrium with, the crust. The boundary between the hot and the cold layers is the ignition depth, which depends on the accretion rate, composition, and strength of shallow heating in the outer layers of the crust (required to explain neutron star cooling curves and superburst recurrence times, see Deibel et al. 2016; Wijnaans et al. 2017). The ignition depth dictates the cooling timescale of the burst, and for superbursts lies in the range of column depths \( 10^{11} - 10^{14} \text{ g cm}^{-2} \) (Keek & Heger 2011). The bursting/hot layer cools with no extra sources of heat generation, and composition is fixed. Heat from this layer radiates from the star at the outer boundary and propagates into the cool ocean layer and crust throughout the course of the burst.

3.1 Cooling equations

Recall that rotational effects are neglected for the background so that quantities only have radial dependence. This means the Euler equation for the unperturbed quantities is simply hydrostatic equilibrium:

\[
\hat{\rho} \hat{p} = -\rho g.
\]

(16)

Cooling in the wake of the burst is calculated from the entropy equation:

\[
c_{p} \hat{\rho} \hat{T} = -\varepsilon_{\nu} - \frac{1}{\rho} \hat{\rho} \hat{F},
\]

(17)

with \( c_{p} \) the heat capacity at constant pressure, \( \varepsilon_{\nu} \) the neutrino energy loss rate, and \( F \) the heat flux calculated according to the radiative transfer equation:

\[
F = \frac{4acT^{3}}{3k\rho} \hat{\rho} \hat{T},
\]

(18)

with \( a \) the radiation constant, \( c \) the speed of light, and \( k \) the opacity. Cooling is calculated by assuming an initial temperature profile and allowing it to cool according to Equation 17.

Column depth, defined by \( dy = -\rho dr \), is a more useful quantity to measure depth in the ocean: it represents the integrated surface mass density from the surface of the star to a point inside the star. Since we have also assumed

\[\text{Notation is changed from PB05a where the crustal discontinuity is } \hat{\lambda} \text{ to avoid confusion with the eigenvalue of Laplace’s Tidal Equation.}\]
Figure 1. Cooling of the ocean in the aftermath of a burst using parameters: $\alpha = 0.23$, $y_{\text{ign}} = 6 \times 10^{11}$ g cm$^{-2}$, $T_{\text{crust}} = 5 \times 10^8$ K, and $T_{\text{peak}} = 4.8 \times 10^9$ K. Quantities plotted are temperature, density, and Brunt-Väisälä frequency. The profiles shown are for times $t = 0, 10^3, 10^4, 10^5$ secs in solid (black), dashed (orange), dotted (purple), and double-dot-dash (green) respectively. The full profiles range over depths $10^6$ g cm$^{-2}$ to $10^{17}$ g cm$^{-2}$. The crust starts at column depth $4.9 \times 10^{13}$ g cm$^{-2}$.

Figure 2. Luminosity of several different parameter combinations for initial conditions as the layer cools. This figure can be compared to Figure 2 of Keek et al. (2015), which compares the luminosity of this model to the observed luminosity during a superburst, removing the persistent and reflective components of the emission. Different slopes in the rising phase of the burst are for values of $\alpha$, steeper for greater $\alpha$ (in the colour version black and purple indicate $\alpha = 0.23$, orange and green $\alpha = 0.25$). Different peak times correspond to different ignition depths, the earlier sets of peak for shallower depths $y_{\text{ign}} = 2 \times 10^{11}$ g cm$^{-2}$ and later ones $6 \times 10^{11}$ g cm$^{-2}$. Solid (dashed) lines are for $T_{\text{peak}} = 4.8 \times 10^9$ K ($5.1 \times 10^9$ K). $T_{\text{crust}}$ is fixed at $3 \times 10^8$ K as this parameter has little effect on luminosity.

3.2 Initial temperature profile

The model for the initial temperature profile is the same as in Keek et al. (2015). Heat in the shallow bursting layer radiates from the star at the outer boundary and propagates to the deep layer throughout the course of the burst. The cooling timescale is mostly dictated by $y_{\text{ign}}$.

The initial temperature profile of the shallower layer obeys a power law in column depth:

$$T = T_{\text{peak}} \left( \frac{y}{y_{\text{ign}}} \right)^\alpha,$$

where $T_{\text{peak}}$ is the peak temperature of the burst (temperature at the ignition depth at the beginning of the burst), and $\alpha$ is the power law exponent. Choosing $T_{\text{peak}}$ as a parameter differs from Keek et al. (2015), where $T_{\text{peak}}$ is set by a normalisation condition, depending upon the energy released during the burst. This difference will be discussed further in Section 4, where a comparison to observations is
made. The deeper layer which continues to the crust is at a near constant\(^5\) temperature \(T_{\text{crust}}\).

These four parameters, \(\alpha\), \(T_{\text{ign}}\), \(T_{\text{crust}}\), and \(T_{\text{peak}}\) are each varied over two possible values, listed in Table 1. This makes 16 different models for superbursts. An example of the temperature profile cooling in the aftermath of a superburst is given in Figure 1. As can be seen, it is relatively late into the burst (\(\sim 10^5\) secs) that the temperature profile changes noticeably. The luminosity of the burst is also plotted in Figure 2.

### 3.3 Composition and equation of state

The most important compositional changes, \(\sim 1\)s into the superburst, are electron captures on \(^{56}\)Ni, making \(^{56}\)Fe (see fig. 6 of Keek & Heger 2011, for timescales). Since all the available nuclear energy is assumed to be used in the initial flash, the composition of the entire envelope is assumed to be the end product of the burning process: pure \(^{56}\)Fe (Cumming & Macbeth 2004). Throughout the burst the atmosphere is replaced with fresh H/He while the cooling is ongoing; this is not included in the calculation.

The equation of state (EOS) in the ocean and crust layers of a NS is that of a fully ionised non-ideal electron-ion plasma, as described in Potekhin & Chabrier (2010). This EOS is modeled using analytic approximations and fitting formulae for relevant thermodynamic processes, allowing efficient numerical implementation. It is calculated with the aid of the freely available Ioffe Institute EOS code\(^6\).

Contributions from an ideal gas of electrons are included (Chabrier & Potekhin 1998; Blinnikov et al. 1996), with non-ideal exchange-correlation contributions from the electron fluid (Ichimaru et al. 1987). The contributions of ideal ion-ion interactions are calculated in both the liquid (Potekhin & Chabrier 2000) and crystal regimes (Baiko et al. 2001). Corrections for a strongly coupled Coulomb liquid (DeWitt & Slattery 1999) contain anharmonic corrections for classical and quantum regimes (Baiko et al. 2001; Farouki & Hamaguchi 1993; Carr et al. 1961), as well as corrections for different plasma regimes. For mixtures of different ion species, the EOS is calculated using the linear mixing rule for the solid regime (Potekhin et al. 2009).

The opacity is calculated from radiative and conductive components as: \(1/k = 1/k_{\text{rad}} + 1/k_{\text{cond}}\). Radiative opacity is only dominant in the most shallow layer of the ocean where density is low, while conductive opacity dominates in the more dense layers. Since this calculation takes place in the deeper layers of the ocean, the main contribution to opacity is the conductive component. Radiative opacity is calculated following Schatz et al. (1999), with contributions from electron scattering from Paczynski (1983) and free-free absorption using the basic form of Clayton (1983), the Gaunt factor is calculated using fitting formulae devised by Schatz et al. (1999) to match Itoh et al. (1991); the total radiative opacity is calculated as the sum of these including a non-additivity factor (Potekhin & Yakovlev 2001). Conductive opacity is calculated from fitting formulae in Potekhin et al. (1999), improving upon the basic form of Yakovlev & Urpin (1980). These formulae are valid in the ocean and crust of the star. Neutrino cooling is important at very high temperatures, \(T \geq 1\) GK, and are calculated using fitting formulae from Schindler et al. (1987).

### 4 RESULTS

In order to verify that the code written for this calculation worked as expected, we first reproduced results of previous calculations: the background evolution for both Cumming & Macbeth (2004) and PB05b, and the mode calculations for PB05b. Results are in good agreement, except for a 5 second discrepancy in the time of transition from surface mode to crustal interface wave. This is due to the slower cooling rate for this calculation than PB05b, which acts to prolong drifts; and because the crustal wave calculated here is \(\sim 1\) Hz lower than that of PB05b because of a slightly steeper gradient in the cool layer. Having established the validity of this code, it was used to calculate the evolution of modes during a superburst.

#### 4.1 Analytic frequency estimates

Analytic estimates for the surface \(r\)-mode follow from the prescription for a shallow surface wave in a thin ocean limit given in Pedlosky (1987):

\[
\omega^2 = gh_{\text{ign}}k^2 \frac{\Delta \rho}{\rho} \tag{20}
\]

where \(h_{\text{ign}}\) is the pressure scale height at the ignition site, and \(k\) is the wavenumber. As one moves across the ignition site, between the bursting and cool layers, there is a discontinuity in temperature and density, \(\Delta T = T_b - T_c\) and \(\Delta \rho = \rho_b - \rho_c\), while pressure remains the same (\(\Delta p = 0\)). The temperature of the bursting layer is greater than that of the cool layer, and vice versa for the density.

PB05b gave estimates for this frequency in the aftermath of a H/He burst by estimating pressure using an ideal gas of electrons. This approximation would be inappropriate for a superburst, where the pressure is due mainly to degenerate electrons. We approximate the pressure to be a sum of electron gases in the ultra-relativistic and ideal regimes:

\[
p = K \left( \frac{\rho}{\mu_e} \right)^{4/3} + \frac{\rho}{\mu_e} \frac{k_B}{m_e} T \tag{21}
\]
The degenerate component is the dominant pressure in both layers, however the ideal component of pressure is more significant in the hot bursting layer. A useful quantity to characterise which regime is dominant is the ratio of these two pressures:

\[
D_I \equiv \frac{p_{\text{ideal}}}{p_{\text{degen}}} = \frac{4k_B T}{\rho \mu e} \approx 0.15 \left( \frac{\rho / \mu e}{10^8 \text{g cm}^{-3}} \right)^{-1/3} \frac{T}{10^9 \text{K}}
\]  

which depends weakly on density. We estimate this value on either side of the discontinuity, assuming that the density changes very little and remains at approximately \(2 \times 10^8 \text{ g cm}^{-3}\). The temperature on the hot side is \(\approx 4 \times 10^9 \text{ K}\), which gives \(D_I \approx 0.6\) and on the cool side the temperature is \(\approx 4 \times 10^8 \text{ K}\), so \(D_I \approx 0.06\).

The relative change in density across the discontinuity

\[
\frac{\Delta \rho}{\rho} = \frac{\rho_{\text{hot}} - \rho_{\text{cool}}}{\rho_{\text{hot}}} = \frac{2 \times 10^8 - 2 \times 10^8}{2 \times 10^8} = 0
\]  

which is negligible.

Figure 3. Frequency evolution of r-mode and CIW solutions, in the rotating frame, for all models tested in this study. Figure 3a shows solutions upon a background with a cool crust, while solutions in Figure 3b are for a background with a hotter crust. Figure 3b further separates background with different ignition depths, the left column containing shallower, and the right deeper, \(y_{\text{ign}}\). Over the time shown, cool crust solutions (Figure 3a) do not undergo a transition to the CIW, whereas hot crust solutions (Figure 3b) do demonstrate such a transition. For this reason a second set of lines are plotted in each panel of Figure 3b; these are the CIWs for early times, and r-modes for late times. These extra solutions each have an extra node in their Lagrangian fluid displacement. For a discussion of whether or not this gives rise to an avoided crossing, see the text. Each panel shows solutions for several models, and collects models with the same parameter according to the line type (the common parameter is specified in the bottom left corner of the panel). For example, in the top panel of Figure 3a solid-black lines are models with \(\alpha = 0.23\) and dashed-orange lines are models with \(\alpha = 0.25\). Parameters belonging to the first column of Table 1 (Value 1) are solid-black, and the second column dashed-orange. \(\alpha\) and \(T_{\text{peak}}\) have an effect on frequencies at early times, whilst \(y_{\text{ign}}\) affects frequency changes over the entire course of the burst. The strongest effect is due to \(T_{\text{crust}}\), which dictates when the transition to the crustal interface wave occurs.
can be obtained by equating the pressure on either side of the burst site, resulting in:

\[
\frac{\Delta p}{\rho} \approx \frac{(1 + D_I) \Delta \mu / \mu + D_I \Delta \xi / \xi}{4/3 + D_I T_c / T_b} \tag{23}
\]

where \(\mu_b\) and \(\mu_c\) are mean molecular weight on the bursting and cool layers, \(\Delta \mu / \mu \equiv \mu_b / \mu_c - 1\) is the fractional change in mean molecular weight across the discontinuity, and \(D_I\) denotes the ratio of pressures in the bursting layer. The importance of a composition change as compared to temperature change across the layer can be estimated from this result. Adding a quantity of carbon in the bursting layer so the mass fraction of carbon becomes \(X_C = 0.2\), while keeping pure iron in the cool layer, means the ratio of the two terms in the numerator of Equation 23 is \(3.6 \times 10^{-2}\); the first term is negligible in comparison to the second. In what follows, we proceed assuming the same composition in the bursting layer and cool layer, which makes \(\Delta \mu\) now zero, and the molecular weights equal, \(\mu_b = \mu_c \equiv \mu\).

The factor of \(g_{\text{ign}}\) can be calculated using the same equation of state, so that:

\[
g_{\text{ign}} = \frac{p_{\text{ign}}}{p_b} = \frac{p_{\text{ideal}}}{p_b} \left(1 + 1/D_I\right) = \frac{1}{\mu_b m_u} \left(1 + D_I / D_I\right) \tag{24}
\]

Finally, using \(k^2 = \lambda / R^2\), as in Section 2, we find an estimate for frequency:

\[
\frac{\omega}{2\pi} \approx 18 \text{Hz} \left(\frac{2Z}{A}\right)^{1/2} \left(\frac{T_b}{4 \times 10^6 \text{K}}\right)^{1/2} \left(\frac{10 \text{km}}{R}\right) \times \left(\frac{\lambda}{0.11}\right)^{1/2} \left(1 - \frac{T_c}{T_b}\right)^{1/2} \left(\frac{1 + D_I}{1 + 3D_I T_c / 4T_b}\right)^{1/2}, \tag{25}
\]

where \(Z\) and \(A\) are the average charge and mass of ions in the bursting layer. The final two factors in this expression are of order unity.

This result is similar to the expression for the frequency of \(r\)-modes during H/He bursts (PB05b, equation 3), the differences being a different temperature scale (PB05b use \(10^9\) K) an extra factor for the significance of degeneracy, and terms in the final two factors for a different compositions in the bursting and cool layers which can be restored by using Equation 23. Taking the limit of only ideal gas contributions to the pressure, \(D_I \to \infty\), results in the same expression as in PB05b.

This result predicts a strong dependence upon the temperature in the bursting layer, with increasing temperature resulting in increased frequency; and a slight dependence on the temperature of the cool layer. The temperature of the cool layer is only relevant when it is similar to that of the bursting layer, so as the bursting layer cools this term will become more important. The parameter \(\alpha\), the slope of the initial temperature profile, acts to control the temperature of the entire bursting layer. Since a decrease in \(\alpha\) results in a higher average temperature for the layer (recall that the peak temperature is kept fixed), Equation 25 predicts an associated increase in frequency.

There is a dependence upon the ignition depth of a burst, through the final factor in the expression and implicitly through temperature. Given two bursts with different ignition depths (but the same temperatures in each of the respective layers) the deeper burst would have a smaller value for \(D_I\), and thus a smaller frequency.

4.2 Solutions

Each model for the background described in Section 3 was used to solve Equation 12. Rotating frame frequencies as a function of time after ignition are plotted in Figure 3, with each panel of the figure demonstrating the effect of changing a single parameter across a series of different background models. Example eigenfunctions of two models with differing values for \(T_{\text{crust}}\) are shown in Figure 4, at \(10^2\) and \(10^4\) seconds after ignition. The values for \(\chi\), which measures the discontinuity in \(\xi\) across the crust (see Section 2), are between \(-10^{-4}\) and \(-10^{-5}\) for all models.

As found by PB05b, there are two families of solutions:
a buoyant r-mode, concentrated in the surface layers; and a crustal interface wave (hereafter CIW). The frequency of the latter evolves very little as the superburst progresses. The frequency of the former drops substantially as the envelope cools, and can (depending on the background parameters) cross the frequency of the CIW. The peak in energy of the buoyant r-mode eigenfunction also moves deeper as this occurs. If the frequencies do cross, then before this occurs, solutions with a single node in $\xi$ and no nodes in $\xi$ are r-modes, while solutions with two nodes in $\xi$ and one in $\xi$ are CIWs. After the frequencies pass each other, the number of nodes switches between the two solutions. For the duration of the calculation the buoyant r-mode solution on the background with a cooler crust remains an r-mode, while that on the background with a hotter crust has a frequency that crosses that of the CIW\(^8\). Whether or not the buoyant r-mode would actually transition to a CIW, in the cases where the frequencies cross, is an interesting question.

Berkhout & Levin (2008) showed that this transition cannot occur in the case of H/He triggered bursts, using the criterion that the cooling timescale must be greater than the inverse of the difference in frequency between the two branches at the avoided crossing, which is $\sim 1$ Hz (see Fig. 3b). This criterion is satisfied in the case of superbursts, the cooling timescale being of order $10^3$ seconds, so it is plausible that this transition may occur during superbursts.

The parameter $\alpha$ only changes frequencies in the rising phase of the burst, with a larger value for $\alpha$ (a steeper slope in the initial temperature profile) resulting in a lower frequency, as predicted from the analytic estimate. The difference between different values of $\alpha$ is approximately 0.2 Hz. At around the peak in luminosity the different temperature profiles converge and differences in frequency reduce. This is also the time at which frequencies resulting from different $\alpha$ start to converge, which is what one would expect from the analytic estimates, as the difference in temperature at the discontinuity decreases and reaches a similar value independent of $\alpha$.

Shallower $y_{\text{ign}}$ acts to increase frequencies substantially in the rising phase of the burst, by 2 Hz, because a shallower $y_{\text{ign}}$ results in a hotter bursting layer. This is captured in our model for initial temperature profile, but is also true for more extensive calculations of superbursts (see fig. 3 of Keek & Heger 2011). Temperature stays higher for longer in deeper bursts (see the turnover time in Figure 2) which is why the drop in frequencies occurs at later times for deeper bursts.

The temperature of the crust has a small effect ($\sim 0.1$ Hz) on frequencies for early times, consistent with the analytic estimates. For late times this parameter still has little effect on frequencies ($\sim 0.3$ Hz). Figure 4 compares two models that only differ in $T_{\text{crust}}$ to demonstrate the transition from r-mode to CIW (should this transition occur). The reader should be reminded that these modes are normalised so that the maximum of $\xi^2_1 + \xi^2_2$ is one, so the value of the mode energy is arbitrary.

Increasing $T_{\text{peak}}$ acts as to increase frequencies by $\sim 1$ Hz, which is as expected from the analytic estimates. As the layer cools, the difference in frequency between two models with different $T_{\text{peak}}$ diminishes. This is because the model with a higher $T_{\text{peak}}$ cools faster and results in a temperature profile similar to the smaller $T_{\text{peak}}$.

Damping times are assumed to be long in comparison to the timescale of cooling, so are not considered here. Inpecting figures 6 and 8 of PB05b, which show the damping time and energy distribution of an r-mode during a H/He burst, it can be seen that the region where the damping time is comparable to cooling timescale occurs when the peak in energy of the mode is in the region $\gamma < 10^{10}$ g cm$^{-2}$. Since the peak in energy of the r-mode during a superburst is always deeper than this, we assume that damping time is similarly longer.

4.3 Sensitivity to outer boundary and ocean-crust transition depth

The depth of the outer boundary, $y_{\text{top}}$, was chosen at the location where the thermal time scale, $t_\text{th} = c\rho T/\kappa$, is approximately equal to the timescale of the mode, $2\pi/\omega$. This condition is due to the requirement that perturbations are adiabatic, which is true in the limit $\omega t_\text{th}/2\pi \gg 1$ (Bildsten & Cutler 1995). For all models, and assuming a mode with frequency $\omega/2\pi \approx 10$, the value used in this calculation was $10^5$ g cm$^{-2}$.

The sensitivity of frequencies to the depth of the outer boundary was tested. At $t = 10^6$ and $10^9$ seconds after ignition, the frequency of the r-mode was measured for a range of different outer boundary depths: $10^6 - 10^9$ g cm$^{-2}$. The frequency changes by $< 0.005$ Hz over the range of $y_{\text{top}}$, which is a small fraction of the average frequency ($< 0.05\%$). The frequency converges for shallower $y_{\text{top}}$ beyond $y_{\text{top}} \approx 10^7$ g cm$^{-2}$ the adiabatic condition, $t_\text{th} > 2\pi/\omega$, no longer holds, and residual perturbations this shallow do not affect the mode in the deeper ocean.

The depth of the ocean-crust transition, $y_{\text{crust}}$, is chosen at the point where $\Gamma = 173$, where $\Gamma$ is the Coulomb coupling parameter. This depth is dictated by the temperature in the crust where $y_{\text{crust}} = 5.6\times10^7$ g cm$^{-2}$ for $T_{\text{crust}} = 3\times10^8$ K, and $y_{\text{crust}} = 4.9\times10^9$ g cm$^{-2}$ for $T_{\text{crust}} = 5\times10^8$ K. This information is contained in Table 2. An interesting question is whether the frequency of the r-mode depends on $T_{\text{crust}}$ itself, or on $y_{\text{crust}}$ through this temperature.

Figure 5 shows frequencies for a range of different $y_{\text{crust}}$ between $10^7 - 10^9$ g cm$^{-2}$, at two times ($10^2$, $10^3$ secs), for two different values of $T_{\text{crust}}$ ($3\times10^8$, $5\times10^8$ K), and for a set of the remaining background parameters ($\alpha$, $y_{\text{ign}}$, and $T_{\text{peak}}$) where the buoyant r-mode frequency does not cross that of the CIW. For early times the frequency changes consistently by $\sim 0.05$ Hz between the two temperatures for a given depth, and by $\sim 0.15$ Hz for a given temperature over the range of different depths. It appears that the frequency cannot cross $\sim 0.05$ Hz between the two temperatures for a given depth.

\begin{table}
\centering
\begin{tabular}{|c|c|}
\hline
$T_{\text{crust}}$ (K) & $y_{\text{crust}}$ (g cm$^{-2}$) \\
\hline
$3\times10^8$ & $5.6\times10^{12}$ \\
$5\times10^8$ & $4.9\times10^{13}$ \\
\hline
\end{tabular}
\caption{Depth of the ocean-crust interface for different crust temperatures.}
\end{table}

\(^8\) For the solution on the background with a cool crust, the transition occurs later in the burst than shown here (at $\sim 10^3$).
Figure 5. Effect on frequencies of changing the depth of the ocean-crust transition. The two panels represent the calculations for two different crust temperatures $3 \times 10^8$ K in solid (black) and $5 \times 10^8$ K in dashed (orange). For early times the temperature of the crust and the depth are similarly important, however for late times the change in frequency due to the temperature of the crust is dwarfed by the effect of the depth. The ignition depth used in this calculation was $6 \times 10^{11}$ g cm$^{-2}$.

depends on both $y_{\text{crust}}$ and $T_{\text{crust}}$, hence there is some intrinsic temperature dependence. This dependence, however, is very small since the frequency of the mode is dominated by shallower layers and the physics in the crust has a small effect. The same cannot be said for late times, where crustal interaction is more important. Frequencies change for different temperatures and the same $y_{\text{crust}}$ by $\sim 0.01$ Hz, while for the same temperature and different ocean-crust transition depths this change is $\sim 2$ Hz, or $\sim 3$ Hz at the extreme case.

4.4 Comparison to 4U 1636-536

A superburst from 4U 1636-536 was observed by RXTE on 22 February 2001. The observations lasted over the course of $\sim 10^4$ seconds, and exhibited oscillations over the 800 seconds after the burst peak (Strohmayer & Markwardt 2002). The frequency of the oscillation remained very stable throughout cooling, with a drift of at most 0.1 Hz, and was a few Hz higher than the burst oscillation frequency seen in the H/He triggered bursts. The drifts were consistent with those that would have been expected due to orbital Doppler shifts without requiring any intrinsic drift.

Keek et al. (2015) were able to constrain some of the parameters of this superburst by using spectral analysis techniques and fitting parts of the light curve to a cooling model similar to the one used here. The parameters of the initial temperature profile were constrained to: initial slope $\alpha \approx 0.25$, ignition depth $y_{\text{ign}} \approx 2 \times 10^{11}$ g cm$^{-2}$, and energy deposited by the burst $E_{\text{nuc}} \approx 2.5 \times 10^{37}$ ergs g$^{-1}$. The parameter $E_{\text{nuc}}$ corresponds to $T_{\text{peak}} \approx 5 \times 10^5$ K for the given slope and ignition depth.

Figure 6 compares the frequency evolution of the observations with that of buoyant r-modes in an inertial frame, including the effects of orbital Doppler shifts given in Strohmayer & Markwardt (2002), calculated using a background model that matches the constrained parameters. The time covers the period over which oscillations are observed during the superburst; calculated modes are translated to match this time. From Figure 2, the peak of the burst is at approximately $2.6 \times 10^2$ sec. Frequencies in an inertial frame are related to those in a co-rotating frame by: $\omega = \Omega - m \omega_{\text{rot}}$, neglecting relativistic effects (recall we calculated a mode with $m = 1$). Two models are plotted, with different values of $T_{\text{crust}}$, since this is not constrained by Keek et al. (2015). This parameter would have more of an effect for late times in the superburst where the interaction with the crust is more important (especially if a transition to the CIW occurs), but by this time the oscillations in this particular observation we no longer detectable. The spin frequency of the star is chosen to be 591.35 Hz so as to best fit the observations. This figure should be compared to figure 3 of Strohmayer & Markwardt (2002).

If the true spin frequency is 582 Hz, the asymptotic frequency of the H/He burst oscillations (Strohmayer et al. 1998; Muno et al. 2002), then the superburst oscillation model would give a frequency 10 Hz below the observed superburst oscillation frequency. If the true spin frequency is 586 Hz, as suggested by the buoyant r-mode model of PB05b for the H/He burst oscillations, then the superburst oscillation model would predict a frequency 6 Hz below that observed.

4.5 Constant gravity and GR effects on frequencies

The assumption of using constant gravity is now considered. The calculation takes place over a wide range in column depth $10^7 - 10^{17}$ g cm$^{-2}$ so it might be expected that the gravitational acceleration changes between the top and bottom of the layer. This assumption might be important when comparing modes between H/He bursts and superbursts, the ignition depths of which differ; $3 \times 10^8$ g cm$^{-2}$ compared to $10^{11} - 10^{12}$ g cm$^{-2}$.

First we estimate the thickness and the mass of the layer in which the calculation takes place. These can be calculated using column depth with a crude estimate of the equation of state to be that of an ultra-relativistic electron gas, and that the radius is constant over the pressure range we consider:

$$\Delta r = \int_{y_{\text{base}}}^{y_{\text{top}}} \frac{dy}{\rho} \approx 10^8 \text{cm},$$

$$\Delta m = \int_{y_{\text{base}}}^{y_{\text{top}}} 4 \pi y^2 dy \approx \left(6 \times 10^{-14} M_\odot\right) \times \left(\frac{R}{10 \text{km}}\right)^2 \frac{\Delta y}{10^5 \text{g cm}^{-2}}$$

(26a)

(26b)
which means that difference in radius at the top or bottom of the layer is of order $\Delta r/R \approx 0.01$, and the difference in enclosed mass is $\Delta m/M \approx 10^{-14}$.

Gravitational acceleration at a point $r$ inside the star is calculated from Equation 3. Using a constant $M$ in place of $m(r)$, and noting the Schwarzschild radius: $R_s = 2GM/c^2$, the relative change in gravitational acceleration from the top of the layer to the base of the layer can be estimated by expanding the radius as $R \to R + \Delta R$ for the result:

$$
\left| \frac{1 - \frac{g(R + \Delta R)}{g(R)}}{\frac{g(R)}{R}} \right| \approx \left( 2 + \frac{1 R_s}{2 R} \right) \frac{\Delta R}{R}.
$$

Errors due to changes in gravity are of order 4%. Analytic estimates of Equation 20 predict frequency scale with surface gravity as $\sqrt{g}$, errors in frequency due to changes in gravity should be of order 2 %.

Using Equation 26a, the difference in depth between the two ignition sites of H/He bursts and superbursts is estimated at $10^3$ cm. From Equation 27 the change in surface gravity is 0.4%, also negligible. This enables us to compare results obtained for H/He bursts to superbursts.

Maniopoulou & Andersson (2004) give general relativistic corrections to the traditional approximation due to frame-dragging and redshift, which depend on the compactness of the system and the modes under consideration. For the canonical NS mass and radius used here, frequency errors in the rotating frame of up to 15% are predicted for r-modes by including these effects, and 20% for Kelvin and g-modes. While these relativistic effects influence absolute frequencies of modes, the size of the drift during cooling is not affected (unless the mode undergoes a transition from one class of mode to another).

A 20% reduction in the frequency of buoyant r-modes, in the rotating frame, corresponds to a 2 Hz change. The spin frequency required to ensure a match to the observed superburst oscillation frequency would then be lower by 2 Hz. The problem with the frequency drifts, however, remains: the model still predicts drifts of 0.3 Hz over the duration of the observation, whereas the observed frequency drift is $\sim 0.04$ Hz, consistent with orbital Doppler shifts and no requirement for any intrinsic drift.

5 CONCLUSION

We have computed the frequencies of buoyant r-modes excited during superbursts. We found rotating frame frequencies to be greater, by $\sim 4$ Hz, than the frequencies of r-modes excited by H/He triggered Type I bursts as computed by PB05b, and drift by up to $\sim 10$ Hz in the aftermath of the burst.

According to the analytic approximations, Equation 25, the frequency of the surface r-mode (in the rotating frame) scales with the temperature in the bursting layer. This explains the higher frequencies predicted for superbursts as compared to H/He burst since the temperatures are higher in superbursts. Factors that might act to reduce the frequency are the degeneracy and composition. Limits on these, however, only act to reduce the frequency by $\sim 10 \%$. Should the same mode be present in both superbursts and H/He bursts, the frequency of the mode should be higher in the superbursts.

As can be seen from Figure 6, the frequencies of the mode calculated here do not match those of 4U 1636-536. A spin frequency of 591.35 Hz would be required for the mode model to match the superburst oscillation observations, whereas using a mode model for H/He triggered burst oscillations of the same system would predict a spin frequency for the NS not greater than 586 Hz. This is a large discrepancy, should burst oscillations and superburst oscillations both be explained by a mode model. The frequency drifts predicted by the superburst oscillation model are also larger than those observed. The observations can be explained using Doppler shifts without any intrinsic frequency drift, whereas our model predicts an observed drift $\sim 1.5$ Hz during the time period in which the oscillations were observed.

Another possible explanation of these oscillations is that the frequency comes directly from a CIW, the frequency of which would be stable throughout the burst. An explanation of how this wave could couple to observable variations in the photosphere is however problematic, given how small the energy perturbations are in that region in comparison to the crust. A more accurate cooling model that accounts of the physics of the crust (equation of state, free neutrons, changes in composition), and more comprehensive solution of the perturbation equations in spherical geometry would be required, which is beyond the scope of this paper. The possibility of a transition from r-mode to CIW at later times certainly needs to be studied in greater detail. The avoided crossing and associated change of mode type, ruled out for H/He bursts by Berkhout & Levin (2008), can-
not be ruled out for superbursts since the cooling timescale is sufficiently long, and the frequency difference between the two branches sufficiently small. The original analysis also had caveats, whose applicability remains to be explored (Berkhout & Levin 2008, section 4.1).

There is physics missing from this mode calculation that could have significant effects on the frequencies of modes. This includes the effects of magnetic fields, ongoing nuclear burning throughout the course of the burst (this would strongly affect temperatures which have the largest effect on frequencies), and general relativistic effects (although estimates of these are given in Section 4.5 and are estimated to be of the order 2%). The influence of the photosphere and outer layers of the atmosphere on frequencies is also not taken into account. Given the observed emission emerges from this region of the star, any model proposed to explain oscillations on the surface of the star must eventually consider how the mechanism would be affected by the photosphere.

The surface modes found here are very sensitive to the background model and therefore the underlying physics of superbursts. Different initial temperature models can change frequencies by up to ~ 4 Hz (see Figure 3). This high sensitivity means that if modes do exist during superbursts and these bursts can be observed in high time resolution they will be an excellent probe of the physics of the deep ocean. The next generation of large high time resolution X-ray satellites such as the proposed eXTP (Zhang et al. 2016) and Strobe-X (Wilson-Hodge et al. 2017), may be able to detect these differences.
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