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ABSTRACT: The accurate sequencing of DNA using na-
nopores requires control over the speed of DNA translo-
cation through the pores and also of the DNA confor-
mation. Our studies show that ssDNA translocates 
through hour-glass shaped pores with hydrophobic con-
striction regions when an electric field is applied. The 
constriction provides a barrier to translocation and 
thereby slows down DNA movement through the pore 
compared to pores without the constriction. We show that 
ssDNA moves through these hydrophobic pores in an ex-
tended conformation, and therefore does not form unde-
sirable secondary structures that may affect the accuracy 
of partial current blockages for DNA sequencing.  

Electric field driven movement of molecules through 
nanopores embedded within insulating membranes forms 
the basis of nanopore-based biosensors1. Such nanopores 
may be composed of biological molecules, e.g. engi-
neered membrane proteins or nucleic acids, or they may 
be synthetic e.g. based on graphene sheets or carbon 
nanotubes. These nanopores have been used for applica-
tions ranging from detection of drugs to DNA sequencing. 
Control over the movement of analyte molecules typi-
cally arises from altering the strength of the applied volt-
age or reducing the dimensions of the pore. However, a 
more elegant approach, affording better control would be 
to incorporate gates within the pore that would enable 
switching of the pore between functionally active and in-
active states.  

A number of channel and pore proteins are known to 
contain a hydrophobic region within the lumen of their 
pore regions2. Computational studies have shown that 
these regions while being sterically 'open'; may still be of 
sufficient local hydrophobicity that they prevent permea-
tion of both water molecules and small charged species3-

4. Hydrophobic conically shaped nanopores in 

polyethylene terephthalate (PET) films have also shown 
these 'dewetting' properties5. Combined experimental and 
computational studies have demonstrated the existence of 
hydrophobic barriers to permeation in ion channels, e.g. 
Aryal et al6. Recently a number of pores based on a beta 
barrel topology were designed to incorporate hydropho-
bic regions that could be wetted upon application of an 
electric field, and then de-wet once the field is removed7.  

RESULTS AND DISCUSSION 
Model nanopores in an applied electric field. The na-

nopores studied here mimic a beta barrel protein. Each 
barrel is composed of 14 antiparallel strands and contains 
a hydrophobic region near the center giving it an 'hour-
glass' shape. The central constriction is formed by rings 
of the following amino acid residues GAVLVAG. Thus 
the narrowest region of the pore is formed by three rings 
of bulky hydrophobic amino acids, namely the VLV re-
gion. 

Trick et al have previously shown that when these pores 
are placed within a phospholipid bilayer, under equilib-
rium conditions, the hydrophobic regions remain essen-
tially dry; with a mean water flux of only 0.4 water mol-
ecules per ns through the pore7.  

Here we studied the hourglass pore as reported by Trick 
et al4 and also two modifications of this pore. In the first 
modification, the ring of TRP residues present at the 
mouths of the original pore were mutated to TYR to ex-
plore any differences in the pore behavior as a function of 
the anchoring aromatic residues. In the second modifica-
tion, the rings of hydrophobic sidechains forming the hy-
drophobic constriction region, VLV, were replaced by 
GGG, to give a wider pore (radius of ~0.8 nm compared 
to 0.5 with the constriction) with a cylindrical topology. 
We refer to this second modified pore as the ‘reference 
pore’. 

We explored the behavior of the pores under an applied 
electric field. The dimensions of the pores fluctuate only 



 

by a small amount under an applied electric field of 0.2 
Vnm-1, showing the pores are stable and resilient under 
these conditions (supplementary information). The radius 
at the constriction region, which is composed of two 
bands of valine residues, is about 0.4 nm in both pores. 
As expected, under an applied field the pores wetted; the 
mean bi-directional water fluxes through the original pore 
and the TYR-mutant are 61 ns-1 (±16) and 61 ns-1 (±23) 
respectively. The TRP to TYR mutation has no effect on 
the water flux of the open pore, furthermore in the results 
that follow, there is also no difference in behavior of DNA 
within the two sets of pores, therefore the data for ‘hour-
glass’ pore includes both sets of pores. The water flux for 
the reference pore is 69 ns-1 (±23). 

DNA translocation under an applied electric field 
The translocation of ssDNA through these pores was 

investigated. A 16-nucleotide strand of DNA with se-
quence 5'ATATCGCGATATCGCG-3' was positioned 
with the 5’ end nearest to the mouth of the pores. Two 
different initial distances from the pore were investigated; 
(1) the DNA terminal base is initially located at the mouth 
of the pore (2) the DNA is threaded through the pore, with 
the terminal nucleotide located beyond the two rings of 
valine residues (Figure 1). In three control simulations 
without an applied electric field, the DNA was observed 
to coil around the mouth of the pore, interacting with the 
aromatic residues (supplementary information). As ex-
pected, DNA did not enter the pore, given it is highly 
charged and the pore has a hydrophobic interior. Thus the 
electric field acts as a switch for wetting the pores and 
driving the entry of DNA. 

 

Figure 1: Initial location of ssDNA that is pre-threaded 
through the entrance of the pore and the constriction region. 
The valine residues are shown in cyan, DNA is orange. 

At a field strength of 0.2 V nm-1
, in six independent sim-

ulations of the reference pore when DNA was not pre-
threaded into the pore, DNA remained associated with the 
pore entrance in five of the simulations, and only entered 
the pore once. In contrast, in six independent simulations 
of the reference pore when DNA was pre-threaded 
through the pore entrance, full DNA translocation was ob-
served within 10 ns in each simulation. This indicates that 
there is no appreciable barrier to DNA translocation once 
the terminal nucleotides have moved beyond the pore en-
trance. Three simulations of the DNA pre-threaded 
through the reference pore at the lower strength of 0.1 V 
nm-1, did not show any translocation even when the sim-
ulation were extended to 30 ns. For the hourglass shape 
pores, a total of 36 independent simulations were per-
formed. A summary of the DNA locations at the start and 
end of the simulations is provided in table 1. 
Table 1 A summary of the DNA translocation behavior as a 
function of its starting position relative to the entrance of 
the pore. The values in parenthesis correspond to simula-
tions with a field strength of 0.1 Vnm-1, with all others at 0.2 
Vnm-1. A breakdown of the behavior of the data for the 
hourglass pores for the TRP and TYR pores separately  is 
provided in the supplementary information. 

Initial DNA loca-
tion 

Final DNA location (number of sim-
ulations) 
DNA at en-
trance  

DNA at 
con-
striction/or 
inside pore 

Trans-
location 
through 
pore 

Hour 
glass 
pores  

Threaded 
through 
pore con-
striction 

0 (3) 9 

At pore 
entrance 

8 (2) 6 (1) 7 

Ref-
er-
ence 
pores 

Threaded 
through 
pore en-
trance 

0 (3) 6 

At pore 
entrance 

6 - - 

In all of our simulations the hour-glass pore remained sta-
ble within the electric field and showed expected bi-di-
rectional water flux behavior. DNA translocation was 
only observed at a field strength of 0.2 V nm-1 (equivalent 
to 600 mV across the membrane) on the timescale of the 
simulations. At the lower field strength, DNA transloca-
tion beyond the constriction was not observed at all. This 
is in agreement with our previously reported work on 
DNA translocation through pores based on α-hemolysin in 



 

which 600 mV across the membrane mimetic slab was re-
quired for translocation8. For simulations in which DNA 
translocation was observed, there was reduced water flux 
while the DNA was within the pore, but this increased to 
the rate observed for the unoccupied pore, once the DNA 
had translocated.  Linear regression yields a gradient of 
0.06 for the unoccupied pore, corresponding to a flux of 
~ 62 ns-1. The gradient corresponds to a 33% reduction in 
the flux when DNA is within the pore at t = 0-6.2 ns, but 
then recovers to 0.06 when DNA exits the pore at t > 6.2 
ns, in agreement with the value from the simulation in 
which there is no DNA present. Thus the pore retains its 
structural integrity throughout the process of transloca-
tion (Figure 2). DNA that remained at the entrance of the 
pore throughout the simulation resulted in reduced water 
flux compared to the open pore as the simulation pro-
ceeded, as the DNA occluded increasing amounts of the 
pore entrance. While DNA is inside both the reference 
and hourglass pores, the flux through both pores is re-
markably similar (Figure 2).  

 Figure 2: The bidirectional water flux through the hourglass 
(HG) and reference pores from typical simulations. Dotted 
lines show the linear regression lines for the cases in which 
DNA translocation is observed, while the arrows indicate the 
time at which translocation is complete. 

Overall three types of DNA behavior were observed; 
(1) the DNA remained tethered to the mouth of the pore 
throughout the simulation, (2) the DNA was able to trans-
locate past the mouth of the pore, but was unable to move 
past the hydrophobic barrier presented by the valine resi-
dues, and (3) the DNA was able to fully translocate 
through the pore (Figure 3).  In all nine simulations in 
which the DNA was initially threaded through the con-
striction region, full translocation was observed indicat-
ing there are no appreciable barriers to translocation be-
yond the constriction region, at this field strength. When 
the DNA was located at the entrance, at the start of the 
simulation, almost equal occurrences of the three behav-
iors were observed. In simulations in which the terminal 
base was able to pass through the entrance of the pore, a 

subsequent barrier to translocation was encountered at the 
VLV constriction site. Interestingly even with an electric 
field of 0.2 Vnm-1, the subtle difference between the mo-
tion of the DNA as it moves past valine vs the leucine 
residues can be discerned (Figure 3). The DNA motion 
past the bands of valine residues is slower compared to its 
movement past the leucine residues in-between the two 
bands of valines. The movement of DNA once past the 
VLV region, is smooth and unhindered until the pore exit 
is encountered. This is as expected from our simulations 
of the reference pore in which the VLV region was re-
placed by GGG; these pores did not show any barriers to 
DNA translocation within the pore. The third barrier to 
translocation in the hour-glass pores is the exit of the pore. 
In each one of the simulations in which translocation was 
observed (16/30 simulations at 0.2 Vnm-1), the DNA re-
mained associated with the pore exit to some extent, ei-
ther coiled around to maximize contact with the short 
turns of the pore, or tethered by the terminal nucleotide 
while the rest of the DNA moved away into bulk solution 
(Figure 3). The DNA remained associated with the pore 
exit even when this simulation was extended to 100 ns. It 
is worth mentioning here that extension of more of the 
simulations beyond 20 ns may lead to untethering of the 
DNA from the pore exit given the translocation process is 
stochastic. However we note that the tethering effect is 
observed despite the electric field applied across the 
membrane in the simulations being greater (~ 600 mV and 
300 mV, as the membrane is approximately 3 nm in 
width) than that in corresponding experimental studies 
(120-180 mV)9. Thus, our results show that the pore exit 
is clearly a region through which DNA movement is 
slower compared to the non-constriction regions of the 
pore. 

Figure 3: The z coordinate of the leading DNA nucleotide 
(closest to pore entrance) as a function of time,  for scenarios 
in which DNA remains at the pore entrance (red), the DNA 
is unable to overcome the barrier at the constriction (green), 
the DNA translocates fully through the pore but leading nu-
cleotide remains tethered to the exit (black) and the DNA 
translocates and the leading nucleotides move away from the 
pore after ~ 6 ns (blue). The inset shows a close up of the 
latter two curves, in which the DNA movement through the 
VLV constriction region.  The image at the top left shows 
the DNA position relative to the pore at the end of the simu-
lation corresponding to the black curve on the plot; even 



 

after pore exit the leading nucleotide is associated with the 
mouth of the pore. 

To identify any molecular-level differences between the 
cases of DNA translocation and those in which the DNA 
either failed to enter the pore or failed to move beyond the 
constriction region we examined the DNA conformation 
and pore-DNA interactions. When DNA translocation 
was achieved, we observed that the DNA moved through 
the pore in an extended conformation. In other words we 
did not observe any coiling or folding of the DNA while 
it is within the pore, in stark contrast to our previously 
reported observations for our pore models based on the β-
barrel of α-hemolysin, in which in some mutant pores the 
end-to-end distance of a ssDNA dodecamer was reduced 
from 3.8 to 2.5 nm whilst inside the pore due to coiling or 
bending10. The DNA end-to-end distances (provided in 
the supplementary information) shows that in all simula-
tions in which translocation is observed the DNA is in a 
linear conformation while it is inside the pore, followed 
by a marked decrease in the end-to-end distance (e.g. de-
creasing from 6 nm length between the terminal phos-
phate groups to only 3 nm within just ~2 ns) indicating 
rapid bending/coiling once the DNA exits the pore. Coil-
ing upon exit occurs as the DNA is still associated with 
the pore even after exiting, on the timescale of our simu-
lations and thus can interact with itself.  Furthermore once 
past the constriction region the movement of the DNA is 
smooth, in contrast to the ‘binding and sliding’ mecha-
nism observed from previously reported studies for many 
of the mutant pores based on α-hemolysin that were de-
signed to control the speed of DNA translocation8. Inter-
estingly, DNA was observed to coil slightly and very tran-
siently within the reference pores, which have a radius 
that is closer to the constriction region of α-hemolysin 
(0.8 nm and 0.6 nm respectively). The DNA termini that 
is the first to enter the pore was able to interact with the 
interior walls of the pore, but this did not lead to any long-
range coiling of the DNA, indeed coiling was restricted 
to the terminal  2-3 bases and did not cause any tethering 
of the pore such as that previously reported from our work 
on  α-hemolysin-mimetic pores (Figure 4)8. In the refer-
ence pores this short-range, transient coiling was ob-
served throughout the pore, whereas in the hourglass 
pores, the DNA only coiled once having exited the pore. 
This strongly suggests that the largely extended confor-
mation of the DNA in these hydrophobic pores is a con-
sequence of the chemical nature of the pore interior, and 
that the constriction region serves to facilitate maintain-
ing the DNA in this conformation.  

 
Figure 4: (a) DNA is in a linear conformation while inside 

the hourglass pores and only coils if (b) one end becomes 
tethered to the exit of the pore. (c) and (d) In the absence of 
the constriction transient coiling inside the pore is observed, 
but this is does not lead to tethering and the DNA is able to 
translocated through the pore, unhindered. (e) and (f) are 
close-up views of (b) and (d) respectively. (a)-(d) are inde-
pendent simulations, in which the DNA backbone is shown 
at 200 ps intervals while it is in the pore. The magenta 
spheres represent Ca atoms of the valine residues that form 
the constriction region in the hourglass pores. In (f) the green 
lines represent the hypothetical location of the constriction 
region if this pore was the hourglass rather than the refer-
ence. 

For the hour-glass shaped pores, in  instances in which 
the DNA remained at the pore entrance throughout the 
simulation (8/30 simulations at 0.2 Vnm-1), the DNA was 
observed to interact with the turns connecting the strands 
of the β-barrel leading to slight narrowing of the pore at 
the entrance, due to these turns folding into the pore. The 
DNA formed van der Waals interactions with these turn 
regions. Unable to move through the pore, but still mov-
ing towards the membrane under the influence of the elec-
tric field, in these cases, the DNA was observed to interact 
with the lipid headgroups of the membrane. On the time-
scale of our simulations this did not lead to any distortion 
of the membrane. When the DNA is observed to enter the 
pore but unable to translocate beyond the constriction re-
gion, similar DNA-pore interactions are observed. In 
these simulations, if the nucleotides within the pore are 
unable to translocate beyond the constriction, before the 
‘free’ nucleotides form interactions with the turns con-
necting the strands of the pore, leading to the distortion of 
the latter, the DNA remains anchored within the pore, just 
above the constriction for the remainder of the simulation. 



 

 

Figure 5: Two simulations in which translocation was not 
observed; one in which DNA is unable to enter the pore and 
interacted with the lipid headgroups of the membrane (top 
left and top right) and one in which the DNA was unable to 
translocate beyond the constriction region (bottom left and 
bottom right). Valine residues are shown in yellow in the 
bottom right panel. The approximate position of lipid head-
groups are demarked by the dashed line in the top right 
panel. All snapshots are shown after 20 ns of simulation. 

CONCLUSIONS 
In conclusion, our results show that hydrophobic pores 

originally designed by Trick et al provide the blueprint for 
a nanopore for DNA sequencing. The speed of DNA 
translocation is controlled through the hydrophobic con-
striction region. This region provides a barrier to DNA 
translocation, and thus slows down the overall transloca-
tion rate through the pore, but crucially does not cause 
any folding of the DNA, this is important as conforma-
tional rearrangements in short strands of DNA are likely 
to impede the accuracy of deciphering partial current 
blockages for DNA sequencing. We show that while the 
DNA remains largely linear within hydrophobic pores 
even in the absence of the constriction region, there is 
some transient, short-range coiling, although this does not 
lead to tethering of the DNA inside the pore. When the 
constriction is present it prevents any coiling at all within 
the pore. Thus, our simulations show that a hydrophobic 
constriction within the pore is advantageous over tempo-
rary tethering of the DNA with basic amino acids due to 
the conformational irregularities induced by the latter. To 
further optimize the pore for translocation, our results 
suggest that maintaining the DNA in a linear orientation 
as it goes through the pore entrance is essential as this en-
ables it to overcome the barriers at the pore exit and con-
striction.  

MATERIALS AND METHODS 
The hydrophobic gated pore models used in this work 

were those reported by Trick et al4. Where necessary, 
modifications (e.g. TRP to TYR  mutations) were intro-
duced using PyMOL11. The ssDNA model used was a 16-

nucleotide strand of sequence 5’-
ATATCGCGATATCGCG-3’, and was generated using 
the 3DNA package12. 

Simulations were performed using GROMACS ver-
sions 5.1.4 and 2016, corresponding to updated package 
releases, and the GROMOS 53a6 forcefield with Berger 
lipid definitions13-15. Pores were inserted into bilayers of 
430 DPPC lipids, solvated using the SPC water model and 
ions added to a concentration of 1.0 M16. Additional ions 
were added to neutralize systems prior to simulation. 
Long-range electrostatics were treated using the Particle 
Mesh Ewald method with a short-range cutoff of 1.4 
nm17. The van der Waals interactions were truncated at 
1.4 nm with long-range dispersion corrections applied to 
the energy and pressure. During simulation the tempera-
ture of the system was maintained at 310 K using the v-
rescale thermostat and a coupling constant of 0.1 ps. Pres-
sure was maintained at 1 bar semi-isotropically using the 
Parrinello-Rahman barostat and a time constant of 1 ps18. 
All bonds were constrained using the LINCS algorithm 
enabling a timestep of 2 fs19. The electric field was im-
posed by a constant voltage drop across the simulation 
cell. Periodic boundary conditions were applied in three 
dimensions as in our own previous work on pores based 
on  α-hemolysin and the work of other groups studying 
similar phenomena8, 10, 20-21.  Analysis was conducted us-
ing GROMACS utilities and locally written code. Pore 
radius profiles for the pore models were obtained using 
HOLE22. Water flux counts were obtained by defining xy 
planes using groups at the pore entrance/exit, and a flux 
event was only counted once a water molecule had passed 
across both planes as previously reported by Trick et al7. 
Molecular graphic images were produced using the Vis-
ual Molecular Dynamics, VMD  package23. 
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