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In this thesis, the accurate characterisation of a range of high speed optical telecommunication signals is presented. The main technique used to determine both the intensity and the phase profiles of these signals is based on spectrograms, and various developments and extensions of this method are presented.

Firstly, the linear spectrogram method, in which the spectrogram is created by gating the optical signal with an electro-absorption modulator, is experimentally compared to the more prevalent technique of frequency resolved optical gating (FROG). The detailed comparison for three different pulses shows that the linear spectrogram method is advantageous for telecommunication signals.

Pulses from a gain switched laser diode are accurately characterised, and the linear spectrograms reveal new insight into how the pulse develops. It is found that the wavelength of the optical seed signal, from which the pulse develops, has a strong impact on the pulse quality, and its exact influence is illustrated. The complete information gained from the spectrograms makes it possible to design a matched fibre Bragg grating to improve the quality of pulses generated by gain switching a 1550nm semiconductor laser diode. The spectrogram technique is also adapted to and used for characterising pulses in the 1060nm region.

For the first time, the quality of fibre Bragg gratings for use in pulse shaping applications is directly assessed by spectrographically measuring the waveforms they reflect. Both parabolic and rectangular shaped pulses are investigated, as well as various phase encoding gratings for use in optical code division multiple access systems. By further investigating the pulses reflected from temperature tunable fibre Bragg gratings, we have measured the spatial refractive index distribution that can be induced in such gratings. The linear spectrogram technique is also applied to high capacity transmission systems. We show that it can be extended to characterise several wavelength division multiplexed channels simultaneously. The measured intensity profiles after transmission in a recirculating loop shows that we can monitor dispersive and nonlinear impairments on the pulses.

Finally, data modulated pulses in a 40 Gbit/s system are characterised before and after propagation in an installed fibre link, and excellent agreement is found between the information retrieved from the spectrogram method, independent intensity measurements and theoretical expectations.
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Chapter 1

Introduction

At every conference on optical communications, there seems to be at least one talk with that typical graph showing the exponentially exploding demand for bandwidth [1, 2, 3]. Whilst the future evolution of these curves will probably always be a point of discussion, it is clear that the total signal capacity of a standard single mode fibre has not yet been completely unlocked. At the same time though, there is an increasing interest in trying to utilise the bandwidth provided by the fibre more flexibly, as the point where the optical signal is converted into an electrical one is moving ever closer to the end user.

It leaves no doubt that the requirements on the quality of the optical signals used for reaching these ultra-high capacity networks are progressively more stringent. Whilst electronic compensation techniques and forward error correction methods can relieve some of these requirements – often in a cheaper way than what is possible with only optical processing – it is necessary to fully understand the optical signal and how it is affected through propagation over the fibre in order to make the most of the available capacity.

New ways of modulating and encoding the data onto the optical carrier signals have meant a more thorough investigation into the possibilities offered by combining phase and intensity modulation. At the same time, research in the complete characterisation of the signals has surged. Simple electronic intensity measurements are no longer sufficient to assess the properties of current optical telecommunications signals.
Frequency-resolved optical gating (FROG) is arguably the most renowned complete characterisation technique that has slowly moved into the field of optical communications [4]. However, it has its drawbacks, as will be indicated further on in this thesis. Whilst my initial Ph.D. work involved the implementation of ultra-high bit rate systems with speeds of up to 160 Gbit/s, the focus gradually shifted more to the characterisation of the optical signals used, to find out what exactly was limiting the performance of the system. Initial SHG-FROG measurements proved to yield inadequate information, and we adopted a newly developed implementation that is based on components specifically made for telecommunications purposes.

The results of the linear spectrograms were very promising, and the technique has now been applied to many of the different research topics in our department. Also through external collaborations, I have been able to further explore and extend the applicability of this method. The following chapters in this thesis are grouping experiments where, based on results of the rigorous characterisation of optical signals, new insight was gained in the respective areas of optical communications.

**Outline**

Chapter 2 contains the general background for the characterisation work in this thesis. It starts off with an introduction to the various possibilities to completely characterise optical signals: tomographic, interferometric and spectrographic techniques, applied to the field of optical telecommunications. Two specific spectrographic methods are explained more in detail: SHG-FROG and linear spectrograms with an electro-absorption modulator. The data acquired from these methods, called spectrograms, need to be ‘deconvolved’ in order to reconstruct the intensity and phase profiles of the signals under test. The iterative algorithm is described together with some mathematical additions that can improve the quality of the measured spectrogram. For the respective pieces of Matlab code, the reader is referred to Appendix B. The chapter concludes with an experimental comparison between the two spectrographic methods applied to three different pulses.

In Chapter 3, two interesting sources for short pulses are investigated. The first one is a gain switched semiconductor laser diode, in the C-band. A series of
spectrogram measurements not only reveals the optimal settings for driving the laser diode, but also generates new insight in how the pulse develops. The chirp, that is accurately measured with the spectrograms, can be compensated with a specifically designed fibre Bragg grating, and the theoretical results predict a clean and stable 5 ps pulse, generated in a very compact way. Recent measurements with a diode at an operating wavelength of 1060 nm are also presented. These measurements were performed with a setup adapted to this operating wavelength. Pulses carved with an electro-absorption modulator are presented next, and are particularly interesting because it provides additional information of the gating function in the frequently used spectrographic method.

Chapter 4 explains a few specific pulse shaping experiments, based on advanced fibre Bragg gratings. Another pulse source, the fibre ring laser, is introduced here, because of its broad bandwidth, and particular suitability for the generation of rectangular and parabolic shaped pulses. The latter two are useful for example in pulse retiming experiments. The fine features of these pulses, as characterised here, are important for the performance of these systems.

Secondly, some of the waveforms used in optical code division multiple access (OCDMA) experiments are presented. To generate these rather exotic-looking waveforms with specific phase information, we also rely on fibre Bragg gratings. After characterising single phase shifts in simple gratings, longer and more complex codes are accurately measured. Finally, by studying the phase shifts of the optical waveforms reflected from temperature tunable gratings, we were able to gain valuable information about the spatial phase shifts induced in the Bragg gratings by this temperature tuning.

The linear spectrogram characterisation method is further applied to high capacity optical transmission systems, as explained in Chapter 5. Wavelength division multiplexing systems are key to unlocking some of the vast capacity of the optical fibre. In this chapter, I show how linear spectrograms can be used to characterise many channels simultaneously, and after transmission over a recirculating loop. Finally, I discuss a series of results obtained through collaborative work with Acreo AB, on high speed data modulation. Focussing on the alternating phase, return to zero modulation format, we were able to demonstrate the linear spectrogram method after transmission over an installed fibre link.
In Chapter 6, I summarise the thesis, and present a few thoughts on future directions.
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Chapter 2

Signal Characterisation

The measurement of the electric field of light pulses, or waveforms in general, provides better understanding of their behaviour when they are applied in many fields of optics. In optical telecommunication applications in particular, full knowledge of the electric field (amplitude and phase) of the waveform is crucial to the verification of mathematical models and provides a basis for numerical simulations of complete transmission systems.

Pulses are for example distorted whilst propagating through optical fibres because of chromatic dispersion and nonlinearities. Knowing exactly how the waveform is distorted leads to the possibility to quantify the properties of fibres and other optical devices. It also makes it possible to verify various efforts in pulse generation and shaping, and allows one to optimise various parameters in a transmission network. The work in this thesis covers several of these interesting fields as described in later chapters. In this chapter, I present a brief overview of different waveform characterisation methods applicable to the optical telecommunications field, together with a more detailed explanation of the main characterisation techniques used in further chapters.

2.1 Introduction

The limited sampling bandwidth of electrical sampling oscilloscopes and the slow rise time of current photo-detectors distort the measurement of temporal intensity profiles of optical telecommunication rate pulses. Also, the square law detection
with photo-detectors (photocurrent is proportional to the intensity of the optical signal) implies that the phase information of the signal is disregarded. For a complete characterisation, i.e. phase and intensity profiles, of optical pulses, it can be shown that both time-stationary and time-non-stationary filters are needed in the setup. Walmsley and Wong have explained this basic framework for pulse characterisation in Ref. [1].

Of course, this does not mean that other measurements, not satisfying these conditions, would be irrelevant or useless. Autocorrelations, optical spectrum analyser (OSA) measurements and electrical and optical sampling traces are some of the most frequently used tools in any telecommunications lab to conveniently assess the basic properties of optical waveforms.

An optical pulse is uniquely described by its analytic signal in the time domain:

$$E(t) = A(t) \exp(i\phi_t(t) + i\phi_0 - i\omega_0 t)$$

(2.1)

where $A(t)$ is the time dependent envelope, $\omega_0$ is the carrier frequency, $\phi_t(t)$ is the time dependent phase and $\phi_0$ a constant. The intensity profile of the pulse is calculated as $|E(t)|^2$, which could be measured by a photo-detector of sufficient bandwidth (i.e. a bandwidth larger than about 0.35/Tr, where Tr is the rise time of the pulse). In the spectral domain, the pulse is represented as follows:

$$\tilde{E}(\omega) = \tilde{A}(\omega) \exp(i\phi_\omega(\omega))$$

(2.2)

where $\tilde{A}(\omega)$ is the spectral amplitude and $\phi_\omega(\omega)$ is the spectral phase. The spectral intensity is again obtained as $|\tilde{E}(\omega)|^2$. The instantaneous frequency in the time domain is defined as $\omega_0 - \partial\phi_t/\partial t$ and is closely related to the definition of chirp:

$$C(t) = -\frac{1}{2\pi} \frac{\partial\phi_t}{\partial t}$$

(2.3)

The group delay in the spectral domain is defined as $\partial\phi_\omega/\partial\omega$.

These variables and terms will be used frequently in the rest of this work, to point out the particularly interesting properties of the respective pulses. Note that the word ‘chirp’ is also frequently used in the literature to denote that a particular waveform possesses more general phase related features, for which the meaning can sometimes be ambiguous: e.g. a chirped pulse, red-chirp, blue-chirp,...
this work, I will use the terms up-chirp and down-chirp to denote that the instantaneous frequency of the pulse increases or decreases with time respectively.

In the following section, I will first give an overview of different optical pulse characterisation techniques. Sections 2.3, 2.4 and 2.5 discuss two particular complete pulse characterisation methods in more detail, and are then compared with each other experimentally in Section 2.6.

A totally different, but more conventional way of assessing the performance of an optical network, is given by bit error rates, and the related Q-factor measurements. In Appendix A, I document the work I have performed on implementing a system to measure the Q-factor automatically.

### 2.2 Characterisation techniques

The measurement of the spectral intensity profile of waveforms is fairly straightforward, as photo-detectors inherently measure the intensity. The waveforms can for example be diffracted spatially with a grating and then the power of their constituent wavelengths measured with a single detector, thereby determining the spectrum of the pulse.

To measure the intensity profile in the temporal domain is more challenging, certainly for pulse durations and pulses with features that are much faster than the fastest electronic devices. Optical sampling technology overcomes this problem. The signal is combined with a very short sampling pulse at a different repetition rate in a nonlinear medium, a highly nonlinear fibre for example [2, 3, 4]. A nonlinear interaction, such as four wave mixing FWM, between the two pulses creates a signal at the idler wavelength that can be filtered out – provided that the spectral separation between the sampling pulse and the signal is sufficient. Each idler pulse represents a sample from the signal, and its energy is proportional to the power of the signal at the position of temporal overlap with the sampling pulse. With a low bandwidth photo-detector, the temporal profile of the signal intensity can then be displayed on an electrical oscilloscope. This technique is polarisation sensitive due to the polarisation sensitivity of the nonlinear process, but more elaborate implementations based on the same technique can overcome this problem [3]. The resolution in optical sampling techniques is limited to approximately the duration of the sampling pulse. Ultrashort pulses, such as the sampling pulses (in the above
references these are 1 or 2 ps long), are therefore not measurable in this way, due to a lack of the even shorter pulses required.

An intensity autocorrelator uses the pulse under test itself as the ‘sampling’ pulse [5]. The pulse is split up, and the two replicas are then scanned through each other by delaying them appropriately with respect to each other, and then focussed on a second harmonic generation (SHG) crystal. When the two replicas overlap temporally upon arrival in the SHG crystal, they generate second harmonic photons, proportional to \((E(t)+E(t-\tau))^2\). With an appropriate optical setup where the two replicas of the original pulse arrive at the crystal with opposite angles of incidence, the cross-product is filtered out spatially, through conservation of momentum:

\[
E_{\text{sig}}(t, \tau) \propto E(t)E(t-\tau). \tag{2.4}
\]

A slow detector then measures this signal, which is essentially the autocorrelation intensity of the signal:

\[
A^{(2)}(\tau) \propto \int_{-\infty}^{\infty} |E(t)E(t-\tau)|^2 dt = \int_{-\infty}^{\infty} I(t)I(t-\tau) dt \tag{2.5}
\]

As \(A^{(2)}(\tau) = A^{(2)}(-\tau)\), there is no information about the time direction of the pulse. In the literature, the intensity autocorrelation is a frequently used way to assess the duration of the pulse, however there is no exact way of unambiguously telling just how long the pulse really is, without further knowledge about the waveform. For example, the autocorrelation of a Gaussian pulse is also a Gaussian, with duration of 1.41 times the duration of the signal pulse. A rectangular pulse has a triangular autocorrelation, with the same full width at half maximum (FWHM) as the pulse, and the autocorrelation of a hyperbolic secant pulse has a duration that is 1.54 times the length of the pulse, etc.

On many occasions in the literature, the authors just assume a certain pulse shape to calculate the length of the pulse from its autocorrelation trace. These conclusions are unreliable though, as even fairly complex pulses can have a very nice Gaussian looking autocorrelation profile (see for example ref. [6]). The autocorrelation has certainly earned its place in the armoury of characterising techniques for short pulses, but in truth, it does not reveal much about the exact pulse shape or its exact length.
Complete pulse characterisation

Broadly speaking, there are three different categories of measurements that allow the complete characterisation of optical waveforms: tomographic, interferometric and spectrographic methods. There is no direct way of measuring the phase and intensity of an optical waveform, so the aforementioned techniques all involve an ‘inversion’ step, in which the intensity and phase are inferred from a set of measurements [1]. What follows is an overview with some examples of each of these three methods.

2.2.1 Tomographic pulse characterisation

Tomography originates from imaging applications where one tries to reconstruct for example two or three dimensional objects from one or two dimensional projections respectively. It can be applied to optical signal characterisation as well.

The electric field of a pulse $\tilde{E}(\omega) = \sqrt{I(\omega)} \exp(i\phi(\omega))$ (with $I = Z_0 P_D$, $P_D$ and $Z_0$ representing the power density and the characteristic impedance in free space respectively) can also be fully represented by a time-frequency distribution called the Wigner-Ville distribution [7]:

$$W(t, \omega) = \frac{1}{2\pi} \int \tilde{E}(\omega + \omega') \tilde{E}^*(\omega - \omega') \exp(-i\omega' t) d\omega'.$$

(2.6)

From this, the electric field of the signal can immediately be calculated as [7]:

$$\tilde{E}(\omega) = \frac{1}{\tilde{E}^*(\omega = 0)} \int W(t, \frac{\omega'}{2}) \exp(it\omega) dt.$$

(2.7)

From a large number of projections of this function on the frequency axis after a varying rotation in its 2D phase-space, the Wigner-Ville distribution can be reconstructed by using a back-projection algorithm. However, due to the large number of projections needed, and the difficulty in generating large rotations practically, this method has not been implemented experimentally yet, even though the spectral projection would not be difficult to measure with a spectrometer.
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Figure 2.1: Experimental implementation of simplified chronocyclic tomography.

It is possible though, assuming coherent light pulses, to simplify this technique so that with only two projections of the Wigner-Ville distribution after small rotations, the distribution can be reconstructed [8]. This leads to a very practical implementation that only requires a sinusoidal phase modulator synchronised to the pulse source and a spectrometer (Figure 2.1). This experimental setup has been used to accurately characterise pulses as short as a few ps. The technique becomes less accurate however when characterising pulses of longer duration (>15 ps), as it relies on the pulse overlapping with the parabolic part of the phase modulation curve. Its advantages are the very simple implementation and good sensitivity, as there are no nonlinear effects involved.

2.2.2 Interferometric pulse characterisation

In spectral interferometric techniques, one relies on converting the phase properties of the pulse into amplitude information. This makes it possible to directly measure the phase difference between the optical frequencies in the pulse.

What follows is a brief explanation of Fourier transform spectral interferometry [9, 10]. Let $E(t)$ and $E_0(t)$ be the temporal electric fields of an unknown pulse and a known reference pulse. A delay $\tau$ is introduced to one of the pulses, after which they are (re)combined and spectrally resolved. The measured intensity is:

$$I(\omega) = |E_0(\omega) + E(\omega) \exp(i\omega \tau)|^2 = |E_0(\omega)|^2 + |E(\omega)|^2 + E_0^*(\omega) E(\omega) \exp(i\omega \tau) + c.c.$$  

With $f(t) = E_0^*(-t) \otimes E(t)$, we can rewrite this as:

$$I(\omega) = |E_0(\omega)|^2 + |E(\omega)|^2 + f(\omega) \exp(i\omega \tau) + c.c.$$  

(2.8)
\[ f(\omega) = |E_0^*(\omega)E(\omega)| \exp(i\Delta \phi(\omega)) \] (2.10)

where \( \Delta \phi(\omega) = \arg(E(\omega)) - \arg(E_0(\omega)) \), the spectral phase difference between the two pulses, meaning that \( f(\omega) \) contains all the information on the spectral phase difference. An inverse Fourier transform of equation 2.9 leads to:

\[ F^{-1}I(\omega) = E^*_0(-t) \otimes E_0(t) + E^*(-t) \otimes E(t) + f(t - \tau) + f(-t - \tau)^*. \] (2.11)

The first two terms are autocorrelation functions of the individual fields, and centred around \( t = 0 \). Therefore, for reasonably well-behaved pulses and large enough values of \( \tau \), \( f(t - \tau) \) does not overlap with the other terms in this equation [9]. This term can thus be filtered out mathematically, and re-centred around zero: \( f(t) \). Its Fourier transform \( f(\omega) \) is then used to obtain the electric field of the unknown pulse:

\[ E(\omega) = \frac{f(\omega)}{E^*_0(\omega)}. \] (2.12)

Or the spectral phase difference can be calculated as \( \Delta \phi(\omega) = \arg(f(\omega)) \).

**Self-referenced interferometry**

The reference pulse can be replaced by a spectrally sheared version of the pulse under test: \( E(\omega - \Omega) \). The phase difference then becomes \( \Delta \phi(\omega) = \phi(\omega) - \phi(\omega - \Omega) \), which can be integrated to find the phase of the pulse under test. Together with an independent measurement of the spectrum of the pulse, this completely characterises the pulse.

Spectral phase interferometry for direct electric-field reconstruction (SPIDER) [11] is a self-referenced interferometric technique that achieves the spectral shearing by mixing two replicas of the test pulse with a relative delay \( \tau \) with a highly chirped pulse, converting the time delay between the pulses into a spectral shear.

Recently, another implementation that does not rely on nonlinearities has been demonstrated [12], see Figure 2.2. The spectral shearing in this case is achieved by temporally modulating the pulses under test with a sinusoidal phase modulation. The pulse under test is split in a Mach-Zehnder interferometer, generating two replicas of the pulse separated by 100 ps. The pulses acquire an alternating
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Figure 2.2: Experimental implementation of spectral shearing interferometry, using a phase modulator to perform the spectral shearing.

frequency shear when they overlap with the linear parts (at the zero crossing) of the 5 GHz sinusoidal phase modulation. The two pulses are then again resolved with a spectrum analyser to create the interferogram.

This technique would be very attractive for telecommunication pulses, because of its direct retrieval of the phase information, and the simplicity of its implementation. However, the repetition rates are not compatible with this technique, as the phase modulation repetition rate must be a multiple of the repetition rate of the signal under test [12]. This means that the signal under test (with a high speed repetition rate) needs to be gated down to a lower repetition rate. The electrical bandwidth of current phase modulators is limiting here, together with the fact that the length of the pulses characterisable with this method is limited to the duration over which the sinusoidal modulation is sufficiently linear.

Apex complex spectrum analyser

Another full waveform interferometric technique is currently being marketed by Apex Technologies, and is based on a patent from France Telecom. Its principles are published in [13, 14], and briefly explained below. With $T$ the period and $F = 1/T$ the fundamental frequency of the signal under test, the electric field can be written as a Fourier expansion:

$$E(t) = A(t) \exp(i2\pi f_0 t) = \sum_k A_k \exp \{i(2\pi(f_0 + kF)t + \phi_k)\} \quad (2.13)$$

or in other words, a sum of spectral lines around the carrier frequency $f_0$ with $A_k$ and $\phi_k$ as their respective amplitudes and phases. The amplitude of the spectral lines can be measured with a straightforward intensity measurement, whilst the phase is determined as follows. The signal is weakly modulated sinusoidally at a
frequency of $F/2$, so that each spectral line in the original spectrum creates two symmetrical lines at $\pm F/2$ from this line. This weak modulation is synchronised with the waveform under test, and has a variable delay $\tau$ with respect to it. With $L_+(k)$ and $L_-(k)$ the lines generated at $(f_0 + kF \pm F/2)$, the lines $L_+(k)$ interfere with the lines $L_-(k+1)$, as they have the same frequency. The resulting power of these lines is proportional to $\cos(2\pi F \tau + \phi_{k+1} - \phi_k)$. By measuring the power variations as a function of the delay $\tau$, the phase difference $\phi_{k+1} - \phi_k$ can be directly calculated, and hence the spectral phase can be integrated from this difference.

This technique requires a very high resolution spectrum analyser, as it needs to be able to resolve spectral lines at half the repetition rate of the signal. For the Apex Complex Spectrum Analyser, which requires input repetition rates of 625 MHz, a resolution finer than 312.5 MHz is required. Apex therefore integrated an optical spectrum analyser based on optical heterodyning [15] in their device. The polarisation sensitivity of this technique is overcome by separate analysis of the two orthogonal polarisation states.

### 2.2.3 Spectrographic pulse characterisation

Spectrographic complete pulse characterisation techniques represent perhaps the widest spread of different implementations for telecommunications applications among the three categories discussed here. This is despite the fact that these techniques require more postprocessing of the measured traces, called spectrograms, compared to the direct calculation possible with the previous two classes. Spectrographic techniques normally require iterative algorithms in order to retrieve the complete pulse information. A brief introduction on spectrographic techniques is presented below. Further sections in this chapter contain a more detailed description of two particular implementations that have been used extensively for the pulse and waveform characterisation during the course of this work. Section 2.5 then explains the algorithm used to retrieve the information from the spectrogram traces, and Section 2.6 presents a practical comparison between these two implementations.

Just like the Wigner-Ville function, a spectrogram is a time frequency distribution of a pulse, or a pair of pulses. A spectrogram is easier to measure though, as it does not involve time-reversed versions of the pulse. Measuring a spectrogram involves the use of a time-stationary and a time-nonstationary filter. Based on which of
these comes first in the setup, the obtained trace is either called a spectrogram, or a sonogram. For a spectrogram, one measures the intensity spectrum of a pulse $E(t)$ after gating $G(t)$ as a function of the delay $\tau$ between the gating function and the pulse under test. The experimental trace is thus represented by:

$$S(\tau, \omega) = \left| \int E(t)G(t - \tau) \exp(i\omega t) dt \right|^2,$$

which is a convolution of the Wigner function of the pulse and the Wigner function of the gate. For a sonogram [16], the temporal intensity of the pulse is measured after spectral filtering as a function of the filter position $\Omega$, or in other words, the time of arrival of the different spectral components of the pulse is measured. The experimental trace is in this case represented by:

$$S(\Omega, T) = \left| \int E(\omega)G(\omega - \Omega) \exp(i\omega T) d\omega \right|^2.$$

These experimental intensity traces do not contain any direct phase information about the pulse. However, it is possible to reconstruct the constituent pulse and gate functions completely through iterative numerical calculations. The most frequently used algorithm is explained in Section 2.5. Spectrograms have an advantage over sonograms in the fact that they only need a high resolution spectrometer and a high resolution delay line, two readily available elements in optics. Obtaining the fast photodetectors that would be needed to characterise pulses with sonograms is much more of a difficulty, certainly when the pulse length goes down to $ps$ durations or below. Therefore, sonograms are usually measured by means of a cross-correlation between the spectrally gated signal with the signal under test [17]. The experimental trace is now given by a convolution of the sonogram with the unknown temporal intensity of the pulse under test. This fact can be included in the retrieval algorithm.

A popular implementation of a spectrographic technique is based on nonlinear interaction in a second harmonic generating crystal between two replicas of the pulse under test. It is called FROG, or Frequency Resolved Optical Gating, and is explained in more detail in Section 2.3. Research into different implementations of spectrograms has been very active for over a decade now. One slightly different implementation is based on a known gating function, so that the complete information of the pulse under test can be calculated immediately from the spectrogram, without the need for an iterative algorithm [18]. A particularly suitable
implementation for telecommunication rate pulses was introduced by Dorrer and Kang [19]. Because it is frequently used in this thesis to characterise all sorts of waveforms, a more detailed explanation of this technique follows in Section 2.4.

## 2.3 FROG

### 2.3.1 Gating through second harmonic generation

Frequency resolved optical gating (FROG) using nonlinear mixing in a second harmonic generation crystal (SHG-FROG) is among the most frequently used FROG techniques in the optical telecommunications area. A schematic showing the principle of measuring an SHG-FROG trace is shown in Figure 2.3. Just like in an optical autocorrelator, the pulse is split into two replicas, one of which passes through a variable delay stage. The two pulses are then recombined within the SHG crystal. Where there is temporal (and spatial) overlap between the two pulses, they generate photons at the sum-frequency of the two overlapping photons. This SHG pulse is then spectrally resolved with a spectrometer, as a function of the delay between the two replicas of the original pulse.

![Scheme showing the operating principle of the FROG.](image)

**Figure 2.3:** Scheme showing the operating principle of the FROG.

The spectrogram function (2.14) becomes, in this case with $G(t) = E(t)$:

$$S(\tau, \omega) = \left| \int E(t)E(t - \tau) \exp(i\omega t) dt \right|^2,$$  \hspace{1cm} (2.16)
This can also be seen as a spectrally resolved autocorrelation trace, and just like the autocorrelation, this two-dimensional FROG trace is a time symmetric function. This leads to an inherent ambiguity in the direction of time: $E(t)$ and $E(-t)$ produce the same SHG-FROG spectrogram. This ‘trivial’ ambiguity is easily resolved by taking another measurement of the pulse after inducing a certain known distortion, for example propagating the pulse through a known dispersive medium, or by altering the pulse in such a way that a trailing pulse accompanies the original pulse [20]. The position of this secondary pulse with respect to the original pulse in the retrieved waveform information will then establish the direction of time of the retrieved waveform.

Another ambiguity in SHG-FROG, is that two well separated pulses with relative phase differences of $\phi$ or $\phi + \pi$ yield the same spectrogram [21]. This is clearly not desirable in the case of alternating phase return to zero-pulses, such as the ones following in Chapter 5.

More practical problems which this particular technique suffers from are related to the bandwidth of the pulse. On one hand, the bandwidth of the SHG crystal has to be sufficient to frequency double over the entire bandwidth of the pulse. Since the SHG bandwidth of the crystal is inversely proportional to the thickness, thinner crystals generally have a larger bandwidth. Unfortunately though at the same time, they become less efficient, resulting in a trade-off in terms of sensitivity and resolution.

On the other hand, when the pulses are longer temporally, they become narrower spectrally. This requires better resolution of the spectrometer, generally meaning a longer diffraction length and thus bigger apparatus.

A schematic of the commercial FROG apparatus used in our lab is shown in Figure 2.4. It is a Southern Photonics HR100 Pulse Analyser, and is specified to have a temporal resolution of 15 $fs$. It can characterise pulses with a duration between 300 $fs$ and 10 $ps$. It is used for several characterisations of pulses within this thesis. I also compared this technique experimentally with the technique described in Section 2.4 for a range of different telecommunication pulses (see Section 2.6).

A great advantage of FROG techniques in general is that they are inherently self-referenced. Suitable design of the optical paths in the device therefore ensures that timing-jitter effects are completely cancelled out.

One disadvantage is that it needs careful free space alignment of the pulses in the different paths. Another disadvantage is that the technique relies on nonlinearities.
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With a second order nonlinearity in the case of SHG-FROG, the sensitivity of SHG-FROG scales with the peak power-average power product, whereas the sensitivity of the linear spectrogram technique, as described below, scales simply with average power.

Apart from the SHG-FROG, there are various other techniques that use an optical nonlinear gate based on the pulse under test to create the spectrogram. A summary of the most important ones is given by Trebino et al. [21].

Another important development in this area is the so called GRENOUILLE [22], which apart from the French translation of FROG also stands for: GRating-Eliminated No-nonsense Observation of Ultrashort Incident Laser Light E-fields. Here, the delay line and the beam splitter are replaced by a Fresnel biprism, and the SHG-crystal is now a thick one, which as well as providing the nonlinear element, also acts as the spectrometer. A combination of cylindrical lenses then maps the SHG signal onto a two-dimensional detector array (a camera). The advantage of this implementation is that there are no movable parts and the setup is essentially single-shot. The GRENOUILLE generates spectrogram traces that are identical to the SHG-FROG setup, with that merit that a thick SHG crystal can have much better efficiency than a thin one, which makes the device more sensitive. At the same time, this device can also be used to measure spatio-temporal
distortions in pulses as well as pulse-front tilt [23]. There is a trade-off though that limits the applicability of the technique: the thick crystal that is used simultaneously as the SHG medium, and to spectrally resolve the pulse, distorts the pulse through group velocity dispersion when it becomes too thick. The upper and lower boundaries imposed by this trade-off are certainly in the 1.5μm region still quite restrictive. Due to the difficulty to find suitable crystals for this wavelength region, only pulses with a duration between 100 fs and a few ps are accurately measurable [24].

In the next section I will first explain a linear equivalent of this FROG method. The deconvolution algorithm is the same for both methods, and will then be explained Section 2.5.

2.4 Linear spectrograms with EAM-sampling

The development in 1995 of the two dimensional deconvolution algorithm described in the next section made blind-FROG possible [25], and with that a new category of frequency resolved complete pulse characterisation methods was born. This algorithm removes the need for a known functional relationship between the pulse and the gate making up the spectrogram. The techniques described in the previous section could thus also be used with two different pulses, instead of replicas of the same pulse. Dorrer and Kang then demonstrated in 2002 that it is also possible to implement the gating with a modulator [19], instead of relying on nonlinear optics. This method is particularly interesting for telecommunication rate pulses, as it can be implemented using devices previously designed for optical telecommunications. The scheme is shown in Figure 2.5.

The stream of pulses under test is fed into the optical modulator, which has a modulation function represented by \( G(t) \). The sampling modulator is synchronised to the pulse stream, as it is driven by the same RF signal generator. As will be seen later, it can also be made self-referenced. An RF phase shifter in one of the paths is used to temporally shift (\( \tau \)) the modulation relative to the pulses. The spectrum of the remodulated, or actually \textit{coarsely sampled} signal \( E(t)G(t - \tau) \) is then measured with an optical spectrum analyser (OSA), for a series of incremental
Figure 2.5: The linear spectrogram technique originally proposed by Dorrer and Kang.

delays $\tau$ that spans the full pulse period:

$$S(\tau, \omega) = \left| \int E(t)G(t-\tau)\exp(i\omega t)dt \right|^2.$$  \hspace{1cm} (2.17)

It is interesting to note that as well as retrieving the complete pulse information, the phase retrieval algorithm simultaneously characterises the sampling function of the modulator used in the experiment. A particularly suitable modulator is the electro-absorption modulator, and is described in more detail in the following chapter. Its main advantages are that very fast switching speeds are achievable, and they can be made very much polarisation insensitive.

We first implemented this technique in our lab using an optical delay stage instead of the RF phase shifter. Initially, this delay stage was tuned manually whilst saving each spectrum on a floppy disk, but it soon became clear that this was not an ideal arrangement. Due to the long time it took for one measurement – about 1 hour – the measured spectrogram was distorted due to changing lengths in the optical and electrical paths in the setup caused by fluctuating temperatures in the lab.

Two enhancements I developed drastically improved the quality of the spectrograms, and with that the retrieval process. Figure 2.6 shows the schematic of the setup that we now regularly use in the lab to characterise pulses. First of all, by using a fast photo-detector followed by an electrical amplifier, the setup is made self-referenced. Part of the pulse under test is split off with an optical fibre coupler, and converted into an electrical signal that is used to drive the sampling modulator. The combination of a fast photo-detector (32 GHz bandwidth) and
a broadband amplifier also allows us to create shorter electrical pulses than the sinusoidal signals available from an RF signal generator. This makes it possible to create shorter sampling windows in the modulator.

![Diagram](image)

Figure 2.6: The scheme of the self referenced linear spectrogram technique.

Secondly, I automated the whole spectrogram acquisition setup. A computer controllable delay stage and the optical spectrum analyser have been programmed in the programming language Delphi, heavily building on the general purpose interface bus (GP-IB) commands of both devices. A snapshot of the program interface is shown in Figure 2.7. This automated setup is now able to acquire a complete spectrogram in just under a minute, depending on the exact settings of the OSA (i.e. the number of points, the spectral resolution, averaging settings, etc.) The data transfer speed of the GP-IB and the wavelength scanning speed are the limiting factors in this acquisition setup.

As can be seen in Figure 2.6, an optical amplifier follows the delay stage. The saturated output power of the optical amplifier can be fixed and this is exploited to equalise the power after the delay stage, which has a delay dependent insertion loss. In theory, the position of the delay stage can be chosen arbitrarily between either within the path of the optical signal that is then modulated by the EAM, or within the path where the optical signal is converted to an electrical signal. However, the fact that the delay stage has a delay dependent insertion loss forces us to choose the second option, in order to eliminate any distortion of the experimental spectrogram.

Further on in this thesis, various adaptations are made to this setup, to accommodate for either higher bit rates, or more complex waveforms. The updated experimental setups will be explained where appropriate, but until further notice, the ‘standard’ setup for linear spectrogram acquisition is the one shown in Figure 2.6.
Figure 2.7: Front end user interface of the spectrogram acquisition program, after the measurement of a gain switched pulse.

Note that an implementation allowing real-time retrieval of the pulse and gate fields has recently been demonstrated [26, 27]. A fast scanning Fabry-Pérot etalon followed by a photodiode replaces the optical spectrum analyser, and the phase shifter is voltage controlled. Appropriate synchronisation between these two devices allows for a very fast acquisition of a complete spectrogram. To speed up the convergence of the reconstruction algorithm, the retrieved gating function of a particular spectrogram is fed into the retrieval of the following spectrogram as an initial guess. All this leads to an impressive refresh rate of 10 Hz.

2.5 Spectrogram reconstruction

The previous sections show how an experimental spectrogram can be measured. These spectrograms do not contain any direct phase information about the pulse or the gate that they consist of. They are merely a series of spectral intensity measurements of the convolution between the pulse and the gating function. Contrary to the one-dimensional phase retrieval problem, that is unable to deliver a unique solution, the two-dimensional phase retrieval problem here does allow one to extract the pulse and gate information completely. It is a problem that has previously been solved in image science [25, and references within].
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The problem of phase retrieval from the spectrogram is simplified when there is a known functional relationship $\Gamma$ between the pulse and the gate:

$$G(t) = \Gamma[E(t)],$$

(2.18)
as is the case in SHG-FROG for example, where $G(t) = E(t)$.

There are now two constraints that the spectrogram obeys. The first one is the physical constraint, and defines which signal is actually measured:

$$E_{\text{sig}}(t, \tau) = E(t)\Gamma[E(t - \tau)]$$

(2.19)
The second one is the intensity constraint, implied by the fact that the trace is a spectral intensity measurement:

$$I(\omega, \tau) = \left| \int_{-\infty}^{\infty} E_{\text{sig}}(t, \tau) \exp(i\omega t) dt \right|^2.$$  

(2.20)

The phase retrieval problem can be written as follows:

$$\sqrt{I_{\text{meas}}(\omega, \tau)}\phi(\omega, \tau) = \int_{-\infty}^{\infty} E(t)\Gamma[E(t - \tau)]\exp(-i\omega t) dt,$$

(2.21)

with $I_{\text{meas}}(\omega, \tau)$ the measured spectrogram, and $E(t)$ the electric field envelope of the measured pulse. The reconstruction of $E(t)$ is possible through mathematical iteration of the following steps. Starting off with an initial guess of the pulse, one can construct a spectrogram of this pulse mathematically, based on equations (2.19) and (2.20): $\sqrt{I_{\text{calc}}(\omega, \tau)}\phi_{\text{calc}}(\omega, \tau)$. The next step is to replace the intensity of this mathematical trace by the measured intensity, to apply the intensity constraint, so that we get:

$$E'_{\text{sig}}(t, \tau) = F^{-1} \left\{ \sqrt{I_{\text{meas}}(\omega, \tau)}\phi_{\text{calc}}(\omega, \tau) \right\}.$$  

(2.22)

Only the phase information in the calculated trace is thus retained. The guess for $E(t)$ in the next iteration is based on this semi-experimental trace, and leads to a
new spectrogram. The goal is to minimise the spectrogram error $\epsilon$:

$$\epsilon = \sqrt{\frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} [I_{\text{calc}}(\omega_i, \tau_j) - I_{\text{meas}}(\omega_i, \tau_j)]^2}$$

(2.23)

where $N$ represents the number of time points and frequency points, $\omega_i$ is the $i$th frequency point and $\tau_j$ is the $j$th delay in the measured spectrogram. Ideally, the next guess for $E(t)$ delivers a better estimate for the phase of the spectrogram, and the spectrogram error reduces, eventually converging to the solution. A variety of ways to determine the next guess have been described in the literature [see references in 28], but the Generalised Projections algorithm stands out in particular because of its robustness, the fact that it virtually guarantees a decreasing error for each iteration, and its speed. Here, the next guess for $E(t)$ is determined by the minimisation of the following error function with respect to $E(t)$:

$$Z = \sum_{t, \tau=1}^{N} |E_{\text{sig}}'(t, \tau) - E(t)\Gamma[E(t - \tau)]|^2.$$  

(2.24)

### 2.5.1 Principal components generalised projection

Rather than actually minimising this function, which is computationally very demanding, a more elegant and general implementation called principal components generalised projections was introduced by Kane, and is explained in detail in Ref. 28. Here, there is no longer a requirement for a functional relationship $\Gamma$ between the pulse $E(t)$ and the gate $G(t)$.

A measured spectrogram trace consists of sampled intensity values of the product $E(t)G(t - \tau)$ at given values of the delay $\tau$ and frequency $\omega$. One can think of $E(t)$ and $G(t)$ as vectors whose elements sample $E$ and $G$ at discrete times with interval $\Delta t$:

$$E_{\text{pulse}} = \left[ E\left(\frac{-N}{2} \Delta t\right), E\left(-\left(\frac{N}{2} - 1\right) \Delta t\right), \ldots, E\left(\left(\frac{N}{2} - 1\right) \Delta t\right) \right]$$

$$= [E_1, E_2, \ldots, E_N].$$  

(2.25)
and

\[ E_{\text{gate}} = \left[ G\left(\frac{N}{2} \Delta t\right), G\left(-\left(\frac{N}{2} - 1\right) \Delta t\right), \cdots, G\left(\left(\frac{N}{2} - 1\right) \Delta t\right) \right] \]
\[ = [G_1, G_2, \ldots, G_N]. \quad (2.26) \]

The outer product of these two vectors is:

\[
O.P. = \begin{bmatrix}
E_1 G_1 & E_1 G_2 & E_1 G_3 & \cdots & E_1 G_N \\
E_2 G_1 & E_2 G_2 & E_2 G_3 & \cdots & E_2 G_N \\
E_3 G_1 & E_3 G_2 & E_3 G_3 & \cdots & E_3 G_N \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
E_N G_1 & E_N G_2 & E_N G_3 & \cdots & E_N G_N
\end{bmatrix} \quad (2.27)
\]

This matrix contains all the points required to construct the time domain spectrogram trace \( E(t)G(t - \tau) \), as it contains all of the interactions between the pulse and the gate for each time delay. A one-to-one reversible mapping of the elements in this matrix can transform the outer product into the time domain spectrogram trace:

\[
T.D. = \begin{bmatrix}
E_1 G_1 & E_1 G_2 & E_1 G_3 & \cdots & E_1 G_N \\
E_2 G_2 & E_2 G_3 & E_2 G_4 & \cdots & E_2 G_1 \\
E_3 G_3 & E_3 G_4 & E_3 G_5 & \cdots & E_3 G_2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
E_N G_N & E_N G_1 & E_N G_2 & \cdots & E_N G_{N-1}
\end{bmatrix} \quad (2.28)
\]

For the reconstruction of the spectrogram, one starts again with a random guess for the pulse and the gate. The spectrogram is constructed according to equation 2.17, and the magnitude of the spectrogram is replaced by the square root of the measured intensity. This trace is then inversely Fourier transformed to the time domain, and transformed to the outer product form (2.27).

If the intensity and phase of the spectrogram are correct, this newly constructed outer product matrix has a rank of one. In this case, it only has one nonzero eigenvalue, one right eigenvector and one left eigenvector. The right eigenvector is then the pulse, and the left eigenvector is the complex conjugate of the gate.

The initial guesses for \( E(t) \) and \( G(t) \) produce an outer product matrix \( O \) that is generally not of rank one, and has several eigenvectors. It can be decomposed into
three matrices $U$, $V$ and $W$ so that:

$$O = U \times W \times V^H,$$  \hspace{1cm} (2.29)

where $U$ and $V^H$ are orthogonal, square matrices, and $W$ is a diagonal matrix. In other words, $O$ is a superposition of outer products between the columns of $U$ and the rows of $V^H$, with the relative weights given by the non-zero elements in the diagonal matrix $W$. Keeping the outer product pair $(E_{\text{pulse}}$ and $E_{\text{gate}}$) corresponding to the largest of these elements (the principal component) minimises the function

$$\epsilon^2 = \sum_{i,j=1}^{N} |O^{i,j} - E_{\text{pulse}}^i E_{\text{gate}}^j|^2.$$  \hspace{1cm} (2.30)

This would reveal the best guess for the pulse and the gate vectors for the next iteration. However, a singular value decomposition (SVD) to determine the largest diagonal element and its corresponding eigenvector pair would be computationally intensive. With the vectors $P_i$ and $G_i$ representing the columns in matrices $U$ and $V$ respectively, one can write

$$OO^H P_i = \lambda_i P_i,$$  \hspace{1cm} (2.31)

$$O^H O G_i = \lambda_i G_i.$$  \hspace{1cm} (2.32)

When $OO^H$ is multiplied with an arbitrary nonzero vector, we get

$$OO^H x_0 = \sum_{i=1}^{N} \kappa_i \lambda_i P_i,$$  \hspace{1cm} (2.33)

with $\kappa_i$ a set of constants. We can repeat this process:

$$(OO^H)^p x_0 = \sum_{i=1}^{N} \kappa_i \lambda_i^p P_i,$$  \hspace{1cm} (2.34)

which leads to principal eigenvector $P_i$, corresponding to the largest eigenvalue $\lambda_i$ when $p$ becomes large. Thus, the next guess for the pulse vector can be obtained by multiplying the current guess by $OO^H$. Analogously, the next guess for the gate vector is obtained by multiplying the current gate vector by $O^H O$. Even though better approximations for the principal eigenvectors can be calculated by multiplying with $OO^H$ or $O^H O$ several times per iteration, once per iteration seems to be adequate. The algorithm is schematically summarised in Figure 2.8. This
algorithm can be modified to incorporate a functional relation $\Gamma$ between the pulse and the gate, but this is not a prerequisite. The algorithm is particularly robust when the pulse and the gate have distinctly different waveform properties.

In analogy with this algorithm that reconstructs the temporal intensity and phase of the pulse and gate from a spectrogram, the equivalent algorithm to reconstruct a sonogram has been described in [16].

### 2.5.2 Algorithm additions and remarks

Even though the algorithm above is superior to other methods in terms of robustness and speed, there are cases in which it fails to converge, especially when there is a considerable amount of noise present in the measured spectrogram, or when the pulse and the gate are very similar in shape and duration. Although research into the robustness against noise has revealed that retrieval processes for spectrograms inherently distinguish between the waveform information and noise [29, 30], the algorithm eventually fails to deliver a solution, when the noise levels become too high.

Algorithms based on different schools of thought have been presented by several research groups. They include simulated annealing [31], genetic algorithms [32] and neural networks [33, 34, 35]. Even though these retrieval algorithms have promising properties, the principal components generalised projection (PCGP) algorithm is still superior because of its simple mathematical implementation. It
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has certainly proven to be largely sufficient for the pulses encountered during the course of this work.

Delong and Trebino presented a summary of a series of spectrogram deconvolution algorithms in [36], and combined them in a ‘composite’ algorithm. Even though this article has been written before the arrival of the PCGP algorithm, it provides useful insight and various additional tricks that can improve convergence also in the PCGP algorithm. Some of these have been implemented in the Matlab code I have developed, together with a few other useful additions to the algorithm that I have conceived and developed. Below is a brief discussion, as a reference for future users of the code.

Spectral intensity constraint

Additional information about the pulse or the gate can be used in two ways in the retrieval algorithm. It can either be injected as a part of the initial guess for the pulse or the gate, to give the algorithm a head start. For example, the spectral intensity is in most cases easily obtainable by performing a simple optical spectrum analyser measurement. Adding a random phase to this spectrum creates an appropriate initial guess for the algorithm.

The other way of using this additional information is to constrain the magnitude of the pulse or the gate to the square root of the measured spectrum. Limiting the spectrum of the pulse in this way during every iteration step however is not recommended, as it restricts the algorithm too much, and it easily gets stuck in a local minimum. It can be beneficial though when this constraint is applied only after a number of iterations, as it can ‘kick’ the reconstruction process out of a local minimum and eventually lead it to deliver a better spectrogram error.

Overcorrection

In the step where the intensity of the calculated spectrogram is replaced by the measured spectrogram intensity, the magnitude of the reconstruction is essentially ‘corrected’: the magnitude is increased where it is too small, and decreased where it is too large. More specifically, this can be written as:

$$E'_{\text{sig}}(\omega, \tau) = \frac{E_{\text{sig}}(\omega, \tau)}{|E_{\text{sig}}(\omega, \tau)|} \sqrt{I_{\text{meas}}(\omega, \tau)}$$  \hspace{1cm} (2.35)
An overcorrection can be implemented by ‘amplifying’ the magnitude correction:

$$E_{\text{sig}}'(\omega, \tau) = E_{\text{sig}}(\omega, \tau) \left| \frac{\sqrt{I_{\text{meas}}(\omega, \tau)}}{E_{\text{sig}}(\omega, \tau)} \right|^\alpha,$$

(2.36)

where $\alpha$ is the correction amplification factor. When $\alpha = 1$, this equation reduces to equation 2.35. Increasing $\alpha$ can lead to a faster convergence. However, it can also lead to an unstable deconvolution that repeatedly overshoots the solution and fails to converge. I found that values for $\alpha$ between 1 and 2 can speed up the convergence, in agreement with [36].

**Ambiguities**

Seifert *et al.* have recently presented a theoretical investigation into nontrivial ambiguities for blind FROG deconvolution [37]. There are three trivial ambiguities:

1. The pulse and gate pair $(\hat{E}(\omega), \hat{G}(\omega))$ has exactly the same spectrogram as the pair $(\hat{E}(\omega) \exp(i(a_1 + b\omega)), \hat{G}(\omega) \exp(i(a_2 - b\omega)))$, with $a_1, a_2$ and $b$ real constants. A linear phase ramp in the spectral domain is equivalent to a shift in the time domain.

2. If the spectrogram is symmetric temporally, $I_{\text{meas}}(\omega, \tau) = I_{\text{meas}}(\omega, -\tau)$, then the pair $(\hat{E}, \hat{G})$ has the same spectrogram trace as the complex conjugate pair $(\hat{E}^*, \hat{G}^*)$, which corresponds to an inversion in time for the fields.

3. Also, if $I_{\text{meas}}(\omega, \tau) = I_{\text{meas}}(\omega, -\tau)$, it is impossible to distinguish between the pulse and the gate.

The latter two ambiguities can be eliminated if the spectral intensities are known (and different). However, Seifert *et al.* have shown that centro-symmetric traces can have multiple, nontrivial solutions [37]. Therefore, non-centrosymmetry is a required, although not sufficient condition for the trace to have a unique solution. The authors even hint that a spectrographic technique should create spectrograms that are as non-centrosymmetric as possible, and the spectra of the pulse and the gate should be different in order to allow a unique solution for the retrieval problem. The spectrograms presented further on in this work conform with this
suggestion. Where possible and relevant, I used consistency checks based on simulations and independent measurements to confirm the quality of the retrieved pulse information.

Spectrogram error

The spectrogram error, defined in equation 2.23 does not take into account the noise that affects any experimental trace. This error is calculated where both traces (the measured and the reconstructed trace) are normalised to a peak of unity. The fact that the highest intensity pixel is also affected by noise will slightly increase the error. Therefore, a fairer value of the error is defined as

\[
\epsilon = \sqrt{\frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} [I_{\text{calc}}(\omega_i, \tau_j) - \mu I_{\text{meas}}(\omega_i, \tau_j)]^2}.
\] (2.37)

Here, \( \mu \) is a scaling parameter that minimises the error. Typical values that would indicate a good reconstruction, are around 0.005 for a \( 32 \times 32 \) point grid, and 0.002 for a \( 128 \times 128 \) point grid.

Spectrogram preparation

Before a measured spectrogram can be reconstructed mathematically, it has to be prepared adequately. It needs to be correctly sampled on a \( 2^n \times 2^n \) point grid for compatibility with Fast Fourier Transforms. The size of the grid depends on the complexity of the pulse and the difference in pulse duration between the pulse and the gate. Several steps to improve the quality of the measured spectrogram can also be incorporated, such as spectral and temporal filtering to average out the noise for example.

Figure 2.9 shows the different steps I incorporated in the Matlab code to adequately prepare the measured data for the deconvolution algorithm. First of all, the noise background is taken away by thresholding the data. What remains is then either spectrally averaged over a given number of pixels, or an envelope detection is executed on each of the spectral slices making up the spectrogram. After this, the spectrogram is resampled on the spectral lines (determined by the repetition rate of the pulses). This resampled spectrogram can then be interpolated onto a Fourier grid. As a final step, the spectrogram can then be filtered in the
spectrogram’s 2-D Fourier domain, to try to reduce any detrimental noise effects. Depending on the exact pulse source, its stability and the optical spectrum analyser used (and its exact settings), the parameters involved in these steps may need some tweaking, in order to extract the relevant data from the measured spectrogram as accurately as is possible.

In Appendix B, I list a summary of the Matlab code, detailing the implementation of the different steps in the preparation of the spectrogram, together with the iterative PCGP algorithm.

2.6 Comparison between SHG and EAM frog

SHG-FROG, as described in Section 2.3, is a well established technique for ultrashort pulse characterisations, and has been frequently used to characterise short pulses in the 1.5 $\mu$m wavelength region. Still, it has a few drawbacks and disadvantages that make this spectrographic technique less than ideal for characterising pulses in the telecommunications area. The other spectrographic technique introduced above is based on gating with a modulator and is ideally suited for optical telecommunications.

Overcoming some of the fundamental drawbacks of SHG-FROG, the linear spectrograms acquired using sampling with an EAM have proved to give more reliable
pulse information than frequency resolved optical gating based on a nonlinear gating in a SHG crystal.

Because of the rapid recent advances in spectrographic techniques in the field of optical communications, it is difficult to find information on what the better approach is for complete pulse characterisation. Therefore, I have experimentally investigated the two spectrographic techniques mentioned above, and have compared their results for several different pulses, with durations ranging from 2 to 33 ps. These findings are described below and have also been published in [38].

Figure 2.10 shows the two experimental setups side by side. The SHG-FROG is a device based on free space optics, and requires careful alignment of a series of mirrors, lenses and a grating. The EAM-based setup on the contrary is all fibre based, except in our case for the fibre coupled free space optical delay line, which means a much easier and more robust practical implementation.

The Czerny-Turner type spectrometer used in the SHG-FROG setup provides a spectral resolution of 20.35 GHz, or 0.04 nm at the SHG wavelength. This is in fact insufficient to adequately sample at the Nyquist frequency of 10 GHz for the pulses we are characterising here, which have a period of 100 ps. Spectrographic techniques are however particularly robust against undersampling because of the dual measurement domain approach [6]: information missing in the spectral domain can still be found in the temporal domain and vice versa. In such cases of undersampling, the traces and results should however be interpreted with care, as will be shown further on. Where possible, the retrieved information should be checked against independent information. The spectral resolution of the optical spectrum analyser used in the linear spectrogram technique is 1.25 GHz or 10 pm, which is largely sufficient for sampling at the Nyquist frequency at 10 GHz.
In the intrinsically self referenced SHG-FROG setup, the optical gate is optimally tailored to the pulse. This is not the case in the linear spectrogram setup. Here, we are limited by the bandwidth of the electronics available in our laboratory, currently 20 GHz. By using a high bandwidth photo-diode followed by a broad-band amplifier, we are able to create an electrical pulse with a duration of 30 ps. When this pulse drives the electro-absorption modulator (here: Corning EAM-P n.MV2276A12.20), it can create an optical transmission window of 10 to 16 ps duration, when the bias is varied between $-6.5\, V$ and $-4\, V$ respectively. Dorrer et al. have demonstrated that it is possible to characterise a 900 fs pulse when ‘sampling’ with a 30 ps long gate [39]. However, a shorter gating window that is of comparable duration to the pulse under test is generally preferable, because this makes the spectrogram more compact and easier to deconvolve.

The retrieved information of three different pulse streams have been examined closely: 33 ps long MZM carved pulses, 5 ps linearly compressed gain switched laser pulses and 2 ps actively mode locked ring laser pulses. The reader is referred to the following chapters for more detailed information about these particular pulse sources.

Figure 2.11 summarises the results, displaying the spectrograms for both techniques, and their respective retrieved pulse intensity and phase profiles in the temporal domain and the spectral domain.

The SHG-FROG spectrogram error (see equation 2.37) for the narrow bandwidth MZM carved pulses is 0.05, an order of magnitude higher than the 0.005 error in the linear spectrogram. This is due to the undersampling of the spectral slices in the SHG-FROG trace. Compared to the spectrum measured with an optical spectrum analyser, the intensity retrieved from the linear spectrogram agrees much better than the SHG-FROG retrieved intensity.

To quantify the effect of this spectral mismatch on the retrieved temporal intensity, the retrieved spectral intensity is replaced with the measured spectral intensity and the resulting complex field is numerically Fourier transformed to calculate the complex temporal field. The resulting mismatch in the time domain is then quantified by calculating the rms error between the calculated pulse intensity and the original retrieved pulse intensity. The SHG-FROG measurement gives an error of 0.1, compared to an error of 0.033 for the linear spectrogram. The SHG-FROG is not able to correctly measure these pulses because the spectral resolution of the 0.5 m spectrometer employed in this setup is insufficient to completely resolve the
Figure 2.11: Linear-spectrogram and SHG-FROG results for 10-GHz pulses of durations (a) 32, (b) 5, and (c) 2 ps. The columns show (from left to right) the measured linear and SHG-FROG spectrograms, the retrieved temporal intensity and chirp (Linear: circles and squares; SHG-FROG: solid and dashed lines) and the retrieved spectral intensity chirp (Linear: circles; SHG-FROG: solid line) compared to the independently measured spectrum (dotted line).

SHG signal. While this is not an intrinsic limitation of the SHG-FROG technique as it can be resolved by increasing the resolution of the spectrometer, the increase in required real estate and complexity makes this unattractive.

The spectrogram retrieval errors for the measurements on the 5 ps and 2 ps long pulses is smaller than 0.005 for both the SHG-FROG technique as well as the linear spectrogram. Also the agreement between the independently measured spectrum and the retrieved spectrum is very good in both cases. The rms error in the temporal intensity arising from the mismatch between the retrieved spectrum and the measured spectrum for the 5 ps gain switched pulse is 0.015 and 0.004 and for the 2 ps ring laser pulse 0.008 and 0.005 for the SHG-FROG and the linear spectrogram respectively. While the SHG-FROG spectrogram is still undersampled spectrally, the broader spectral bandwidth of these shorter pulses reduces the effects of the undersampling.

Another way of interpreting this is that these short pulses generate SHG-FROG
spectrograms with a shorter temporal reach; the intensity essentially falls to zero outside of a temporal interval $[-10, 10]$ ps for the gain switched pulses and $[-8, 8]$ ps for the ring laser pulses. The spectrograms can be cropped temporally, increasing the Nyquist frequency, which means that the required spectral resolution is relaxed. The linear spectrograms, on the other hand, cannot be cropped without distorting the spectrogram as the extinction ratio obtained with the sampling EAM is not infinite and there is still significant intensity at the edges of the spectrogram. The resolution of the optical spectrum analyser is already sufficient though, and makes it possible to retrieve the information for the whole period of the pulse (and the gate).

Whilst the linear spectrograms deliver accurate pulse information for the three different pulse durations investigated here, the SHG-FROG fails to deliver correct information for the longer pulses, due to the limited resolution of the spectrometer. Furthermore, it is only because of the limited sensitivity of the spectrometer in the SHG-FROG setup that the spectrogram can be cropped to a duration shorter than the real pulse period. Note though that this is sufficient for many clean pulse sources, with insignificant amounts of energy in the pulse’s wings.

### 2.7 Conclusions

The great interest in complete pulse characterisation has led to a rapidly evolving landscape in short pulse measurement techniques over the recent years. Spectrographic techniques in particular, such as the ones described in this chapter, are now quickly becoming essential tools in any optical telecommunications lab, and this area of research is still very much active.

In this chapter I have explained a frequently used implementation of frequency resolved optical gating (SHG-FROG), and compared it with the linear spectrogram method based on sampling with an electro-absorption modulator. As already indicated here, the linear method is suitable for characterising a whole range of optical pulses in the optical telecommunications area. In the following chapters, I will frequently rely on the versatility of this technique to characterise a whole range of optical waveforms. Even though the information gained by these advanced pulse characterisation schemes is complete, they do not immediately replace the conventional methods of assessing optical waveform properties, such as photo detectors followed by electric sampling oscilloscopes, optical spectrum
analysers and autocorrelators. Acquisition speed is one limiting factor here, but real-time implementations are already being built commercially. Other factors are that they can generally only be applied to a limited wavelength region, and need substantial configuration before the acquisition of the spectrograms can be started as the time and frequency domain have to be considered. Ultimately, these detailed characterisations should lead to a better understanding of various detrimental effects in optical networks. The performance of which is naturally determined by the bit error rates. Appendix A explains some of the work I have performed to implement an accurate way of assessing the Q-factor based on BER measurements.
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Chapter 3

Pulse Generation

3.1 Introduction

The stringent requirements on various aspects of pulses, and their respective modulation formats, have forced research groups across the world to look into many different ways of generating optical pulses that are: first of all short enough to enable very high repetition rates; and secondly capable of providing conditioned pulses with a good extinction ratio, both temporally and spectrally, exhibiting low timing jitter, and preferably transform limited characteristics. Two low-cost ways of generating short optical pulses suitable for optical telecommunication are studied in this chapter: gain switching of a semiconductor laser, and pulse carving with an electro-absorption modulator.

State-of-the-art electronics nowadays make it feasible to implement full electronic TDM transmitter and receiver subsystems with data rates of up to 85 Gbit/s [1]. Economics and physics currently present major obstacles to a further increase of speeds reachable with electronics. All-optical processing delivers a solution for many areas where electronics cannot follow the demand for higher bandwidth.

In our lab, we currently start at an electronic base rate of 10 Gbit/s, which means that the time slot (period) of one bit is 100 ps long. Using an optical interleaver (as described in Appendix C), it is possible to perform measurements at bit-rates higher than the electrical repetition rates available, and thus to overcome some of the limits imposed by electronics. The bit period is inversely proportional to the bit rate so with aggregate bit rates of 40, 80 and 160 Gbit/s, the bit slot
becomes 25, 12.5 and 6.25 ps long respectively. To enable these high bit rates, the pulses have to become shorter accordingly - assuming single polarisation, single wavelength binary transmission.

**Modulation formats**

There are two basic ways of using the time slot for transmitting data through intensity modulation. The first one is return to zero (RZ), in which the signal always returns to a rest state (i.e. zero) during a portion of the bit period. The second possibility is non-return to zero (NRZ), where the signal level can only make a transition at the borders of the bit period when the bit value changes. For a given bit period, the bandwidth of an RZ signal will thus be broader than that of an NRZ signal. However, RZ pulses are advantageous as they allow for passive optical interleaving to higher aggregate bit rates. RZ also becomes less sensitive to nonlinearities and dispersion than NRZ for bit rates of 40 Gbit/s and higher [2, 3, 4].

Many variations on these two basic formats exist, and a good overview can be found in Ref. 5. Peter Winzer gives an interesting summary, including a classification of the different formats in his short course “Modulation Formats and Receiver Concepts for Optical Transmission System” [6], regularly featuring at the major conferences on optical communications (e.g. OFC and ECOC).

Over recent years, interest has grown in exploiting the phase properties of pulses in addition to the pulse amplitude – in particular the relative phases between neighbouring pulses. The goal is to combine the positive properties of phase modulation with amplitude modulation. More details about one of these advanced formats, called alternating phase, return to zero APRZ, are presented in Chapter 5, together with setups used to generate these pulses, and the particular advantages or disadvantages of the format itself.

The initial scope of this thesis was an investigation into high bit-rate optical communication systems in general. These systems require highly specialised pulse sources that are compatible with the short bit slots. Both the exact phase/chirp and intensity profiles of the pulses used here are very important from this perspective. The propagation of the pulses in dispersive and nonlinear media is strongly
influenced by the pulse properties, and requires a thorough investigation to assess their suitability in high speed optical networks. This explains the particular attention I have paid to accurate characterisation of various waveforms in this work.

**Pulse sources**

The first of the sources I investigated was a gain switched laser diode. The principles of operation, characterisations and several optimisation schemes will be explained in Section 3.2. This section starts with an introduction to the principle of gain switching, after which I investigate the pulses generated with laser diodes operating in the 1.5\(\mu\)m region. This includes the chirp characterisation, and how this information can be used to generate cleaner pulses. These pulses have been used as the seed in a high power amplification experiment, which will briefly be described in Section 3.2.3. Recently, we have also been able to perform very similar measurements at 1060 nm. The preliminary results here too are very promising and are described briefly in Section 3.2.4.

Another way of generating pulses is by amplitude modulating a continuous wave (CW) laser beam. The common modulators used to do this in the 1550 nm region are electro-absorption modulators (EAMs) and LiNbO\(_3\) (lithium niobate) Mach-Zehnder modulators. Because of the particular relevance of electro-absorption modulators in the rest of this thesis, they are investigated more in detail in Section 3.3. Related to the APRZ format, I will describe a series of measurements based on LiNbO\(_3\) modulators for high speed transmission systems in Chapter 5.

### 3.2 Gain Switched Laser Diode

The principle of gain switching in semiconductor lasers was first demonstrated by Ito et al. in 1979 [7, 8]. Using this technique, an optical pulse can be created with a pulse duration which is much less than the electrical pulse used to drive the laser diode.

The setup we use for gain switching a distributed feedback (DFB) laser diode is shown in Figure 3.1. The semiconductor laser is initially biased just below threshold (see Figure 3.2), giving a low photon density. When a high current is
then applied to the device, the carrier density increases and exceeds the lasing threshold level. Through stimulated emission, a large number of photons are generated. During this process, the carrier density is rapidly depleted. The lasing is halted when the carrier density falls back to below threshold. If the injection current is reduced to a low level before threshold is reached again (relaxation oscillations), this process produces a single pulse which is much shorter than the electrical driving pulse.

Due to the random nature of spontaneous emission, from which the pulse develops, the timing jitter between the pulses can be very high. However, when the pulse is forced to develop in a stimulated way, e.g. by seeding it with a continuous wave
source, such as a CW laser, with better defined optical phase properties, this
timing jitter can be reduced by about 60% [9]. This process is called external
seeding. The external seed can be injected into the DFB laser, using an optical
circulator or a 50/50 coupler.

Varying the seeding power, wavelength and polarisation affects the pulse length
and side mode suppression ratio (SMSR). In Section 3.2.1, I will investigate the
optimal seed wavelength and powers through a full characterisation of the pulses.
Seo et al. have investigated the dependence on the injection power and wavelength
[9], and concluded that the optimum power is determined by a trade-off between
low timing jitter/high SMSR, and short pulse durations. Similar conclusions can
be drawn from measurements performed with the laser diode used throughout this
work. However, I have found, based on the complete characterisation of the pulses
using linear spectrograms, that the wavelength of the seeding laser can significantly
alter the pulse generation process, as will be explained in Section 3.2.1.

Self-seeding has also been suggested as a mechanism to reduce the timing jitter
[10]. According to this approach, a fraction of the signal generated by the laser
diode is sent back into the device after having travelled some distance outside the
cavity. Ideally, the reflected pulse must arrive back in the laser cavity during the
narrow time window just as the carrier density reaches threshold. This will select
the longitudinal mode, and allows the pulse to develop in a stimulated way. This
of course cancels the advantage of the variable repetition rate of the gain switched
laser, as the distance the pulse has to travel outside the cavity before returning to
seed the next pulse, will vary with the repetition rate. However, it does make for
an easier and cheaper implementation.

We looked to circumvent this problem by using a weak narrow band FBG which
could reflect a smeared out replica of the pulse back to the cavity. If the reflected
pulse is sufficiently stretched out in time, it could mimic the behaviour of an
external CW seed. Figure 3.3 shows the configuration for a FBG self seeded
gain switched laser. Together with a specially designed grating for compensation
of the chirp on the pulses, as explained later on in Section 3.2.2, the practical
implementation of this very short and versatile pulse source can become very
compact.

Direct intensity modulation of semiconductor lasers is accompanied by phase mod-
ulation, due to changes in the carrier densities and resultant changes in the refrac-
tive index of the cavity. This means that the pulses generated by gain switching a
semiconductor laser carry a considerable amount of chirp. The down-chirp (i.e. the instantaneous frequency of the pulse reduces over time) observed on gain switched laser pulses is close to linear, with the carrier density quickly reducing at the moment of pulse generation. Linear chirp can be compensated through propagation in dispersive fibre, or with linearly chirped gratings. However, with a specially designed fibre Bragg grating, it is even possible to compensate for the nonlinear chirp to create a clean, transform limited pulse. This will be explained in Section 3.2.2.

3.2.1 Measurements on C-band gain switched laser diodes

The NEL KELD5C5E2KA DFB semiconductor laser diodes are the base components in the 5 units which we have constructed, ready for gain switching. The diodes have nominal central wavelengths between 1540 nm and 1560 nm with 5 nm interspacing. By temperature tuning the cavities of these laser diodes, we can reach virtually any wavelength between 1538 nm and 1562 nm, largely sufficient for C-band experiments. A picture of a box with three of these units is shown in Figure 3.4. All of the measurements shown below have been performed
with the 1555 nm diode. The conclusions are valid for all of the diodes. To determine the optimal working regime and to better understand the influence of the different parameters, I measured and deconvolved a series of spectrograms, characterising the pulse properties as a function of seeding wavelength and power. The bias current was set at 60 mA (with a forward voltage of 1.08 V), and the RF port driven with a 29 dBm RF sinusoid. These parameters only need minor adjustment in the instance for example that the cavity temperature is changed to obtain slightly higher or lower wavelengths (±1 nm around the specified nominal wavelength).

![Figure 3.5: Electrical oscilloscope traces (top) of both unseeded and seeded gain switched laser pulses, together with their respective spectra (bottom).](image)

Figure 3.5 shows oscilloscope traces of the gain switched laser pulses with and without external seeding. It is clear that some form of seeding within the cavity is needed to lock the generated mode to the desired wavelength, and at the same time reduce the significant amount of timing jitter (down to less than 800 fs, measurement limited by the resolution of the sampling oscilloscope) and amplitude noise apparent in Figure 3.5(a). The bottom plots show the equivalent in the spectral domain: the 10 GHz spectral lines are hardly visible without seeding – a clear indication of significant timing and amplitude jitter. There is a 15 dB better contrast between the main mode and the longitudinal side modes when the gain switched laser is externally seeded.
3.2.1.1 Spectrogram

A typical experimental EAM-spectrogram (see 2.4) of an externally seeded gain switched laser is shown in Figure 3.6. The same spectrogram after envelope detection, background noise removal and interpolation on a $64 \times 64$ point Fourier grid is shown in Figure 3.7, next to the reconstructed spectrogram, for comparison. When the gain switched laser is appropriately seeded (see further), the pulses are in phase and have a significantly reduced amount of timing jitter. However, the adjacent longitudinal cavity modes are still not fully suppressed. These modes are not in phase with the main mode, as can be seen in the spectrum, Figure 3.8 (measured with an optical spectrum analyser, with a resolution of 10 pm), since there are no 10 GHz spectral interference lines visible on the sidemodes. The spectral intensity, retrieved from the spectrogram is also shown in Figure 3.8. There is very good spectral agreement with the independently measured spectrum over 4 orders of magnitude.

![Figure 3.6: Unprocessed measured spectrogram of an externally seeded gain switched laser pulse ($\lambda_{seed} = 1553.5$ nm, seed power= $-10$ dBm).](image)

However, because there is no well defined phase relationship between the main lasing mode and the sidemodes, they do not contribute constructively or destructively to temporal features of the pulse. This makes it impossible to perfectly reconstruct the spectrogram: the reconstruction method intrinsically assumes only coherent
Figure 3.7: Measured and interpolated (left) and reconstructed (right) spectrogram of gain switched laser pulses.

Figure 3.8: Spectrum measured with an optical spectrum analyser (full line) and spectrum retrieved from the FROG deconvolution algorithm (dashed line).
information. As can be seen in Figure 3.7, the reconstruction incorporates semi-periodic intensity features that do not occur in the original spectrogram. These features are merely there because that is the closest solution the retrieval algorithm can find whilst looking for pulses that make the spectrogram match both in the spectral and the temporal domain.

Note however that these sidemodes are about 40 dB down on the main mode, and therefore most of the relevant pulse information is contained in the main mode in any event. In other words, the presence of sidemodes does not dramatically affect the quality of the retrieved pulse information. This will be confirmed by numerical simulations further on in this section.

![Figure 3.9: Intensity (full line, logarithmic scale) and phase (dashed line) of the gain switched laser pulse, retrieved from the spectrogram in Figure 3.6.](image)

The temporal information retrieved from the spectrogram is shown in Figure 3.9. There is a clear parabolic phase profile noticeable where there is significant pulse intensity. This corresponds to a pulse with a linear chirp profile.

### 3.2.1.2 Seed power

Figures 3.10a, b and c display the pulse duration (FWHM), the temporal extinction ratio (ER) and the spectral sidemode suppression ratio (SMSR) versus the
power (in \(dBm\)) of the seed wavelength, for both with and without propagation over 125 \(m\) of dispersion compensating fibre (DCF) (this length of fibre was calculated by solving the nonlinear Schrödinger equation (NLSE), as will be explained in Section 3.2.2). How the SMSR and ER are measured is shown in Figures 3.8 and 3.9. The information is measured on the retrieved pulse profiles.

![Figure 3.10: Pulse duration (FWHM), temporal extinction ratio (ER) and sidemode suppression ratio (SMSR) versus seed power (left, \(\lambda_{seed} = 1553.41 \text{ nm}\)) and wavelength (right, seed power= \(-10 \text{ dBm}\)). The dashed vertical line indicates the central wavelength of the pulse (1553.72 \text{ nm}). Crosses (\(\times\)) are measurements on original gain switched pulses, circles (\(\circ\)) denote measurements of the pulses compressed through propagation over 125 \(m\) of DCF.](image)

The fact that there is as good as no difference between the SMSR before and after propagation means that, as expected, the pulses propagate linearly over the fibre, without changing their spectrum. The SMSR improves with higher seeding powers, meaning that more of the generated photons are locked into the main lasing mode. At the same time, this increased seeding power slightly reduces the bandwidth of the pulses. The consequence of this is noticeable in terms of pulse length: the pulse duration after compression gets longer with increased seeding powers, as shown in Subfigure 3.10i(a). Also the extinction ratio gets worse with higher seed powers. All together, this means there is a trade off between good temporal characteristics (short pulses, good extinction ratio) and good spectral sidemode suppression ratio. In the lab, we usually run the gain switched laser
diodes with a minimal amount of seed power: -10 dBm, and thus optimising for shorter pulse durations rather than better sidemode suppression.

3.2.1.3 Seed wavelength

The results of a similar set of measurements versus seed wavelength is shown in the right hand side of Figure 3.10. Again, the SMSR of the pulses before and after propagation are nearly identical (max 2 dB difference on SMSRs of over 30 dB). However, in this case, the spectrograms become more complex when they are seeded with wavelengths that do not coincide with the initial wavelengths generated in the cavity. This makes the deconvolution a little more difficult, as the pulse shapes become more complex: when the sidemodes are not mathematically removed before the deconvolution, the retrieval algorithm gets easily trapped in a local minimum where it tries to relate the temporal intensity modulation to the sidemodes instead of the intensity feature emerging from seeding with a wavelength higher than the central wavelength of the pulse. The pulse even starts to break up when the seed wavelength overlaps with the red-wavelength side of the pulse.

On the other hand, the ER and the pulse duration at half maximum do not seem to be strongly affected by the exact seed wavelength. This is deceiving however, because the temporal pulse shape does get distorted and more power goes into the close pedestal of the pulse. This was not immediately measured as the extinction ratio. It is clear that these degraded pulse shapes are not desirable in transmission systems.

These conclusions are confirmed by a direct visual inspection of the spectrogram. Figure 3.11 shows the spectrogram and the retrieved pulse intensity for a gain switched pulse with central wavelength of 1553.72 nm and a seed wavelength of 1553.84 nm. An intensity feature develops with increasing seeding wavelength (lower frequency). This disrupts the ideal development of the pulse in the cavity, which normally chirps from lower to higher wavelengths. Due to the higher seed wavelength, there is an increased amount of red-shifted wavelengths at the onset of the pulse. The result is the emergence of a pre-pulse that corresponds to a slight dip in the middle of the spectrum.

The results above show that it is important to carefully consider the wavelength of the seed signal, if an optimised pulse is desired. The best way is to choose
a suitable seed wavelength by looking at the spectrum of the pulse. The ideal seed wavelength should be chosen as low as possible whilst still falling within the generated spectral bandwidth, and at the same time avoiding seeding the neighbouring side mode. When a dip develops in the middle of the spectrum (see Figure 3.11(iii)), the seed wavelength is too high, and the temporal profile of the pulse will be much less than ideal.

![Figure 3.11: Spectrogram, retrieved temporal and spectral intensity profiles of the pulses with a higher seed wavelength (1553.840 nm).](image)

### 3.2.2 Pulse Compression

The pulses generated with a gain switched (GS) laser diode are down-chirped. Chirp means essentially that the frequency of the pulse varies over the pulse duration. The instantaneous frequency chirp $\delta \nu(t)$ across the pulse is obtained by taking the derivative of the phase $\phi(t)$ with respect to time:

$$\delta \nu(t) = -\frac{1}{2\pi} \frac{d\phi(t)}{dt}.$$  \hspace{1cm} (3.1)

#### 3.2.2.1 Fibre based linear compression

Figure 3.12 clearly shows a negative chirp slope, meaning that the instantaneous frequency at the leading edge of the pulse is higher than the instantaneous frequency at the trailing edge of the pulse.

By slowing down these higher frequencies slightly with respect to the lower frequencies, the pulse can effectively be compressed in time. This method of compressing pulses has already been demonstrated frequently using DCF [11] and linearly chirped fibre Bragg gratings [12, 13, 14]. In a dispersion compensating fibre (with a negative dispersion around the 1550 nm region), the higher frequencies
travel slower than the lower frequencies. So, when the amount of chirp is known, the necessary length of DCF through which the pulse should be sent to compress optimally can be determined.

As can be seen in Figure 3.12, the chirp is not exactly linear over the duration of the pulse. Using a fibre, or a linearly chirped fibre Bragg grating would only compensate the linear component of this chirp. This has a detrimental effect on the pulse quality, as some of the intensity is not delayed sufficiently with regards to the maximum intensity of the pulse, and significant side pulses emerge. I will show later on that a specific fibre Bragg grating can be designed that compensates for this nonlinear chirp. In the next section however follow a few more results on compression with a dispersion compensating fibre.

3.2.2.2 Nonlinear Schrödinger Equation

Because the pulse is completely characterised, it is possible to feed the full waveform information into numerical simulations based on the NLSE, or commercial packages such as VPItransmissionmaker. The deconvolution algorithm is programmed in Matlab, and implementing a simple split-step Fourier method [15]
to solve the NLSE makes it possible to quickly simulate how the pulses would propagate over a fibre with given parameters.

The NLSE is used to model the propagation of the optical pulses through the fibre:

\[
\frac{\partial A}{\partial z} + \frac{\alpha}{2} A + \frac{i\beta_2}{2} \frac{\partial^2 A}{\partial t^2} = i\gamma(|A|^2 A),
\]

(3.2)

where \( A(z, t) \) is the slowly varying pulse envelope, \( \gamma \) the nonlinear parameter and \( \beta_2 \) the group-velocity dispersion parameter related with the dispersion \( D \) (usually expressed in \( ps/nm/km \)) as follows:

\[
D = -\frac{2\pi\beta_2 c}{\lambda^2}.
\]

(3.3)

For example, the pulses are measured just after their generation. Numerical propagation simulations based on many measurements on the gain switched pulses with various driving conditions (\( V_{bias} \) and \( V_{pp} \)) show that the optimal length of DCF (\( D=-106 ps/nm/km \)), in order to maximally compress the pulses by removing the linear chirp, varies between 90 m and 150 m, depending on the exact driving conditions of the gain switched laser (Figure 3.13). The best settings (in terms of pulse duration and reproducibility) were found to require an optimal length of around 125 m (\( I_{bias}=60 mA, V_{bias}=1.09 V, RF \) driving power: 29 dBm). Without the need for a trial-and-error approach we can now cut the desired length of fibre to optimally compress the pulses.

![Figure 3.13: Pulse intensity evolution versus distance propagated over DCF.](image)

The pulses are now measured again with the spectrogram technique after physical propagation over this chosen length of fibre. The results of the numerical and physical propagation are shown in Figure 3.14. As can be seen on these plots,
there is excellent agreement, both in the temporal and the spectral domain for over 4 orders of magnitude - note the logarithmic scale of the intensity axes. This is in itself an indirect confirmation of the accuracy of the spectrogram technique, and shows how powerful this method can be.

![Figure 3.14: Temporal and spectral intensity of gain switched laser pulses after propagation over 125 m of DCF, directly measured (full line) and from numerical simulation (×) using the split step method on the original gain switched laser pulses (dotted line).](image)

Starting from a pulse that is originally about 16 ps long, with a time-bandwidth product (TBP) of $\Delta t \Delta f = 1.48$, we obtained a 7 ps long pulse by removing the linear chirp with the dispersion compensating fibre. The time-bandwidth product becomes 0.69. A further decrease of the TBP is limited by the spectral shape of the pulse, which is fairly flat over the central wavelengths.

### 3.2.2.3 FBG based linear compression

The DCF can be replaced by a fibre Bragg grating (FBG) with a linear chirp profile, as explained by Ahmed et al. [12]. In a linearly chirped FBG, the different frequency components of the pulse get reflected at different points in the grating, and thus return with an adjusted relative delay. With the correct chirp profile, the pulse can in this way again be shortened while the chirp is eliminated.

Looking carefully at the chirp profile in Figure 3.12, it can be noticed that it is not completely linear over the region of interest. We note that an appropriately designed FBG can be used to impose an arbitrary spectral intensity profile and to compensate for both the linear and nonlinear chirp that is present on the pulses.
Design and fabrication techniques have become accurate enough to be able to make a FBG which can compensate also for a nonlinear chirp profile.

The characterisations of the pulses as shown above contain all the information needed to design the ideal grating to filter a transform-limited pulse out of a highly chirped gain switched laser pulse. The design of the FBG that will be used for compression is based on the retrievals of the pulse itself (spectral intensity profile: $I_{\text{incident}}(f)$). The group delay of the FBG is designed to perfectly compensate the measured group delay (the derivative of the phase in the spectral domain) of the optical pulse. At the same time, spectral filtering can be incorporated into the FBG. It turns out that the available spectrum generated by the gain switched laser best matches a Gaussian profile, compared to either a hyperbolic secant or a parabolic pulse profile for example. The reflection strength profile ($R(f)$) is designed so that the pulse reflected by the FBG is a perfect chirp free Gaussian ($G(f)$), in order to minimise the amount of lost power due to the filtering:

$$R(f) = G(f)/I_{\text{incident}}(f) \quad \implies \quad I_{\text{reflected}}(f) = I_{\text{incident}}(f)R(f) = G(f). \quad (3.4)$$

The spectral width of the Gaussian is determined by the spectral bandwidth of the original pulse, and in order to get the shortest possible pulses, should be as broad as possible. It will of course not be broader than the original spectrum. In principle, it is possible to trade bandwidth for loss here. I wrote an algorithm to optimise the desired reflected spectrum: the spectral bandwidth is made as broad as possible, subjected to minimising the energy lost in the reflection. The advantage of this method should be that the reflected pulse is transform limited.

Figure 3.15 shows the reflection spectrum of the designed grating (thick full line), the spectrum of the pulse (full line) and the reflected pulse spectrum (dashed line) which is perfectly Gaussian. The reflected Gaussian pulse, designed to retain as much as possible of the original pulse spectrum is cleaned from its adjacent longitudinal side modes. The FWHM duration of the pulse is now determined by the spectral width, as this pulse will automatically be transform-limited (fully chirp compensated). This input is imported into a commercial FBG design package (AttolightReconstructor). This package implements a full time domain layer peeling algorithm [16]. The spectral response calculated from the designed grating is then subsequently used for further simulations, in particular to assess the effectiveness of the design shown in the results below.
Figure 3.15: Spectral reflection of the designed grating (thick solid line), pulse spectrum (solid line) and the calculated reflected (Gaussian) pulse spectrum (dashed line).

Figure 3.16: The grating design parameters Kappa (full line) and phase (dotted line) versus distance.

Figure 3.17 summarises four different possibilities to linearly compress and optimise the measured gain switched pulses: either through propagation over dispersive fibre, a linearly chirped grating, a linearly chirped grating including spectral filtering, or a matched grating, as designed above, including both nonlinear chirp compensation and optimal spectral filtering. Starting from a measured pulse with a time bandwidth product (TBP) of 1.35, a pulse with a TBP of 0.69 is formed through propagation over 90 m of DCF. A better fit of the chirp characteristics means that a pulse with a slightly better temporal extinction ratio is created by reflection off a linearly chirped FBG (ER=20 dB). When spectral filtering is introduced together with the linear chirp compensation in the grating, the extinction ratio further improves to 30 dB, but an even cleaner pulse can be created by compensating for both linear and nonlinear chirp, and incorporating spectral filtering. With this, we can theoretically reach a temporal extinction ratio of more than 50 dB, and a time bandwidth product of 0.45, very close to the 0.44 limit for
Figure 3.17: Overview of the results of various compression and pulse cleaning methods, showing the temporal intensity (full line) profile and the chirp (dashed line) of the pulses.

Gaussian pulses.

We note that the pulses become slightly longer when spectral filtering is introduced (0.4 ps longer), due to the decreased spectral bandwidth. The better temporal extinction ratio however makes this pulse more suitable than the slightly shorter pulse with worse extinction ratio, for high repetition rate systems (80 Gbit/s), where neighbouring pulses would otherwise overlap and interfere with these side-pulses.

Unfortunately, the fibre Bragg gratings I designed here were not delivered within the time scale of this project. However, the gain switched lasers are frequently used now in various experiments, especially the linearly compressed pulse, using DCF, because of its compactness and practical applicability. It has enough bandwidth to accurately produce complicated OCDMA waveforms (see further on in this thesis), and has also been used for different regeneration experiments, such as
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those performed by Francesca Parmigiani in work reported in references [17, 18], as a sort of optical clock for example.

3.2.2.4 Nonlinear compression

With a FWHM duration of about 5 ps, the pulses may just be short enough to be used in an 80 Gbit/s system, but they are definitely too long for a 160 Gbit/s system, where the bit period is only 6.25 ps. The preferred mark to space ratio in optical RZ transmission systems is around 20 %, as one has to mitigate the effects of timing jitter, dispersive broadening and nonlinear effects.

To shorten the pulses even further, nonlinear techniques have to be used. Self phase modulation will broaden the pulses spectrally, after high power amplification and propagation in a nonlinear medium (for example a dispersion shifted fibre). Simultaneously the pulses develop a large up-chirp. This chirp can be compensated by propagation in standard single mode fibre as previously discussed.

We have also briefly looked at other techniques, such as nonlinear optical loop mirrors, to temporally compress the pulses. However, to engineer pulses with picosecond and shorter durations, the compression schemes become so involved that the original compactness of the gain switched laser looses much of its attractiveness due to the considerable postprocessing required to get down to these ultrashort pulse lengths. Considerable lengths of fibres have to be used, making the short pulse setup more prone to environmental changes. However, using such approaches, I succeeded to generate pulses as short as 500 fs, albeit of limited quality. The complete pulse characterisation techniques mentioned in this thesis are very helpful in the design of these advanced compression techniques, and can significantly reduce the amount of experimental work required to fully optimise the compression schemes.

3.2.3 Power scaling

The gain switched pulses described above, compressed using the 125 m of dispersion compensating fibre, have also been used in a high power amplification experiment. There is increasing interest in compact high power pulse sources for use in terrestrial and spaced based free space communications [19], LIDAR [20]
and micro-machining [21]. The gain switched laser was used as the master oscillator in the high power amplification scheme (MOPA), shown in Figure 3.18.

The pulses (3 dBm average power) are data modulated before they are pre-amplified up to 33 dBm, so that we can assess the quality of amplification (i.e. low ASE levels) through a visual inspection of the eye diagram. A tapered splice optimises the mode matching between the standard single mode fibre and the core of the high gain fibre. This gain fibre is pumped by a diode stack at 975 nm that is free space coupled into the double clad final stage amplifier, in a counter propagating configuration. My contributions involved the integration of the gain switched laser setup into the MOPA system, and the characterisation of the pulses after amplification.

The pulses were amplified to a record average power level at 1550 nm of 60 Watt, using a specially fabricated Erbium/Ytterbium (Er/Yb) co-doped fibre. Figure 3.19 shows some of the results. The spectral trace shows no broadening after the high power amplification (fig. 3.19i), confirming that nonlinear effects are minimised in the large core amplifier fibre. Also the eye diagrams indicate that there is no significant penalty added by the amplification (fig. 3.19ii). The pulse duration of 4.5 ps is maintained after amplification to 60 W, as can be seen on the autocorrelation traces (fig. 3.19iv).

We have also used the data modulator to produce a pattern of 1 ‘on’ bit out of 1000, to gate the repetition rate down to 10 MHz, whilst maintaining the 60 W average signal power. This leads to roughly 1.3 MW peak powers. The results of these experiments were published and presented at the Conference on Lasers and Electro-Optics in San Francisco, 2004 [22]. More details about the experiment and the results can be found in this paper.
3.2.4 1060 nm gain switched laser and its characterisation

The linear spectrogram technique demonstrated in this thesis is certainly not limited to the region around 1.5µm and neither are short pulse sources. It does become more challenging to find a gating modulator that is compatible with short pulse durations at wavelengths outside of the 1.5µm region. Nevertheless, we have been able to adapt the scheme to suit gain switched DFB laser pulses, with a repetition rate of 1 GHz, in the 1µm region.

With increasing interest in this wavelength region for power scaling with Yb³⁺-doped fibre technology, this pulse characterisation method is certainly attractive.

The experimental setup is shown in Figure 3.20. The gating function here is implemented with an electro-optic Mach-Zehnder modulator with a bandwidth of 5 GHz. The modulator is driven by a short pulse generator with a 3 GHz bandwidth electrical pulse capable of variable delays (as needed for a spectrographic
The optical spectrum analyser resolution of 1.25 GHz means that the 1 GHz spectrograms are slightly undersampled spectrally. However, the intrinsic redundancy of information in the spectrogram means that a good retrieval is still possible.

We investigated two ways of seeding these gain switched pulses (cf. Section 3.2), in order to select a longitudinal mode and reduce the timing jitter: either by injecting a 1060 nm CW signal, or by self-seeding the diode using an external fibre Bragg grating (as shown in Figure 3.20). The results of the characterisations are shown in Figures 3.21 and 3.22 respectively. In both cases, the pulses were measured with and without linear compression with a chirped fibre Bragg grating.

The main difference between the two different ways of seeding the pulse generation is a clear spectral intensity ripple in the case of self-seeding. Similarly to the 1550 nm gain switched lasers, the pulses are ideally seeded at the higher initial frequencies. When the whole spectrum of the pulse is reflected, as is the case for the self-seeding here, the ideal down-chirp pulse development is disturbed.

As can be seen in the figures, there is excellent agreement between the measured and reconstructed spectrograms (0.002 rms error on a 128 × 128 point grid). The agreement of the independently measured spectrum and the spectrum retrieved from these spectrograms is excellent over a range of 3 orders of magnitude. This is limited by the noise level, and adjacent modes which were both thresholded from the data.

The gain switched pulses are again heavily chirped, and have a duration of about 75 ps. This is still easily measured with a fast photo-diode and electrical sampling oscilloscope (20 GHz bandwidth). The pulses were subsequently compressed using...
Figure 3.21: Pulse information for the 1060 nm gain switched laser, seeded with an external CW laser.

a linearly chirped fibre Bragg grating, and measured again. The pulses are now too short (18 ps) to be accurately measured with the electrical sampling oscilloscope: the blue trace in subfigures (iv) shows a clear ringing effect, and the shape of the pulse is severely distorted.

These figures, on the other hand, show the excellent agreement between the intensity profile retrieved from the spectrogram, and the intensity calculated by mathematically propagating (NLSE) the uncompressed pulses.

NLSE propagation simulations show that the minimum pulse duration obtainable by removing the linear chirp is 16 ps, slightly less than that achieved to date using the fibre Bragg grating, due to a slight mismatch of the chirped grating with respect to the chirp of the generated pulse.

The retrieved gating function is shown in Figure 3.23. The FWHM duration is 139 ps and 190 ps long for an electrical driving pulse with nominal durations of
Figure 3.22: Pulse information for the 1060 nm gain switched laser, self-seeded through the reflection of a fibre Bragg grating.

100 ps and 200 ps respectively. Note the $1 - \exp(-c.t)$ profile of the leading edge of this gate, which can be explained by considering the capacitive effect of the electrical drive circuitry of the modulator, which is not optimised for high speed operation. The abrupt phase shift of about $\pi$ is due to the fact that modulator is biased slightly negatively in the rest state (fig. 3.23, bottom).

This example, and the excellent agreement with independent measurements, shows again that the linear spectrogram method is not grossly limited by the duration of the gating function.
Figure 3.23: The gating function of the LiNbO$_3$ Mach Zehnder modulator, driven with a 100 ps (red) or 200 ps (black) electrical pulse.

3.3 EAM carved pulses

The electro-absorption modulator (EAM) is introduced briefly in Section 2.4, as the sampling element of the pulse characterisation method. Due to the fast switching speeds that can be reached with these modulators, they are quickly infiltrating various different fields of high speed optical pulse generation, modulation and processing.

In insulators and semiconductors, the optical absorption edge shifts to lower energies under the influence of an electric field. Specially engineered semiconductor materials and optical waveguides now make it possible to create very effective optical modulators based on this quantum-confined Stark effect [23]. By applying a reverse bias to the electro-absorption device, the electric field induces a shift of its optical absorption edge to lower energies (higher wavelengths). Photons with energies slightly lower than the bandgap energy of the semiconductor material will now be absorbed, creating electron-hole pairs that are swept away in the presence of an electrical field, whereas the material is transparent for these photons when there is no electrical field applied. With efficient coupling of the RF electrical field (travelling-wave EAMs), switching speeds good for $> 80 \text{ Gbit/s}$ transmission systems have been demonstrated [24].

As in semiconductor lasers, there is phase modulation accompanying the intensity (absorption) modulation. However, the origin is not due to changes in carrier densities in this case; rather the change in absorption spectrum induces changes
in refractive index $n$ through the Kramers-Kronig relation:

$$\Delta n(\omega) = \frac{c}{\pi} \int_{0}^{\infty} \frac{\Delta \alpha(\omega')}{\omega'^2 - \omega^2} d\omega'$$

(3.5)

$\Delta n(\omega)$ denotes the voltage induced changes. The chirp parameter in recent EAMs has been greatly decreased through careful engineering of the waveguide, but remains significant. The measurements below and further on in this work will show distinct chirp profiles in both the sampling function of the linear FROG spectrogram technique, as well as on pulses generated with EAMs.

Due to the fast absorption changes possible, the EAM can follow the applied electrical signal on to the optical CW signal travelling through the waveguide at very high speeds. With state-of-the-art EAM bandwidths currently reaching speeds up to 80 GHz and beyond, the challenge now becomes more and more one of finding a suitable electrical drive signal and a compatible package in order to fully utilise the available bandwidth.

Research in optimising various properties of EAMs that are important for high speed telecommunication systems is mainly focussed on reducing the polarisation dependence and insertion (fibre coupling) loss through waveguide engineering, reducing the optical wavelength dependence and chirp generation, the optical power handling and further increasing the electrical modulation bandwidth.

### 3.3.1 EAM coupling

For most of the examples in my thesis I used commercial, appropriately packaged EAMs. However, in order to gain access to state-of-the-art lab samples, we entered a collaboration with Alcatel-Thales. Since our collaborators could only provide submounted chip samples, I had to set up an EAM coupling station, including optical input and output coupling and electrical RF coupling. A photo of the setup I built to test and use the submounted EAMs provided by Alcatel-Thales is shown in Figure 3.24. A detail of the fibre optic coupling and the waveguide is shown in Figure 3.25. The fibres used to efficiently couple light in and out of the waveguide are lensed and tapered, because the EAM waveguide dimensions are of the order of micrometers. To match the mode diameter of the optical signal to this very fine waveguide, the lens at the end of the fibre focusses the optical wave down to 3 µm. The free space distance from the fibre tip after which this 3 µm
beam waist is reached is 7 µm. Even an on screen magnification using cameras by a factor of 200 does not give enough resolution to be able to accurately position the tapered-lensed fibres for optimal coupling into the waveguide. As for all III-IV semiconductor waveguide components (laser diodes, photodetectors, etc.) the faces are very fragile quasi-perfect mirrors made of nearly single atomic scale flatness as formed by cleaving. It is as good as impossible to touch the faces of an EAM without causing irreversible damage.

The physics of the focussed laser beam and the EAM waveguide are helpful though to ensure optimal coupling: after the laser beam has reached its minimal beam waist, it expands again. The optimal coupling distance can thus be found by progressively moving the fibre tip closer to the waveguide, whilst watching the
electrical current generated by the device due to photon absorption. As the coupling efficiency increases as the fibre tips are moved closer, the generated current increases. At a certain point, the generated current reaches its maximum, and moving the fibre tip still closer to the waveguide edge makes the current drop again. At this point, the fibre tip is already too close to the waveguide. The warning given by the decreasing current makes the optical coupling optimisation a fairly straightforward procedure, greatly reducing the danger of destroying the EAM by touching the cleaved edge.

The total insertion loss I reached with the provided EAMs and the tapered-lensed fibre coupling setup was less than 9 $dB$ (0 $V$ bias). This figure is similar to those of commercial, packaged EAMs (of the order of 8 $dB$).

As well as the optical coupling, I also had to take care of the electrical coupling of the submounted EAM. The submount provided three patches in a ground-signal-ground configuration, compatible with the standard 150 $\mu m$ pitch. The electrical probe I used to probe these patches is a Picoprobe 40A-GSG-150-P, which is a broadband probe, with a bandwidth of 40 $GHz$. A current meter was then included in the DC path (providing the bias on the EAM with a bias-T), to monitor the photo-current.

### 3.3.2 Measurements

![DC transfer curve of EAM A3 at various wavelengths.](image)

Figures 3.26 and 3.27 show the transfer characteristics for the two EAMs provided by Alcatel-Thales, named A3 (50 $\mu m$ long waveguide) and D3 (100 $\mu m$ long waveguide), for several wavelengths. Choosing the correct bias point and modulation
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Figure 3.27: DC transfer curve of EAM D3 at various wavelengths.

depth allows one to optimise the extinction ratio of the modulation. With higher bias voltages applied, the modulation window is shortened, although the extinction ratio will be reduced, due to the increased absorption and total insertion loss. These DC transfer curves give a reasonable idea of the modulation properties of the EAM at high speed radio frequencies (RF), however they do not contain any phase information. A direct measurement with the EAM-FROG technique provides more insight into the exact phase modulation induced by the RF modulation, as it characterises the sampling function of the measurement setup as well as the phase characteristics of the pulses under test.

The transfer curves highlight the fact that the two EAMs were designed with a different purpose in mind. According to C. Kazmierski, who fabricated them, there is a trade-off between wavelength uniformity and steepness of the transfer curve. Either one can choose to make EAMs with very steep transfer curves, but that will make the transfer characteristics very wavelength dependent, or one can choose to make the transfer function nearly wavelength independent (apart from the higher insertion loss towards lower wavelengths), but then the transfer characteristic is no longer as steep. The steeper the transfer curve, the shorter the pulses one can carve with the modulator. A steeper transfer curve may be more desirable in single channel high repetition rate systems, while wavelength independent EAMs will find their application in wavelength division multiplexing (WDM) systems.

A typical spectrogram for a simple EA modulated CW laser beam is shown in Figure 3.28. In this case, the commercial EAM (OKI OM5642W-30B, n.418-3) was used for the pulse source, and the submounted Alcatel-Thales EAM A3 was used as the sampling EAM in a self-referenced setup (see Figure 2.6). Due to the very good stability of this pulse source, these pulses lead to very good measurements
and subsequent retrievals in the case that the linear FROG spectrogram method is used. With a retrieval error $< 0.002$ on a 32x32 point grid and very good spectral agreement between the retrieved and independently measured signals, the information gained from these measurements is very reliable and interesting. To avoid ambiguities in the phase retrieval though, it is better to choose the bias voltage of the sampling EAM in such a way that the pulse and the sampling window have a different duration.

**Figure 3.28:** EAM-FROG spectrogram of EAM carved pulses, measured (top) and retrieved (bottom).

**Figure 3.29:** Retrieved pulse information (OKI EAM bias voltage $-2V$, driven with $2.5V_{pp}$ sinusoid).
The pulses created in this way are chirped (again downchirp), which means that again, they can be compressed by propagating them over DCF, in the same way as described in Section 3.2.2. It turns out that the ideal length of fibre for the usual driving range of the EAMs is also around 150 m, close enough to the 125 m cut to match the gain switched laser pulses. The minimum pulse length reachable after compression with DCF is about 6 ps, depending on the EAM used and the exact driving parameters. Due to its ease of use, stability and clean spectral and temporal properties, this source is frequently used in the lab, as a pulse source for transmission experiments or as an input for various pulse shaping experiments. The main drawback of this pulse source is that the optical input power is limited to 5 dBm (or 13 dBm for the newer units), which means that the output power is limited to under 0 dBm for normal RF driving conditions. Amplifiers are always needed, introducing ASE at the start of practically any experiment using this pulse source. More extensive experiments with EAM carved pulses are presented in chapter 5.

Compared to the commercial EAM packages we have in our lab, the two different EAM-chips provided by Alcatel-Thales were up to very high standards, even though it was my first attempt in coupling them both electrically and optically. Certainly for pulse carving, EAM D3 performed very well, as it required a very low driving voltage and bias, to generate pulses slightly shorter than the commercial EAMs, at least for wavelengths around 1550 nm. If a broader operating wavelength region is desired, then EAM A3 performs better than the commercial EAMs, for wavelengths down to 1535 nm. This EAM is preferable when working at the lower C-band wavelengths, particularly for use in a linear spectrogram scheme, where the gate function duration is not critical.
3.4 Conclusions

The gain switched and the EAM-carved laser pulses, as presented in this chapter, are particularly stable and convenient pulse sources. Even though they generate pulses with a significant chirp profile, they are now frequently used in various experiments, most often in conjunction with a linear compression stage formed by a length of DCF. Knowing the exact pulse shape and phase is of great value, as has been demonstrated with the design of a special fibre Bragg grating that could in principle compress the gain switched pulses to clean 5 ps Gaussian pulses.

Furthermore, thanks to the linear spectrogram technique, it has been possible to see how the pulse develops, and what the influence of the external seed power and wavelength is. In the case of the 1060 nm laser diode, we can see that self-seeding, where the whole pulse is reflected back, has detrimental effects on the pulse development. However, we should be able to avoid this effect by using a narrow band reflecting grating for reflecting only the lower wavelengths of the pulse. This would then mimic the behaviour of a narrow external laser as a seed.

The fact that we have been able to adapt the technique successfully to measurements of short pulses at 1 µm, with another kind of optical modulator, also shows some of the versatility of spectrographic characterisation methods.

Pulse carving with an electro-absorption modulator is not only relevant for its use as a short pulse source, but also for the gating function we frequently use for the construction of the linear spectrograms. The measurements presented here also provide valuable information for future generations of EAMs. The exact specifications for the modulators will vary with the envisaged application, e.g. as a pulse generator or gating function in a demultiplexing setup (which both require short temporal windows), or as a gating function in a spectrogram setup. The effects of the wavelength dependency of the EAMs in spectrograms will be shown in Chapters 4 and 5, where some spectrally broad signals are investigated.
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Chapter 4

Advanced pulse shapes and their characterisation

4.1 Pulse shaping with fibre Bragg gratings

Fibre Bragg gratings (FBG) have been used extensively for various applications in optical telecommunications. Both the amplitude and phase of pulses reflected in FBGs can be controlled very accurately with today’s grating fabrication technology [1]. In Section 3.2.2.3, I have already proposed how gain switched pulses can be cleaned up through spectral filtering and compensation of the nonlinear chirp characteristics. More frequently implemented functions with FBGs are for example steep spectral filters for use in add-drop multiplexers, and tunable dispersion compensating units.

In this chapter, I will focus on a few very interesting pulse shaping functions implemented with fibre gratings. I first consider the generation of rectangular and parabolic pulses through the reflection of very short optical pulses from an appropriately designed fibre grating. Such pulses have interesting applications in the domain of all-optical regeneration, but require a very short pulse source, so that very fine pulse features can be generated.

For our experiments, we have used a harmonically and actively mode locked fibre ring laser to generate these pulses. The principle of operation will first be explained in Section 4.2, and an accurate characterisation of pulses from such a laser using the linear spectrogram technique is presented. After this, rectangular and parabolic pulses filtered from this short pulse source will be characterised, in
Sections 4.3 and 4.4 respectively, accompanied by a brief explanation of why these pulse shapes are so interesting.

Fibre Bragg gratings are also a strong candidate for optical code division multiple access systems. The fine structure that can be implemented with fibre Bragg gratings is ideal for generating the complex codes needed in these multi-user systems. In Section 4.5, I will show that linear spectrograms give very accurate, unique and useful information about these special phase encoding gratings.

With the results in this chapter, I am exploring some of the limits of the linear spectrogram method using an electro-absorption modulator. I am grateful for the curiosity of my colleagues, to find out what the exact shape and phase is of these interesting waveforms. Their help in setting up the experiments and making it possible for me to perform the characterisations has been invaluable: Francesca Parmigiani for the experiments involving rectangular and parabolic pulses; Chun Tian and Zhaowei Zhang for the OCDMA experiments; and Dr. Morten Ibsen for the fabrication of the numerous gratings.

4.2 Fibre ring laser pulses

4.2.1 Background

Fibre ring lasers can generate short pulses suitable for telecommunications repetition rates and wavelengths. Because of the long cavities possible in fibre lasers, a large number of longitudinal modes fall within the gain bandwidth of the gain medium in the cavity. The frequency spacing between the modes is given by $\Delta \nu = \frac{c}{L_{\text{opt}}}$, where $L_{\text{opt}}$ is the cavity round trip length. When the phases of various longitudinal modes are synchronised such that the phase difference between any two neighbouring modes is constant ($\phi$), mode locking occurs. For $M$ coupled modes, the time dependent total intensity of the light is given by the following formula ($E_0^2$ is the amplitude of a mode, and is assumed equal for all modes) [2]:

$$|E(t)|^2 = \frac{\sin^2 [(2M + 1) \pi \Delta \nu t + \phi/2]}{\sin^2 (\pi \Delta \nu t + \phi/2)} E_0^2$$

(4.1)

This is a periodic function with period $1/\Delta \nu$, the round trip time of the cavity, with a sinc-like shape. This can be interpreted as a single pulse circulating inside
the cavity, emitting a fraction of its energy every time it propagates through the output coupler.

The optical field inside the cavity can be modulated (either in phase or amplitude), to generate sidebands spaced apart by the modulation frequency. When the modulation frequency is equal to $\Delta \nu$ or an integer multiple thereof (harmonically mode locked), the sidebands overlap with other longitudinal modes, which leads to synchronisation between the phases of the modes, and thus active mode locking of the laser. A LiNbO$_3$ electro-optic modulator is commonly used as the active mode locking element in a fibre ring laser, because of its high speed operation and low insertion loss. When the modulation frequency of this modulator is an integer multiple of the mode spacing, the laser is harmonically mode locked. An integer number of pulses are now travelling around in the ring laser cavity at the same time. A basic scheme of a mode locked fibre ring laser is shown in Figure 4.1. The isolator ensures unidirectional operation and the erbium doped fibre represents the gain element in the cavity.

A drawback of harmonically mode locked fibre ring lasers is that due to the long cavity, they are very sensitive to environmental changes such as mechanical disturbances and temperature variation: the modulation frequency must remain matched to the longitudinal mode spacing $\Delta \nu$ or a multiple thereof. An electronic feedback loop can for example stabilise the cavity length through the use of a piezoelectric transducer for fine adjustment of the cavity length. However, even with these fine adjustments, the spectral modes of the pulses can still drift and jump around a little. It then becomes very difficult to apply any spectrally resolved technique for accurate phase characterisation of these pulses. These instabilities in fact make mode locked ring laser pulses some of the most difficult pulses to accurately phase characterise.

![Figure 4.1: Schematic diagram of a mode locked fibre ring laser.](image-url)
The pulses generated by the Pritel fibre ring laser in our lab are tunable between 1530 nm and 1560 nm, and have a pulse length of about 2.2 ps and a repetition rate of 10 GHz. Due to the broad bandwidth of these pulses, they are frequently used as inputs for various pulse shaping gratings. These pulses can also easily be interleaved to aggregate bit rates, as described in Appendix C. They have well defined properties (hyperbolic secant shape) and are virtually chirp and pedestal free.

What follows is a characterisation of these pulses, using linear spectrograms. Another fibre ring laser, with even shorter pulse durations, and operating at a 40 GHz repetition rate was used in experiments on the APRZ pulse format, as will be explained in Chapter 5.

4.2.2 Characterisation

A typical EAM-spectrogram of the Pritel pulses is shown in Figure 4.2. The temporal intensity and phase retrieved from this spectrogram are shown in Figure 4.3. Apart from the fact that the spectrogram grid needs to be larger in order to accommodate the pulse spectrally, whilst keeping the same temporal span (100 ps), the main difficulty is the spectral instability of the source. In many cases, there is severe spectral mode hopping during the acquisition of the spectrogram, making the spectrogram irregular. It becomes impossible to resample on the 10 GHz spectral lines. An envelope reconstructing algorithm was used together with mathematical filtering of the spectrogram before interpolating the data on a 128 × 128 point grid, according to the procedure explained in Section 2.5.2. To demonstrate the effect of this procedure, a detail of the spectrogram is shown before and after envelope detection in Figure 4.5. The spectral instability is indicated by the arrow, and becomes unnoticeable after the the envelope detection.

The accuracy of the retrieval is confirmed by the good agreement of the retrieved spectrum with the independently measured spectrum, as shown in Figure 4.4.
Figure 4.2: Measured (left) and retrieved (right) spectrograms for 2.5 ps fibre ring laser pulses.

Figure 4.3: Intensity and phase retrieved from the spectrogram shown in Figure 4.2.

Figure 4.4: Spectrum retrieved from the spectrogram (blue), and independently measured (black, dashed).
4.3 Rectangular pulses

4.3.1 Signal regeneration with rectangular-shape pulses

Dr. Periklis Petropoulos et al. first demonstrated the high quality generation of rectangular pulses using super structured fibre Bragg gratings [3]. Since then rectangular pulses have been used frequently in various optical pulse retiming experiments in our lab. Francesca Parmigiani et al. have recently described the reshaping and retiming possibilities with rectangular shaped optical pulses in [4]. Here, I will briefly describe the principles of operation.

A scheme for the retiming and reshaping of optical pulses is shown in Figure 4.6. The nonlinear optical loop mirror (NOLM) provides an optical switch based on the principle of cross-phase modulation. It consists of a Sagnac interferometer [2] built with highly nonlinear fibre, and an additional port for a control pulse. With accurate synchronisation, the control pulse (i.e. the reshaped pulse exhibiting timing jitter) co-propagates with one half of a locally generated clean optical pulse, which subsequently acquires a phase shift through cross-phase modulation. On recombination of the two halves of the locally generated signal in the 50/50 coupler, the phase difference between these two replicas determines which way the pulse is sent: i.e. transmitted or reflected by the NOLM.
Figure 4.6: Scheme for retiming short optical pulses by reshaping them into rectangular pulses, and co-propagating them in a Sagnac NOLM with a locally generated optical clock signal. The output of the NOLM is a clean and retimed version of the optical signal.

The control pulses are formed by reshaping the 2.5 ps jittered input pulses into 20 ps long rectangular pulses, thus covering a significant part of the 100 ps bit slot. This means that the clean, locally generated pulse and the control pulse overlap even in case of severe timing jitter on the rectangular pulses. When the switching characteristic (as a function of the control peak power) has flat regions near its minimum and maximum peak transmittivity, the switching will also be insensitive to fluctuations in the power of the control pulses, and thus create clean regenerated pulses.

Variations on this scheme can be found in [4] and references therein.

Critical in these experiments is the quality of the rectangular pulses. Francesca Parmigiani has initially assessed these pulses with optical sampling experiments, and SHG-FROG traces. In the next section, I will compare the results from these experiments with EAM-spectrograms.

4.3.2 Characterisation

Measured and reconstructed EAM-spectrograms of 20 ps rectangular pulses are shown in Figure 4.7. The retrieved temporal intensity is compared with SHG-FROG and optical sampling traces in Figure 4.8. The EAM-spectrogram was measured at a much later date than the optical sampling and SHG-FROG traces, which made it impossible to reproduce precisely the same operating conditions and
Figure 4.7: Measured (left) and retrieved (right) spectrogram of 20 ps rectangular pulses.

Figure 4.8: Intensity traces for the 20 ps rectangular pulses, measured in the following different ways: (blue ×): optical sampling, (black): EAM-FROG, (red): SHG-FROG.
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Figure 4.9: Spectral intensity traces for the 20 ps rectangular pulses, measured in the following different ways: (black, dotted): optical spectrum analyser, (blue): EAM-FROG, (red): SHG-FROG.

pulses. A slightly different tuning of the short pulse source with regards to the central wavelength of the grating therefore most likely explains the difference of the profiles at the higher intensities. The agreement between the EAM-spectrogram retrieval and the optical sampling trace at the edges of the pulse is remarkable though.

The spectral information gained from both spectrographic methods is compared with an independently measured spectrum in Figure 4.9. The typical \( \text{sinc}^2 \)-shape is clearly visible, with neighbouring sidelobes having \( \pi \) phase shifts between them. Here, we can immediately see that the dynamic range in the SHG-FROG of only 13 \( dB \) severely limits the accuracy of the retrieved information. Only 2 sidelobes are resolved, the rest disappearing in the noise floor. The information retrieved from the EAM-spectrogram holds accurate information for nearly all the sidelobes the grating covers. The finer temporal features are thus more accurately resolved with the EAM spectrograms.

In the next section follows the closely related parabolic pulse, which can also be used in retiming experiments.
4.4 Parabolic pulses

The interest in pulses with a parabolic shape results from the fact that the derivative of its intensity profile is linear across the whole pulse, contrary to hyperbolic secant or Gaussian shaped pulses, where the derivative is only in first approximation linear across the centre of the pulse. The complete control given by fibre Bragg gratings to reshape short pulses has given us the possibility to create parabolic pulses in a simple and reliable manner. Francesca Parmigiani et al. have recently demonstrated a pulse retiming technique based on cross-phase modulation with parabolic pulses [5]. I will briefly summarise the principle first, and then continue with accurate characterisations of the parabolic pulses.

4.4.1 Pulse retiming using parabolic pulses

Cross phase modulation (XPM), for example between two co-propagating pulses in a highly nonlinear fibre, causes a frequency shift $\delta \omega(T)$ on the signal, which can be described as follows:

$$\delta \omega(T) = -\frac{\partial \phi}{\partial T} = -2\gamma P_o L_{\text{eff}} \left| U(T - \Delta T) \right|^2 \frac{\partial |U(T - \Delta T)|^2}{\partial T}.$$  (4.2)

Here, $\gamma$ and $L_{\text{eff}}$ are the nonlinear coefficient and the effective length of the fibre respectively. $P_o$ is the peak power of the ‘control’ pulse, and $U(t)$ is the normalised envelope amplitude of the control pulse and $\Delta T$ is the initial relative delay between the signal and the control pulse.

This equation shows that signal pulses that temporally overlap with the leading edge of a parabolic control pulse, acquire a red frequency shift, whilst pulses overlapping with the trailing edge of the pulse acquire a blue frequency shift. After propagation (Figure 4.10), the signal pulses, affected by timing jitter, have thus been shifted in the spectral domain, depending on their exact position relatively to the control pulse.

By now propagating these pulses in an appropriate amount of linearly dispersive optical fibre, the frequency shift is translated into a temporal shift, for each of the individual signal pulses, thus retiming them with respect to each other.
Parabolic pulse

Figure 4.10: Scheme for retiming short optical pulses with parabolic pulses. The cross-phase modulation with a parabolic pulse induces a linear frequency shift. Propagation over 500 m of SMF will then retime the pulses because of dispersion.

It is clear that the exact shape of the intensity profile of these parabolic pulses is crucially important for this retiming technique. Again, the 2 ps fibre ring laser source was used as an input to the grating, which in this case created 10 ps long parabolic pulses. In the design for the grating, the pulse edges were smoothed with a fifth order Gaussian, which also reduced the spectral extent of the profile. The next section describes the characterisation of these pulses.

4.4.2 Characterisation

Figure 4.11: Measured (left) and retrieved (right) spectrogram of parabolic pulses, filtered from a 2.5 ps fibre ring laser pulse with a specially designed fibre Bragg grating.

Similarly to the rectangular pulses, the spectrum of the parabolic pulses consists of several side lobes. This is clear already in the EAM-spectrograms, shown in Figure 4.11. The retrieved temporal intensity is shown in Figure 4.12, together with the shape it was designed to be. The derivative of both the theoretical design
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Figure 4.12: (top): Designed (red) and measured (black) intensity of the parabolic pulses, filtered from a 2.5 ps fibre ring laser pulse. (bottom): the wavelength shift (proportional to the derivative of the intensity profile) induced by the cross phase modulation with the parabolic pulse.

and the retrieved intensity is shown in the lower half of the figure. The deviation from a straight line towards the edges of the pulse is due to the super-Gaussian profile superimposed on the ideal parabolic shape. Even though the intensity profile closely matches the design, the derivative has a distinct dip towards the leading edge of the pulse. The deviation from the linear profile is small though, and its effect on the retiming of signal pulses will be smoothed out when signal pulses with a duration of more than a few ps are considered.

4.4.3 Flat continuum generation

We have then continued to use this parabolic pulse source as the seed for ultra-flat supercontinuum generation. Due to the fact that self phase modulation induces a linear chirp to parabolic pulses, the pulse shape remains parabolic during nonlinear propagation in a normally dispersive fibre. This leads to the generation of a spectrum that is much flatter than can be achieved with hyperbolic secant shaped pulses [6]. The spectral ripple that arises from SPM of the sech shaped pulses and the effects of wave breaking (which cause a severe transfer of energy into the wings of the spectrum) can be avoided with a parabolic shaped pulse.
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We have amplified these 10 ps long parabolic pulses, with a repetition rate of 10 GHz, up to 27 dBm, before propagating them in a highly nonlinear fibre (length: 500m, dispersion: \(-0.87\) ps/nm/km, slope: \(-6.10^{-4}\)ps/nm²/km, nonlinear coefficient: \(19W^{-1}km^{-1}\)). Figure 4.14 shows the measured spectrogram of the spectrally broadened pulses. Compared with the independent spectral measurement, as shown in Figure 4.15, we can immediately see that the spectrogram is missing information towards the lower wavelength side. This is due to the steep increase in insertion loss for wavelengths below 1540 nm in the electro-absorption modulator (see also Section 5.2). The increase is in fact so detrimental that the signal completely disappears in the noise floor of the spectrogram measurement. This
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Figure 4.15: Spectrum of the broadened parabolic pulses, measured with an optical spectrum analyser (gray), compared with the spectrum retrieved from the spectrogram in Figure 4.14 (blue).

means that it is impossible to correct for this loss mathematically [7] before trying to deconvolve the spectrogram into its constituent pulse and gate information.

Figure 4.16: Intensity and phase for the broadened parabolic pulses, as retrieved from the spectrogram (fig. 4.14). Note the parabolic phase profile at the onset of the pulse, and the missing trailing side of the pulse (containing lower wavelengths).

The pulses are strongly chirped at this point. Even though the information retrieved from the spectrogram is bound to be incorrect, due to the fact that nearly half of the spectral information is missing, it is interesting to note that the temporal pulse profile has a parabolic like phase profile for at least the half of the pulse that has been resolved correctly (fig. 4.16).
It is clear that this is a limitation of the spectrogram technique which is purely related to the properties of the sampling EAM. With a modulator that has a broader operating spectrum, the method would deliver correct information. A modulator that seems to be a good candidate for this experiment could be a fast lithium niobate modulator, of which the main drawback would be the polarisation dependence. Otherwise, it is also possible to mathematically correct the spectrogram by multiplying it with a wavelength dependent slope, so that the lower wavelength components in the spectrogram are enhanced. In this case however, the wavelength dependent insertion loss induced by the modulator is so severe below 1538 nm that the signal disappears in the noise floor, which makes it impossible to correctly adjust the measured spectrogram.

For the EAM used here (Corning EAM-P n.MV2276A12.20), we have thus reached one of the limits of this spectrographic method: spectrograms reaching below 1540 nm should be interpreted with care, certainly when a significant proportion of the power of the pulse is situated at these wavelengths.

In the next part of this chapter, I continue to use fibre Bragg gratings, in order to reshape short pulses. Contrary to the pulses shown above, the emphasis of the characterisations below is on the temporal phase of the pulse.

### 4.5 OCDMA

#### 4.5.1 Introduction

Next to the two main methods of multiplexing data (WDM and time domain multiplexing (TDM)), in order to achieve higher capacity and flexibility in transmission networks, there is a third player: code division multiple access (CDMA). CDMA is a spread spectrum broadcast technique that allows users to efficiently share transmission bandwidth in a flexible manner [8]. It is well-known in the field of radio communications, and has recently become a major research area in the field of optical telecommunications.

In OCDMA systems, a user is assigned a specific code which is used to label bits sent to and from that user. In the direct-sequence (DS) implementation, short optical pulses are transformed into OCDMA encoded waveforms, consisting of a
series of ‘chips’, on reflection from specifically designed FBGs. The chip sequence is a phase or intensity code, or a combination. However, the correlation properties of phase encoding permit higher extinction ratios than pure amplitude encoding. The phase encoding can for example be implemented with only 2 (binary), or with 4 (quaternary) different phase levels.

Figure 4.17: Simplified schematic of an OCDMA network with \( n \) users.

Figure 4.17 shows a simplified schematic of a possible implementation of an OCDMA network. The FBGs reshape the optical pulses into the coded pulse sequences \( Q_n \), where each \( n \) represents a different user. The codes have the same temporal form as the spatial superstructure imprinted in the grating. The code is recognised at the receiver by a matched filter, which has the spatially reversed refractive index superstructure. When the encoding and decoding gratings are correctly matched, a pulse is generated: the code’s autocorrelation. With unmatched gratings, the result is a cross-correlation between the two gratings. A carefully chosen set of codes with distinct autocorrelation characteristics and mutually low cross-correlation profiles is the key to obtaining a good discrimination between the codes, and minimises the effects of multi-user interference. Longer codes allow for a greater number of orthogonal codes and hence a greater number of simultaneous users on the network.

The waveforms used in OCDMA systems are thus deliberately chosen to be quite complex, and as with the other waveforms in this thesis, we decided to have a detailed look at them by trying to completely characterise their phase and intensity. Conventionally the quality of the coding or decoding is assessed by relying on electrical or optical sampling measurements combined with simple OSA measurements. However, these measurements are relatively crude and provide no direct information on the real quality of the phase coding. The accurate characterisation
of these gratings is critical though for understanding the operation and accuracy of fabrication of the superstructured FBGs.

### 4.5.2 OCDMA waveform characterisation

Because of its specific phase information, FROG immediately springs to mind as a means to characterise the waveform. However, because of the extreme complexity of these pulses, the spectrograms acquired from SHG-FROG would be very complex as well, making a good retrieval challenging, and making it difficult to assess for accuracy. Also the length of these waveforms does not favour SHG-FROG, which is only really suited to short pulses with high peak intensities.

The linear spectrogram technique based on creating spectrograms with the help of an electro-absorption modulator (Chapter 2) is a much better candidate. Not only can the spectrogram be made considerably simpler: a cross correlation between the single pulse gating function and the OCDMA waveform; the linear spectrograms are also much more sensitive. This allows us to achieve much higher temporal resolution and accuracy because of the increased dynamic range.

However, because of the long pulse lengths, and their complex shape, the characterisation setup needs to be modified. The main issue here is to find a suitable electrical signal that is synchronised to the OCDMA waveform, and with a duration that is comparable to the chip duration of the waveform. In the next section, we start with measurements on waveforms that incorporate just a single phase shift between two chips. With this we will be able to verify the phase encoding capability of fibre Bragg gratings, and check that we can use linear spectrograms to get a high resolution view on the waveforms created by these gratings. In later sections, we examine much more complex chip patterns. These experiments have been performed in close conjunction with the ORC’s fibre grating fabrication group.

### 4.5.3 Single phase shift

One can consider a 50 mm long, uniform grating with a phase shift in the middle as a 2-chip code with a chip duration of 25 ps, related to the 25 mm length (spatially) of the chip. The characterisation setup is only slightly different from the schemes shown in Chapter 2. Here, the grating that generates the OCDMA waveforms is
Figure 4.18: Linear spectrogram acquisition setup adapted for characterisation of 50 ps long, single phase shift SSFBGs inserted in the optical path, just before the sampling EAM, as shown in Figure 4.18. We ensured that we measured a complete spectrogram of the waveform by gating down the initial 10 GHz, 2 ps ring laser pulses to a repetition rate of 5 GHz, so that we are able to scan a 200 ps window. However, we were then limited to using electrical amplifiers working at this repetition rate, meaning that the gating duration is about 50 ps due to the lower rise and fall times achieved. This in turn elongates somewhat the temporal intensity features in the spectrogram\(^1\). The 200 ps window is still sufficient though, and contains all the relevant information.

We characterised the temporal response of four different phase shifted SSFBGs using this setup. The 50 mm uniform gratings have an abrupt phase shift at their centre. The four phase shifts investigated are \(\pi/2\), \(\pi\), \(3\pi/2\) and 0, or no phase shift, i.e. just a uniform grating. The 3 dB spectral bandwidth of the uniform grating is around 0.3 nm, and the peak reflectivity around 50%. The spectral bandwidth of the 2 ps pulses that we use as an input to these gratings is around 1 nm, which means that the pulse spectrum is reasonably flat over the grating’s bandwidth. This ensures that the reflected, shaped optical pulse is close to the impulse response of the grating.

Figure 4.19 shows the measured and reconstructed spectrogram of a 2 ps pulse reflected from a \(\pi/2\) phase shifted grating. Along the spectral axis, we can see sinc-like features, which are related to the rectangular temporal pulse shape. There is excellent agreement between the measured and reconstructed spectrograms over a large dynamic range (> 40 dB). Note that the intensity features are varying

\(^1\)Recall that the spectrogram is the spectrally resolved cross-correlation between the waveform under test and the gating function. The length of the intensity feature in the spectrogram is thus determined by this cross-correlation.
quickly along the spectral axis, but slowly along the temporal axis.

Figure 4.20 shows the temporal phase and intensity profiles for the four waveforms. For reference, the calculated, ideal profiles are also displayed. For these simulations, we used the transfer matrix method, which can also take the grating strength into account [9]. The input pulse used for the simulations is a hyperbolic secant shaped pulse, with a duration of 2.2 ps. It is remarkable to find such good agreement between the two, especially considering the fact that the ‘sampling’ window is more than an order of magnitude longer than the quick temporal features found in these waveforms. This relates to the fact that the information is stored along the frequency axis in the spectrogram. The rise and fall times of these features are determined by the duration of the grating’s input pulse.

The width of the writing beam to fabricate the fibre Bragg gratings is around 100 µm [10], which relates to a duration of 1 ps for the light reflecting from the grating. This means that the phase shift is only completed after about 1 ps. Bearing this in mind, the phase difference between two points on each side of the phase shift, 2 ps away from the phase shift was calculated, for the three different gratings and the results are shown in table 4.1. There is a slight difference between the nominal spatial phase shift written in the fibre grating and the corresponding temporal phase shift. This is because of the fact that the gratings are strongly reflective ($\approx 3dB$). As is already clear from Figure 4.20, the agreement is very good.
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Table 4.1: Nominal, simulated and measured phase shifts in single phase shift gratings.

<table>
<thead>
<tr>
<th>Nominal spatial phase shift</th>
<th>Simulated temporal phase shift</th>
<th>Measured temporal phase shift</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.5\pi$</td>
<td>$0.48\pi$</td>
<td>$0.53\pi$</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$1.02\pi$</td>
<td>$1.03\pi$</td>
</tr>
<tr>
<td>$1.5\pi$</td>
<td>$1.45\pi$</td>
<td>$1.40\pi$</td>
</tr>
</tbody>
</table>

Figure 4.21 illustrates the influence of the limited – though still broad enough – spectral bandwidth of the input pulse: the designed grating reflection spectrum is shown, together with the corresponding measured reflection spectrum. This was done by measuring the reflection of broadband ASE, generated by an EDFA without optical input, from the grating. The third curve on these graphs shows the retrieved spectral intensity of the 2 ps pulses reflected from the respective gratings. This is in fact the product of the grating reflection spectrum and the
spectrum of the input pulse. There is very good overlap with the grating reflection spectrum over the central (1 nm) region, but the limits of the finite bandwidth pulse are clearly visible in the wings. The total bandwidth of the gratings thus easily surpasses the bandwidth of the very short (2 ps) optical pulse.

The greatest difficulty in making these particular measurements has been the spectral instability of the short pulse source. Due to mode hopping of the ring laser during the acquisition (approx. 5 min) of the spectrograms, an accurate mapping of the measured spectrogram onto a Fourier grid is more difficult. Several of the pre-processing techniques mentioned in Section 2.5.2 were used to mitigate the effects of this mode hopping (in particular, the enveloping function was used on each spectral slice, and a suitable 2-D Fourier transform filter, in order to smoothen out any noise artefacts).

Even though these simple gratings with only a single phase shift between two chips have virtually no practical significance, it has been interesting to verify this phase encoding and the characterisation setup. I will present very similar measurements later on in this chapter, which have much more practical significance: the verification of temperature induced phase shifts in fibre Bragg gratings. In the next section, I will continue first with the characterisation of more complex phase encoded fixed gratings.

4.5.4 Complex 16 chip codes

Confident with the results of the single phase shift gratings, we continued with the measurement of more challenging phase encoding. We used 16-chip, 4-level phase encoded waveforms which are well suited for OCDMA experiments. The chip duration is again 25 ps, which means that the duration of the waveform now becomes as long as 400 ps. Assuming the same gating window duration of 50 ps, we expect to have a spectrogram where the intensity is spread out over roughly 500 ps. Therefore, we gated down the repetition rate of the pulses to 1.25 GHz, corresponding to a period of 800 ps.

A 200 ps delay line alone clearly does not suffice to measure the whole spectrogram. We solved this problem by using two pattern generators to drive two modulators, one in each arm (see Figure 4.22). These gate the repetition rate down from 10 GHz to 1.25 GHz, independently, but synchronised, so that we get two short, 1.25 GHz pulses: one for code generation and one for driving the sampling EAM. Initially, the bit pattern in the delay arm is set to (1000000), one bit represents
Figure 4.21: The reflection spectrum of the grating (full line) measured with an OSA by reflecting broadband ASE from the grating and its theoretical design (dotted line). The retrieved intensity of the pulse response is plotted in blue (dashed line with circles), for 4 uniform gratings with a central phase shift of 0, $\pi/2$, $\pi$ and $3\pi/2$ for figures (a)-(d) respectively.

100 ps. The spectrogram is now acquired for just over 200 ps, by scanning the tunable delay. Next, the pattern is changed to (00100000), and another 200 ps part of the spectrogram is acquired. This process is repeated until the whole spectrogram is acquired. The 4 individual spectrogram parts are then stitched together to provide a spectrogram spanning the full 800 ps delay range. Then we perform the usual mathematical processing that prepares the information to be fed into the deconvolution algorithm (see Section 2.5).

The input pulse used this time is a chirp compensated EAM carved pulse, with a duration of 23 ps. This pulse duration is thus barely shorter than the chip duration of the code. Even though the phase changes in the grating are still abrupt, the waveform’s phase changes will be smoothed out due to this fairly long pulse duration. This is however a more realistic implementation of an OCDMA encoder.
Figure 4.22: Extended spectrogram acquisition setup to accommodate for long waveforms. Two synchronised 10 GHz pattern generators are used to drive the modulators.

than using a 2 ps input pulse from an expensive ring laser, and it is still possible to obtain nice auto- and cross-correlation properties in the decoder. A great advantage here is the stability of this source. As with measuring the original EAM-carved pulses (Section 3.3), no special preprocessing of the spectrograms is needed.

Figure 4.23: Measured (top) and reconstructed (bottom) spectrogram of a 16 chip OCDMA grating encoded pulse.

The measured and reconstructed spectrograms are shown in Figure 4.23. Contrary to the broad bandwidth, single phase shift experiments, there is now more information stored along the temporal axis: the waveform has a much narrower bandwidth, determined by the input pulse, and is much longer which is in this case determined by the length of the code (16 chips).

Note that the nominal spectral resolution of the optical spectrum analyser is
1.25 GHz (or 0.01 nm), which is sufficient to sample the 1.25 GHz repetition rate pulse at the Nyquist limit.

![Figure 4.24](image.png)

**Figure 4.24:** Measured (full line) and simulated (dashed line) intensity and phase of a 23 ps pulse reflected from a 16 chip OCDMA grating.

![Figure 4.25](image.png)

**Figure 4.25:** Intensity of a 23 ps pulse reflected from a 16 chip OCDMA grating, measured with a 20 GHz photodiode and an electrical sampling oscilloscope.

Still, as in many undersampled FROG spectrograms [11], the deconvolution gives accurate results, as is shown in Figure 4.24. For comparison, the simulated pulse intensity and phase calculated by reflecting a 23 ps pulse from the idealised grating is also shown (dashed lines), using the transfer matrix method [9]. The theoretical prediction of the phase profile shows excellent agreement with the measured phase. As pointed out earlier, the phase changes smoothly between the different chips in
the waveform, because of the long input pulse. The intensity agrees only to a certain extent. Preliminary simulations show that this could be due to a wavelength offset and minor phase errors in the fabricated grating. Small phase changes can cause considerable intensity differences, making it challenging to exactly simulate the intensity profiles. However, the primary function of the grating is the coding of the phase, which is as shown here and in the next section, very good.

Figure 4.25 shows the intensity of the encoded pulses measured with an electrical sampling oscilloscope and a $20 \, \text{GHz}$ photodiode. Apart from the ringing effects because of the limited bandwidth of the photodiode, the agreement with the intensity retrieved from the spectrogram, shown in Figure 4.24, is very good.

To our knowledge, it is the first time that such complex encoded OCDMA waveforms have been measured in such a direct way. This not only shows the accuracy of the pulse characterisation, but also allows us to confirm directly the accurate phase encoding capability of specifically designed SSFBGs for optical code division multiple access (OCDMA). We have published some of these results [12, 13, 14].

**Higher resolution**

Even though a very good idea of the phase code is already obtained in the previous section, the rather long input pulse ($23 \, \text{ps}$) disguises some of the phase shifts. A better resolution can be obtained with a shorter input pulse. We have repeated the measurements above with a DCF compressed gain switched laser pulse. The input pulse with a duration of $6 \, \text{ps}$, is reflected from the same coding grating used previously. We can already see much more detail in the spectrogram (see Figure 4.26). Looking at the retrieved results in Figure 4.27, we can now clearly distinguish between the chip slots, and the phase profile is almost an exact copy of the theoretical code of the grating: $[0 \, 3 \, 1 \, 0 \, 1 \, 1 \, 2 \, 0 \, 3 \, 2 \, 2 \, 3 \, 1 \, 1 \, 1 \, 0]$, where one unit means a $\pi/2$ phase difference relative to the previous chip. This code is essentially equivalent to $[0 \, -1 \, 1 \, 0 \, 1 \, 1 \, -2 \, 0 \, -1 \, -2 \, 2 \, 2 \, -1 \, 1 \, 1 \, 0]$, which is the one displayed as blue line segments in Figure 4.27.

The measurements in the last two sections demonstrate the linear spectrogram technique applied to two extreme optical waveforms in terms of their phase and intensity properties: large bandwidth pulses with very fine temporal features, as well as very long waveforms with a narrower bandwidth. The great accuracy of
the retrieved information in both cases makes this an ideal technique for assessing the coding and decoding performance of such gratings in OCDMA networks.

![Spectrogram of 6 ps gain switched pulses](image1)

**Figure 4.26:** Measured (top) and reconstructed (bottom) spectrogram of 6 ps gain switched pulses reflected from the same 16 chip coding grating as in Figures 4.23, 4.24 and 4.25 (retrieval error 0.01 on a 128 × 128 point grid).

![Intensity and phase](image2)

**Figure 4.27:** Intensity and phase retrieved from the spectrogram shown in Figure 4.26. The blue segments represent the theoretical code.

### 4.5.5 Temperature tunable codes

The gratings mentioned and characterised in this chapter are key elements in OCDMA networks, and have the potential to dramatically improve the granularity of the optical transmission systems. However, unlike in radio communication
systems, where different codes can be generated and used instantaneously, the gratings that encode and decode the OCDMA waveforms are conventionally fixed. Changing the code means that one has to physically switch the gratings, which is not desirable in a reconfigurable network.

Unsurprisingly, there is great interest in techniques that would bring the same flexibility to optical CDMA, so that codes can be changed on demand. One way of implementing tunable phase shifts is to locally change the refractive index of the fibre (that has a uniform grating written into it), by heating the fibre. A principle sketch is shown in Figure 4.28.

![Figure 4.28: A fibre Bragg grating with a current-tunable phase shift in the middle. The current through the tungsten wire causes local heating, which changes the refractive index.](image)

Assuming the distribution of the refractive index along the fibre is $\Delta n_{\text{eff}}(x)$, the resultant phase shift can be calculated as

$$\phi = \frac{4\pi}{\lambda_B} \int_{x_1}^{x_2} \Delta n_{\text{eff}}(x) dx,$$

where $\lambda_B$ is the Bragg wavelength of the grating. The grating fabrication group at the ORC has been working on inducing a distributed phase shift in the grating by putting a fine tungsten wire in contact with the uniform grating. When electric current passes through the wire, the heat produced by this will affect the grating because the temperature increase causes an increase in the local dc refractive index of the fibre. This consequently produces a phase shift in the grating. If the electrical current on the tungsten wire is tuned, different temperature distributions
and thus different current-induced phase shifts can be obtained. The grating fabrication group has recently demonstrated OCDMA encoders and decoders based on this kind of tunable phase shifts [15, 16].

We have been able to contribute to the research in this area by characterising the spatial refractive index profile in fibre Bragg gratings. The spatial refractive index distribution of the grating is related to the temporal phase of its pulse response, and as a result, it can be directly retrieved from the latter.

If a short optical pulse is reflected from the grating under test, the reflected pulse response is a good approximation to its impulse response. If the FBG is weak, the spatial phase of the grating will cause an equivalent temporal phase in its impulse response due to space-time duality. The magnitude of the spatial phase shift of the grating can be approximately obtained from the magnitude of the temporal phase in its impulse response. Differentiating (4.3) with respect to $x$ gives:

$$\Delta n_{\text{eff}}(x) = \frac{\lambda_B}{4\pi} \frac{d\phi}{dx}.$$  \hspace{1cm} (4.4)

The time-to-space conversion relationship tells us that:

$$\Delta t = \frac{2n_{\text{eff}}}{c} \Delta x.$$  \hspace{1cm} (4.5)

These two equations lead to the relationship between the dc refractive index distribution of the FBG and the temporal phase distribution of its impulse response:

$$\Delta n_{\text{eff}} = \frac{\lambda_B n_{\text{eff}}}{2\pi c} \frac{\Delta \phi}{\Delta t}.$$  \hspace{1cm} (4.6)

Hence, knowing the temporal phase distribution of its impulse response leads immediately to the spatial refractive index profile of the FBG. The same principle also leads to the characterisation of other spatial properties of FBGs, such as the chirp or discrete phase shifts.

The FBG under test in this case is a 17 mm long uniform grating. The tungsten wire was placed in contact with the grating at 8 mm from one of its ends. The input pulse is a 23 ps, 10 GHz chirp-compensated EAM-carved pulse, gated down to 2.5 GHz for compatibility with the 170 ps long waveform we expect.

The setup of the characterisation scheme is the same as in Figure 4.18. The intensities and phases of the pulses are measured for four different currents through the tungsten wire, and the results are shown in Figure 4.29. The applied currents are
Figure 4.29: Measured intensity (solid line) and phase (dashed line) of the pulses reflected from the FBG when the electrical currents along the tungsten wire are 0, 52, 70 and 84 mA for figures (a)-(d) respectively.

0, 52, 70 and 84 mA. The phase shifts obtained with these settings are 0, 0.47π, 0.96π and 1.45π respectively. Using equation 4.6, we obtain the effective refractive index profiles induced by these currents. The small background refractive index profile on the uniform grating is probably due to the non-uniformity of the fibre core.

Note that the spatial resolution of the dc refractive index profile is limited by the input pulse width. With a pulse duration of 23 ps, the spatial resolution is thus approximately 2.3 mm.

The strength of the grating also affects the measurement accuracy. As the strength of the grating increases, the equivalence of the amplitude of spatial and temporal phase shift gradually breaks down. To investigate whether or not the measurement of the spatial refractive index in this way still makes sense, Mr. Zhang, of the
fibre gratings group, simulated the different steps involved in this measurement: starting with a 17 $mm$ long uniform grating, with a peak reflectivity of 66% and a certain dc refractive index profile, the reflection from the grating of a 23 $ps$ pulse is calculated. From this response, the spatial dc refractive is calculated again, analogously to the measurement (Figure 4.31).

The recalculation of the phase shift in this way reveals that there is only a small deviation: the retrieved phase shift is slightly less ($0.93\pi$) than the initially determined $\pi$ phase shift. This is due to the relatively high peak reflectivity of the grating. There is also a discrepancy towards the rear end of the grating, which is also due to the high reflectivity. Simply stated: less light is propagating to the rear end of the grating.

Even with such a high reflectivity, there is still very good agreement, and these simulations show that obtaining the refractive index by measuring the pulse response of the grating is a reliable characterisation.

### 4.6 Conclusions

By characterising some very complex optical waveforms generated by reflecting short pulses from FBGs, we have not only gained valuable information about those waveforms, but we have also tested the linear spectrogram technique in extreme situations, and have found very satisfying and encouraging results.
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Figure 4.31: Consistency check to assess the accuracy of the method used to calculate the spatial refractive index: (a) The predetermined ac and dc refractive index profiles inducing a $\pi$ phase shift, (b) the obtained spectral reflectivity, (c) the intensity and phase of the pulse response of the grating and (d) the recalculated spatial refractive index from the data in figure (c).

After verifying individual phase shifts in uniform gratings specifically fabricated for this investigation, we were able to extend the measurements to more complex encoded pulses. The phase and intensity information gained from the 16-chip OCDMA optical codes is useful for example for either confirming the correct operation of the gratings and perhaps also for further optimisation of the system in which they will be employed.

The characterisation of the temperature tunable phase shifted gratings in particular has led to a unique look at how good the performance of these very interesting devices can be. We now have a much better idea of the induced temperature distribution along the fibre.

Most grating characterisation methods have thus far focussed on the intensity
reflection and the continuous chirp profile, and use a setup based on an interferometer for example [17]. Only recently, significant advances have been made in the field of complete interferometric characterisations of FBGs without restrictive a priori assumptions [18]. To our knowledge however, this is the first time that a spectrographic technique is used to assess complex gratings with multiple phase shifts in a detailed and direct way. Moreover, the linear spectrogram method is easily scalable to even longer and more complex gratings.

I believe that these characterisations are very valuable in order to assess the accuracy of the pulse shaping gratings, and to confirm that the gratings are behaving as expected. Any inconsistencies with the design should be carefully investigated. Because the waveforms are fully characterised, computational simulations based on this information may be useful to find out how to mitigate any imperfections in the grating fabrication.

It should also be possible to gain very accurate information about the best performance possible in experimental setups, with the supplied gratings. These calculations will give information with a much higher validity than can be achieved using the theoretical design alone.
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Chapter 5

High capacity systems

5.1 Introduction

In the previous chapters, I have documented the characterisation of several specific pulses and waveforms. The respective experiments already showed the usefulness of the linear spectrogram method for understanding individual components and their functions. This chapter describes the application of the spectrograms to high capacity systems.

In the first part, the compatibility of linear spectrograms with synchronous wavelength division multiplexing systems is examined, as the broad optical bandwidth of the gating function of the EAM lends itself naturally to the sampling of many channels simultaneously. In the second part, a novel modulation format in a high speed optical transmission system is accurately characterised. The phase and intensity of these pulses is then measured after transmission over an installed fibre link.

5.2 Wavelength division multiplexing

The huge bandwidth offered by standard, single mode optical fibre can really only be used effectively when different wavelength channels are multiplexed together. Currently, these wavelength division multiplexed (WDM) systems are being made available commercially at individual channel rates of 40 Gbit/s, and existing systems with 10 Gbit/s channel rates are being upgraded to higher channel rates.
The advantage of having higher channel bit-rates rather than increased numbers of lower bit rate channels, is that less equipment is needed and the total capacity might be optimised, because the channel filtering can be made more effective. However, nonlinear effects, chromatic and polarisation mode dispersion are increasingly difficult to mitigate at higher bit rates, making the technology to realise 40 Gbit/s systems more challenging.

One very appealing property of all optical networks is their capacity for parallel processing of many channels simultaneously, without the need to demultiplex. The broad gain bandwidth of erbium doped fibre amplifiers for example allows for amplification of the signal power across the whole C-band (1525–1565 nm). The ever increasing distances over which optical signals are sent, and the increasingly flexible nature of optical networks [1], demand more comprehensive performance monitoring of all the channels than provided by the classical bit-error rate testing, or optical spectrum analyser traces.

Bit error rate measurements on each individual channel to monitor the performance of the network would be too expensive, and unnecessarily complicate the system in any event. Usually, signal monitoring is performed with a simple spectrometer, which measures the average optical spectrum of the WDM signal. Both bit error rate measurements and monitoring with a spectrometer provide insufficient information when it comes to finding out what exactly might be going wrong in the network: is there residual dispersion (chromatic or polarisation), or are nonlinearities adversely affecting the signal quality?

In this section, I look to extend the linear spectrogram technique, as presented in a previous chapter, to simultaneously characterise pulses in different WDM channels. The advantage is that the technique makes it possible to exploit the potential of optical systems for parallel processing, in the same way as the spectrometer does, whilst yielding more information about the pulses, i.e. the phase, and with that interesting temporal information. The idea of using broadband spectrograms based on sampling with a single modulator leads to a very simple and inexpensive, but versatile signal monitoring setup. Because of its simple practical implementation, it could also be a valuable field tool. A practical setup involving only a single modulator, a spectrometer, a clock recovery circuit and an electronic or optical delay unit can be made very compact.

As an alternative for a real, installed fibre network, we implemented a recirculating loop, as will be discussed in Section 5.2.4. Recirculating optical fibre loops are frequently used in labs, to perform initial experiments on new technologies.
The spectrogram method is easily adapted to measure the optical signal after a desired number of round trips in the loop we have constructed, and allows us to investigate the optical signal more deeply than was previously possible. With this, we show that the linear spectrogram measurement method is a valuable lab tool.

5.2.1 Experimental setup

The linear spectrogram acquisition setup is easily adapted so that it can handle WDM signals, see Figure 5.1. The mere insertion of a spectral filter before the photo-detector suffices. This filter selects one particular channel, which is again converted to a synchronised electrical signal. Assuming that the different WDM channels are all synchronised, this single electrical signal can sample all the channels together. Each channel will then relate to an individual intensity feature in the spectrogram.

To create the WDM signal which we used to perform the experiments, we multiplexed an array of continuous wave DFB laser signals together with an arrayed waveguide grating (AWG). Pulses are carved simultaneously using a single modulator: either an overdriven LiNbO$_3$ Mach-Zehnder modulator (see Section 5.3.4), or an electro-absorption modulator. Both options are shown in Figure 5.2.

Both of these sources have their advantages and disadvantages. The Mach-Zehnder modulator results in a low power consumption, but may suffer from pulse distortion. On the other hand, the electro-absorption modulator enables high speed pulse carving, which is necessary for the experiments. The design in Figure 5.2 was chosen, because it provides the best compromise between these two properties.

![Figure 5.1: Linear spectrogram acquisition setup for a WDM signal.](image)

![Figure 5.2: WDM signal source for synchronous 10 GHz pulse carving of $n$ different wavelengths, left with a Mach Zehnder modulator and right with an electro-absorption modulator.](image)
Zehnder modulator is very much less wavelength sensitive across the C-band in terms of insertion loss. However, it is polarisation sensitive, and the polarisation of all channels has to be carefully aligned before the setup can be used. Also, due to wavelength dispersion in the waveguides of this modulator, it becomes impossible to optimise the bias voltage on one of the MZM arms for a wide band (> 10 nm) of wavelengths simultaneously. With a bias optimised for the central channels, minor 5 GHz components can be noticed on the optical signal, when using the setup shown in Figure 5.2, left.

The electro-absorption modulator on the other hand is much less polarisation sensitive (< 1dB), and produces pulses with an exact repetition rate of 10 GHz. However, it has a wavelength dependent insertion loss. The latter problem is overcome though by pre-equalising the powers of the individual CW lasers so that after pulse carving, the channels are all aligned power-wise.

### 5.2.2 WDM spectrograms

Initially, we chose the Mach-Zehnder modulator to do the synchronous pulse carving. Eight CW lasers are selected with an interspacing of 200 GHz (1.6 nm), and individual wavelengths between 1550 and 1560 nm. The 1560 nm channel is then filtered out with a 1 nm optical filter, to provide the electrical driving signal for the sampling EAM in the spectrogram acquisition setup.

Figures 5.3a and b show the measured spectrograms of this WDM signal before and after propagation over 350 m of standard single mode fibre. The effect of the fibre dispersion is immediately observed by comparing the relative positions of the individual channel intensity features. The skew of each of the individual features is also indicative of the chirp on the pulses, however, the balanced MZM creates chirp free pulses, and here, the skew is dominated by the chirp imposed by the EAM sampling itself.

The spectrogram is reconstructed as a whole here (interpolated on a 512 × 512 point grid), delivering a single gating function and a combined spectral field of all the channels together. The individual channels are obtained by mathematically filtering them out from this WDM signal field in the spectral domain. A Fourier transform of these individual fields then gives us the temporal intensity and phase.
Figure 5.3: Experimentally measured spectrograms of an eight wavelength channel (200 GHz spacing), 10 Gbit/s pulse stream before (a) and after (b) propagation through 350 m of SMF28 (The square root of the spectrogram intensity is plotted here to highlight the 40 dB dynamic range of the measurement). (c-f) Shows the intensity and chirp before (dashed line) and after (solid line) propagation, retrieved from the measured spectrograms (only four channels are shown for clarity). The intensity and chirp (circles) from a simulated propagation of the fields before the fibre shows excellent agreement with the directly measured results.

for each channel.

The spectrogram retrieval error is around 0.005 for both measurements and the retrieved spectra agree well with the independently measured spectra. Another consistency check reveals some of the power of this characterisation scheme: Figure 5.3c-f show the intensity and chirp of the 4 individual channels before and after propagation over the short amount of fibre. The circles represent the intensity and chirp of the pulses obtained from a simulated propagation, using the NLSE split-step method [2], of the retrieved fields before transmission. There is almost perfect overlap with the measurement data.

The information obtained from these spectrograms is thus very valuable. Not only do we get the individual pulse characteristics, we also get the relative timing between the various channels. The information can be used to perform propagation simulations, or to fine-tune various parameters in the system, such as amplifier or equaliser levels and tunable dispersion compensator settings.

As will be shown further in this chapter (Section 5.3.3), it is also possible to
perform the measurement on PRBS (pseudo random bit sequence) modulated signals, where the average phase and intensity of the pulses will be characterised.

5.2.3 Limiting factors

There are a number drawbacks to this characterisation system though. First of all, the channels have to be synchronised, otherwise the intensity feature of the unsynchronised channel will be smeared out across the full period of the spectrogram. At the end of the 1990’s, there has been great interest in synchronously modulated WDM systems. The cost of regeneration of all the signals is considerably reduced when the all the channels can be processed simultaneously [3, 4, 5, 6]. In a review of WDM technology and applications, Keiser mentioned in 1999 that an issue that still needed to be resolved is the monitoring, to assure that the pulses (solitons in this case) are propagating properly [7]. The WDM characterisation technique presented here is fully compatible with these WDM soliton systems, and would yield the most complete information regarding the WDM signal and the regeneration performance.

Secondly, not only is the insertion loss of the sampling EAM wavelength dependent, the gating duration also changes with wavelength, as is shown in Figure 5.4. The wavelength dependent insertion loss is readily accounted for by renormalising the spectrogram using the independently measured insertion loss. The wavelength dependent duration of the gating function means essentially that the spectrogram needs to be split up before mathematical reconstruction when the gating function becomes too different for the lowest and highest wavelength channel. The difference in deconvolution results is shown Figure 5.5. Here, the dashed red curve is

**Figure 5.4:** Corning EAM-P n.MV2276A12.20 insertion loss (full line, $V_{pp} = V_{bias} = 0\, V$) and gate duration (dashed, $V_{pp} = 5\, V$, $V_{bias} = 2.8\, V$, at 10 GHz) measured as a function of the wavelength.
the intensity of a pulse filtered out from the total deconvolved WDM field (with a span of around 10 nm), whilst the black curve is the intensity profile retrieved from the mathematically reduced spectrogram. Thus, when the spectrogram is not broken up into individual spectrograms for each channel, the intensity for the retrieved pulse field is distorted by the single gating function retrieved for the whole spectrogram.

![Temporal intensity for a single pulse](image)

**Figure 5.5:** Temporal intensity for a single pulse, retrieved from mathematically filtering the total field retrieved from the complete spectrogram (dashed red), compared with the intensity retrieved from the individual spectrogram slice for the respective channel (black).

This is certainly not a disadvantage though, as in fact, there are less calculations needed to reconstruct several individual spectrograms (32×32 points) compared to a single big one (512×512 points). The relative timing information between the channels can still be obtained from the spectrogram immediately, as illustrated in the next section.

Last, but not least, there should not be any spectral overlap between the channels after they have been sampled with the EAM. If there is a spectral overlap, the reconstruction algorithm will link the phase of the individual channels, assuming that they are coherent. This will result in incorrect intensity and phase information, much in the same way as the sidemodes in the gain switched laser measurements, see Section 3.2. Note that even when the original WDM signal field has spectrally separated channels, they can still become spectrally overlapping when they have been modulated by the sampling EAM.

### 5.2.4 Recirculating loop

During the course of my Ph.D., I have helped to construct another useful building block for performing transmission experiments. With a limited amount of fibre in
a laboratory, it is possible to mimic long-haul optical transmission links by recirculating the optical signal in a loop configuration. The schematic of the loop I have built is shown in Figure 5.6. The idea is that with correct timing settings on the acousto-optic modulators, the light inside the fibre can be circulated around the loop a predetermined number of times. The exact timing is dependent on the speed of the light in the fibre, the total length of the loop and the desired number of round trips of the optical signal.

The loop configuration for the experiments below consists of two spools of 50 km of SSMF, compensated in the middle by a fibre dispersion compensating module. This module is designed to compensate both second and third order dispersion for 100 km of standard single mode fibre (SSMF). The optical signal is amplified before being launched into both 50 km spools of fibre.

In Figures 5.7 and 5.8, I show that the multi-wavelength sampling technique is applicable to recirculating loop experiments, and that the technique reveals the residual third order dispersion properties of a fibre link. The figures show respectively the spectrograms for 10 synchronously EAM-carved WDM channels after zero, one and two circulations in the loop. These spectrograms were then broken into individual $64 \times 64$ point spectrograms for each channel before they were mathematically reconstructed. The retrieved pulse intensities and phases are shown in the middle and right graphs of Figures 5.7 and 5.8 respectively. The optical power per channel going into the sampling EAM for these measurements was around $-7 \, dBm$ (total optical signal power of 3 dBm). This was chosen to maximise the signal to noise ratio on the spectrum analyser, whilst not exceeding the maximum nominal input power to the EAM ($5 dBm$). With a more sensitive spectrometer, the required power level of the optical signal can be reduced.
What becomes clear as the number of circulations increases, is the distinct curvature of the arrival time as a function of the central wavelength of the individual pulses. This is due to the residual third order dispersion of the fibre span. This residual dispersion has also been measured independently with a group delay measurement setup [8]. The result is shown as the blue curve on the spectrogram after a single loop, and is simply multiplied by two to obtain the group velocity dispersion after two circulations. Both match the arrival time of the individual pulses as seen on the spectrogram.

The retrieved intensity information after transmission shows some modulation, and the generation of low level ghost pulses (as indicated by the arrows), where the intensity was zero before transmission. These artefacts are attributed to four wave mixing interactions between the different channels during propagation in the fibre, a known deleterious effect in WDM systems with equidistant channel spacings. This is evidenced by the creation of ghost channels at wavelengths 200 GHz below and above the range of the 10 WDM channels, as indicated in Figure 5.9.
Figure 5.8: (left): Measured spectrogram of 10 EAM-carved WDM channels after one and two circulations in the loop (top and bottom). The blue line represents the independently measured group velocity dispersion of the loop (multiplied by two for the lower figure). (middle and right): retrieved temporal intensity and phase for each wavelength channel respectively. The arrows in the intensity plots indicate the evidence for ghost pulses.
Figure 5.9: The spectrum of 10 synchronously EAM-modulated signals, after two round trips in the recirculating loop, shown in Figure 5.6. The circles indicate the emergence of signals generated through four wave mixing.

With this, I have first of all demonstrated the possibility of using linear spectrograms to characterise an array of synchronised WDM signals. The optical bandwidth over which these measurements can be made is dependent on the sampling modulator properties, especially the wavelength dependent insertion loss in the case that this is an electro-absorption modulator.

Secondly, I have successfully demonstrated the applicability of the characterisation method to characterise pulses in a recirculating loop setup. The ‘gated measurement input’ option of the Advantest Q8384 optical spectrum analyser provides the capability to measure the spectrum of an optical signal, only for a specified time interval. I used this function to synchronise the measurement of the spectral slices in the spectrograms to the timing setup of the recirculating loop. Note that the time to acquire a full spectrogram after a recirculating loop is proportional to the total number of round trips in the loop. However, this does not impose a limit immediately in terms of timing stability, as the characterisation setup is self-referenced. More detrimental would be the effect of changing the dispersion properties of the loop during the acquisition time, for example due to a change in temperature. With measurement times of less than 10 minutes for the spectrograms shown here, we have not noticed such effects.
5.3 Novel modulation formats for high bit-rate transmission

Currently installed transmission links can efficiently be upgraded in terms of capacity by increasing the bit rate of the individual WDM channels. However, nonlinear effects such as intra-channel cross phase modulation and intra-channel four wave mixing can have significant detrimental effects on pulses at repetition rates of 40 Gbit/s and beyond. With novel modulation formats, one tries to mitigate the effects of these nonlinearities. In this section, I will focus on some of these formats, and investigate the precise phase and intensity profiles of various pulses that are good candidates to overcome nonlinear distortion.

Because lithium niobate (LiNbO$_3$) modulators are well understood, and mathematically well behaved and versatile devices [9, 10], they have become indispensable optical tools in high speed optical transmission. In this section I will start by introducing phase modulators, and how they can be used to implement an interesting pulse modulation format, named alternating phase return to zero (APRZ). The pulses generated with this implementation are then characterised with the linear spectrogram technique.

A more compact way of generating APRZ pulses is then introduced. A single, dual-drive Mach-Zehnder modulator is used to generate various APRZ waveforms. We have used the linear spectrogram method again to characterise these pulses, and tested the performance of the technique after transmission of these 40 Gbit/s pulses over an installed fibre network.

All the experimental data in this section has been acquired during two periods of joint experiments, where I took the pulse characterisation setup to the Optical Systems and Networks Laboratory at Acreo in Kista, Sweden. One of the main research topics at this well-equipped lab is to investigate how existing networks can be upgraded to higher capacities, by using novel modulation formats for example. The European Network of Excellence, e-Photon/ONe, has made this collaboration possible.

5.3.1 LiNbO$_3$ phase modulators

Due to its relatively low optical loss and high electro-optic effect, LiNbO$_3$ is an ideal material for implementing phase modulators. The refractive index of the
material changes when an electrical field is applied. This in turn changes the phase of the optical signal travelling through the lithium niobate. The electrical voltage needed to achieve a certain phase shift at a given electrical frequency can for example be characterised in the following way. The phase of a continuous wave optical signal is modulated sinusoidally:

\[ e_{\text{out}} = A \cos(\omega t - \delta \sin \omega_m t), \quad (5.1) \]

where \( A \) is the amplitude of the optical carrier at frequency \( \omega \), and \( \omega_m \) is the frequency of the phase modulation. \( \delta \) is the modulation index. Using the following Bessel function identities:

\[
\begin{align*}
\cos(\delta \sin \omega_m t) &= J_0(\delta) + 2J_2(\delta) \cos 2\omega_m t + 2J_4(\delta) \cos 4\omega_m t + \ldots \\
\sin(\delta \sin \omega_m t) &= 2J_1(\delta) \sin \omega_m t + 2J_3(\delta) \sin 3\omega_m t + \ldots 
\end{align*}
\]

we can rewrite equation 5.1 as:

\[
e_{\text{out}} = A \left[ J_0(\delta) \cos \omega t + J_1(\delta) \cos(\omega + \omega_m) t - J_1(\delta) \cos(\omega - \omega_m) t + J_2(\delta) \cos(\omega + 2\omega_m) t - J_2(\delta) \cos(\omega - 2\omega_m) t + \ldots \right] \\
\]

We can easily measure the ratio \( J_1(V)/J_0(V) \) (the power ratio between the carrier spectral line and either one of the neighbouring spectral lines at a frequency offset of \( \omega_m \)) as a function of the driving voltage. With this, we can determine the modulation index \( \delta \) as a function of the driving voltage by fitting \( J_1(\delta)/J_0(\delta) \) to the measured data. The electrical voltage needed to induce a \( \pi \) phase shift in current LiNbO\(_3\) phase modulators is around 6 V.

In the next section, we use a phase modulator to implement a supplementary phase modulation onto return-to-zero pulses in a flexible way. After an introduction of the pulse format, I will use the linear spectrogram method to fully characterise this interesting format, and also to characterise the phase modulator in a direct way.

### 5.3.2 Alternating phase, return to zero

The alternating phase, return to zero format consists of RZ pulses for which the phase ideally alternates between two given values. The phase difference between
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two consecutive RZ pulses, $\Delta \phi$, is a variable parameter of the format.

In a more general, and flexible way, APRZ pulses are in fact normal RZ pulses whose relative phase has been modulated with a phase modulator. Usually however, the pulses can only be phase modulated with a sinusoid at high repetition rates, because of the limiting bandwidth of electronics. This means that the pulses automatically become chirped, in an approximately linear way (assuming fairly short duty cycles): the sinusoid can be approximated locally as a parabolic curve, which leads to a linear chirp.

Figure 5.10 shows the experimental implementation we used to generate APRZ pulses initially, and Figure 5.11 summarises the possibilities of APRZ pulses generated with this setup.

Figure 5.10: The APRZ transmitter including 40 Gbit/s data modulation. 40 Gbit/s pulses are carved from a CW laser signal with an EAM, and then phase modulated (PM) separately.

Figure 5.11: The APRZ modulation format using a separate phase modulator (as shown in Figure 5.10): intensity profile (top), and phase profile (bottom).

Another parameter that can be adjusted in this case is the time delay $\Delta \tau$ between the phase modulator and the maximum intensities of the pulses.

Our partners in the e-Photon/ONe project at Acreo have been thoroughly investigating the benefits of the alternating phase, return to zero format, and it has been very interesting to apply the linear spectrogram technique to this modulation format. Their research has revealed that the format possesses particular properties that make it robust against nonlinearities – in particular intrachannel four wave mixing – and dispersion [11, 12]. They have shown that it is the exact amplitude
of the phase modulation that makes all the difference. However, until now, there has been no direct way of assessing this phase difference, making an accurate interpretation of experimental results quite difficult.

I have shown one possible way of characterising a phase modulator, by calculating the phase modulation from a series of spectral measurements in a previous section, however it is a cumbersome method, and not really practical as this has to be done in a stand-alone experiment. Also, this method is not applicable anymore when the pulses are generated with a MZM (see Section 5.3.4), which automatically induces the phase modulation.

5.3.3 Experiments and results

5.3.3.1 Experimental setup

I started by adapting the linear spectrogram technique to suit this advanced modulation format. The actual physical period of APRZ pulses spans over two consecutive pulses. In the case of optical pulses with a repetition rate of 40 GHz, this corresponds to $2 \times 25 $ ps. Consequently, we have to scan over 50 ps to get a full spectrogram. In order to keep the spectrogram simple enough to allow for a straightforward deconvolution, the gating function should be a single pulse with a repetition rate of 20 GHz. Double pulses are notoriously difficult to correctly deconvolve from an SHG-FROG spectrogram, and similar difficulties would affect a deconvolution of a cross-correlation spectrogram between two double pulse sequences. Moreover, the option of using an electrical clock recovery unit which generated a sinusoidal 20 GHz electrical signal from a 40 Gbit/s data modulated sequence proved to be very convenient in the characterisation setup, which is shown in Figure 5.12.

![Diagram](attachment:figure5.12.png)

**Figure 5.12:** Self referenced linear spectrogram acquisition setup, suitable for 40 Gbit/s APRZ pulses. The clock recovery unit (CLK) generates a 20 GHz sinusoidal signal synchronised to a data modulated 40 Gbit/s pulse stream.
At the same time though, this means that we have to modulate the pulses with 40 Gbit/s data, as otherwise, the clock recovery unit cannot synchronise its electrical output with the input signal. By doing this, we were able to show that the spectrogram technique still works very well even when the pulses were data modulated with a pseudo random bit sequence (PRBS). Because the method is multi-shot and involves spectrally resolving the gated optical signal, only the average waveform of the pulses can be characterised. This means indeed that pattern dependent aberrations will not show up in the retrieved information. The spectrogram technique thus also acquires the long-time averaged optical signal, in the same way as an optical spectrum analyser measurement, but gives the added information of the average phase of the pulses. This means that we can translate the information immediately to the time domain, and deduce interesting temporal information for the pulses.

5.3.3.2 Results

Using the transmitter and characterisation setups shown in Figures 5.10 and 5.12 respectively, we started by measuring the EAM carved pulses first without any phase modulation, and later for a series of different phase modulation amplitudes. The measured and reconstructed spectrograms are shown in Figure 5.13 for $\Delta\tau = 0$ ps and an electrical driving voltage of $5.4 \, V_{pp}$ on the phase modulator. Both the chirp of the gating function and the chirp of the measured pulses contribute to the shape of the intensity features in the spectrogram. The intrinsic chirp of the gating EAM will then either enhance or serve to reduce the chirp on the pulses, because of their respective opposite chirp slopes.

The intensity and phase retrieved from these spectrograms are shown as the crosses in Figure 5.14. For comparison, the independently measured intensity trace (for which we briefly switched the data modulation off) measured with a commercial optical sampling oscilloscope is overlapped with the retrieved intensity information. The agreement is excellent. It has been the first time that we were able to compare the results temporally with an independent measurement – electrical sampling oscilloscope traces do not suffice: they do not provide enough bandwidth. To find such good agreement by merely normalising both traces and overlapping them, is very pleasing. Also spectrally, there is very good agreement with the...
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Figure 5.13: Measured and reconstructed spectrograms for EAM-carved pulses without APRZ phase modulation.

Figure 5.14: EAM-carved pulses, intensity and phase profiles. The phase plot also shows the phase of APRZ modulated pulses, and the phase modulator function, obtained by subtracting the phase of unmodulated pulses from modulated pulses.
Figure 5.15: Independently measured spectrum (full line) of data-modulated EAM-carved pulses (without APRZ modulation), compared with the spectrum retrieved from the spectrogram ($\times$) (shown in Figure 5.13). The retrieved data clearly show a signal with a 40 GHz repetition rate, hence the low level of the data points at $(2n + 1) \times 20\text{GHz}$ from the carrier.

spectrum measured on a spectrum analyser, as shown in Figure 5.15 for EAM-carved pulses without alternating phase modulation, a consistency check which has already been shown in earlier chapters.

We can clearly see a distinct temporal phase profile which is not exactly sinusoidal. This is due to the chirp on the EAM-carved pulses because of the change in the refractive index when the absorption spectrum changes (see Section 3.3). The phase profile of these non-phase modulated pulses is shown as the circles in the same figure. It is only a simple calculation to subtract the phase profile of the original pulses from the phase profile of the APRZ pulses. The result is the near perfect sinusoidal line in the figure. With this, we have in fact directly characterised the phase modulating properties of the LiNbO$_3$ phase modulator.

Even though the collaboration time span was limited to a very short 9 days, we were able to acquire a whole series of interesting spectrograms. This made it possible to combine the information gained from these measurements into a summarising plot for the phase modulator, which is shown in Figure 5.16. With this, we determined the exact phase modulation amplitude as a function of the driving voltage, which is as expected linear.

**Phase modulation offset**  When $\Delta\tau$ (as in Figure 5.11) is close to half the bit slot duration, so that the intensity peak of each pulse experiences a linear phase change, the pulses are alternately shifted in frequency: positively where $d\phi/dt > 0$ and negatively where $d\phi/dt < 0$. This can already be clearly observed in the
Figure 5.16: The phase amplitude as a function of the electrical peak-to-peak driving voltage.

spectrogram, as shown for $\Delta \tau = 15\,\text{ps}$ in Figure 5.17. The intensity features show a different central wavelength for two neighbouring pulses. The retrieved intensity and phase information is shown in Figure 5.18.

Figure 5.17: Measured (left) and reconstructed (right) spectrograms of phase modulated EAM-carved pulses where $\Delta \tau = 15\,\text{ps}$ (see Figure 5.11).

5.3.3.3 Short pulses

We then further extended our data set, and acquired spectrograms of ultrashort pulses generated with a harmonically, actively mode locked ring laser (Calmar-Optcom PSL-40), both with and without APRZ modulation. This 40 GHz short pulse source is tunable in wavelength; we chose to work at 1560 nm, because that is where the sampling EAM is working optimally (lowest insertion loss and good
extinction ratio). This source also has three different working regimes which deliver slightly different pulse durations: 1.3, 2.2 and 3 ps.

In order to accommodate the increased bandwidth of these pulses, the spectrograms are now interpolated onto 128×128 point grids. This immediately corresponds to an increased temporal resolution, which is necessary to correctly retrieve the waveform information: less temporal resolution would mean that the Nyquist limit is no longer satisfied.

Figure 5.18: Intensity and phase retrieved from the spectrogram shown in Figure 5.17. The pulses have alternating linear phase slopes, corresponding to separated central wavelengths.

Figure 5.19: Retrieved intensity and phase information for 1.3 ps Calmar-PSL40 ring laser pulses without external phase modulation. The optical sampling oscilloscope trace is the blue line.
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Figure 5.20: Detail of the intensity profile of the 1.3 ps pulses shown in Figure 5.19.

Figure 5.21: Retrieved intensity and phase information for 2 ps Calmar-PSL40 ring laser pulses, with 0.6π APRZ modulation. The optical sampling oscilloscope trace is the blue line.

The retrieved intensity and phase for the 1.3 ps pulses (without phase modulation), measured over a span of 50 ps is shown in Figure 5.19. There is very good agreement again with the optical sampling oscilloscope trace. However, looking more closely at the intensity retrieved from the spectrogram, compared to the intensity measured with an optical sampling oscilloscope, in Figure 5.20, we see that there is a discrepancy: the optical sampling oscilloscope, with a resolution of about 1 ps, is unable to accurately resolve an optical pulse of the order of 1 ps, contrary to the spectrographic technique.

The phase of the waveform is undefined where there is no pulse intensity, and varies randomly between π and −π. This makes it impossible to derive the same sinusoidal phase modulator profile from the retrieved pulse information in these cases. Figures 5.21 and 5.22 show the retrieved temporal information for the ring
Optical filtering  
Wei et al. showed with the same spectrogram technique that nearly chirp free, alternating phase pulses can be obtained through spectral filtering of the sinusoidally phase modulated pulses with an optical filter [13]. Just before these results were presented at the Optical Fiber Conference in Anaheim, 2005, we were performing very similar measurements. For real transmission systems at data rates of 40 Gbit/s, the ultrashort pulses shown in Figures 5.19–5.22 take up too much bandwidth. Consequently, we filtered the 2.2 ps pulses (similar to those shown in Figure 5.21, but with a larger $\Delta \phi$) using an arrayed waveguide grating with a channel bandwidth of 75 GHz. The results are shown in Figure 5.23.

The APRZ pulses have now got very steep phase shifts between them, corresponding to the findings of Wei et al. The pulses are slightly chirped still, but in the same way for every pulse. This is due to SPM affecting these ultrashort pulses in the short amount of fibre between the amplification and the optical filtering. The alternating chirp induced by the phase modulator has been taken away by the filtering.
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5.3.4 LiNbO$_3$ Mach Zehnder Modulator Carved Pulses

Because the first period of joint experiments had got us a wealth of interesting data, we decided to follow up on these experiments, and further extend the data set. During my second visit to the Optical Systems and Networks lab at Acreo, we used the transmitter implementation shown in Figure 5.26. This removes the need to do separate pulse generation or carving, and produces narrower bandwidth pulses.

In principle, the two arms in the MZM work in the same way as the phase modulator in the section above. On recombination of the outputs of the two arms, the optical signals interfere constructively or destructively, depending on their relative phase difference. A simplified schematic of a dual-drive MZM is shown in Figure 5.24.

![Schematic diagram of a Mach-Zehnder modulator.](image)

Recently, the dual-drive modulators have been gaining a lot of attention because of the fact that they can generate both chirped and chirp free pulses [14]. Assuming
the input optical field to the modulator is a CW signal $E_0$, the optical field at the output of the modulator is given by:

$$E(t) = \frac{E_0}{2} \left\{ \exp \left[ \frac{i\pi U_1(t)}{V_{\pi}} \right] + \exp \left[ \frac{i\pi U_2(t)}{V_{\pi}} \right] \right\}$$

in case of perfect extinction (corresponding with perfect splitting and combining of the optical signals in the interferometer). $\phi$ is the relative optical phase between the contributions of both arms in absence of RF driving signal ($U_1(t) = U_2(t) = 0$).

Equation 5.5b tells us that the phase modulation induced by a dual-drive MZM is determined by the sum $U_1(t) + U_2(t)$ of the two driving signals, whilst the intensity modulation is dependent on the difference $U_1(t) - U_2(t)$ of the driving signals. For example, by choosing the driving signals so that $U_1(t) = -U_2(t)$, chirp free pulses will be created. Single-drive modulators usually build on this principle by placing the active electrode in between the two arms, so that both arms are automatically modulated anti-symmetrically [15].

With a maximum voltage difference between the two sinusoidal driving signals equaling $2V_{\pi}$, it is possible to create pulses with a repetition rate of twice the frequency of the driving signals. In this case, one can choose between either 33% or 67% duty cycle pulses. These operation regimes of the modulator can be understood intuitively by studying the transfer characteristic, shown in Figure 5.25. The $V_{pp}$ driving voltage and bias are marked by line segments and their respective centre markers for three different modulation regimes: 50% RZ, 33% RZ and 67% carrier suppressed return to zero (CSRZ). Note that for the latter two, two pulses are generated in every period of the driving signal.

![Image of Figure 5.25: Intensity transfer characteristic of a MZM.](image-url)
The MZM is thus particularly interesting because of the fact that it provides possibilities to create waveforms with interesting phase and intensity properties, and also because it can generate higher (2×) repetition rate pulses than the driving electronics would otherwise permit.

In the rest of this section, we use the pulse generation setup shown in Figure 5.26 to generate a range of different APRZ pulses, including CSRZ: carrier suppressed return to zero, where the phase modulation amplitude $\Delta \phi$ is $\pi$.

5.3.4.1 Without data modulation

I was given the opportunity to measure some pulses that were not data modulated, whilst the setup for the data transmission experiment described in Section 5.3.4.3 was still being built. This meant that the characterisation setup needed to be changed again, as the clock recovery unit does not work without data modulation on the pulses. Consequently, I did not use the motorised and programmed optical delay stage, but an RF delay, which was manually tuned for every step of the delay.

Even though it is impossible to reach the same temporal accuracy as with the motorised delay stage, the spectrograms acquired in this rather slow manner still
turned out to be very useful. The adapted setup is shown in Figure 5.27. Note that it is only possible to use this implementation directly after the pulse generation, when the pulses are still nicely synchronised to the RF synthesiser. The retrieved pulse information for $0.6\pi$ APRZ pulses (i.e. there is a phase difference of $0.6\pi$ between the centres of two consecutive pulses) is shown in Figure 5.28. It comes as no surprise that the agreement with independently measured intensity traces is again very good in this case. The spectrograms shown further in this section are again taken with the setup shown in Figure 5.12, and with PRBS data modulated pulses.

![Figure 5.28: Intensity and phase of APRZ modulated pulses without data modulation pulses, acquired with the manual setup shown in Figure 5.27.](image)

5.3.4.2 Gating function width

Initially this time, I scanned a few spectrograms of CSRZ pulses, and adjusted the bias voltage on the sampling EAM. The duration of the sampling window becomes longer when the bias voltage is set to lower values. Figure 5.30 shows the duration of the sampling window (FWHM) as a function of the bias voltage, and Figure 5.31 shows how the gating window evolves depending on the bias. For all these settings, there were no problems to reconstruct the spectrograms. However, the best bias setting was found to be around $-3.4$ V, because of the better extinction ratio obtained. This results in a better contrast in the spectrogram, which in turn means a faster convergence to the correct solution in the pulse
The phase profiles are almost exactly the same for the four different settings, however, the retrieved intensities are slightly different. In a similar way as the bootstrap method [16] gives an idea about the error margin of FROG retrievals, the curves shown here also give a good idea about the error margin, due to noise on the spectrogram. This is in fact still an overestimation of the error on the retrieved pulse information, as in this case, the gating function is changed slightly every
time, which affects the spectrogram.

5.3.4.3 Transmission over a short fibre link

To investigate the potential of this pulse characterisation method to be used more generally as a new way of pulse monitoring, we first transmitted the pulses over a short fibre link in the laboratory. The schematic of the fibre link is shown in Figure 5.32. The dispersion of the 100 km of standard single mode fibre (1700 ps/nm) is compensated by both a length of dispersion compensating fibre (-1200 ps/nm) and a tunable dispersion compensating fibre Bragg grating (Teraxion, tunable from -300 to -700 ps/nm).
The retrieved pulse information before and after transmission, with different settings of the TDC, is shown in Figure 5.33. There is a clear evolution from undercompensation (-310 ps/nm): the phase is curved upwards, corresponding to downchirp; to almost perfect compensation (-315 ps/nm): the phase is virtually exactly the same as the phase of the input pulses; and finally overcompensation (-328 ps/nm), where the phase for the individual pulses is curved downwards, corresponding to upchirp.

According to Forzati et al., there is a negative power penalty in CSRZ systems when there is either a residual dispersion, or overcompensation of the signal of about ±15 ps/nm [17]. This effect is clear when one considers the shape of the intensity profile of the pulses. Perfectly compensated pulses have a flat top, they look more rectangular. When the pulses acquire about 15 ps/nm dispersion, they develop into shorter pulses. With the same average power in the signal, the pulses now have a higher peak intensity, allowing for an easier discrimination between ones and zeroes at the receiver side of the system.

On the other side, the CSRZ format is not as robust against intrachannel four wave mixing effects, compared to the π/2 APRZ format. With a such a versatile pulse source as the one shown in Figure 5.26, which can be adjusted easily to generate pulses with an arbitrary phase shift, it is a great advantage to know what the exact phase difference is. A real-time implementation of the pulse characterisation technique would make it possible to dynamically fine tune the settings of the tunable dispersion compensator and the parameters of the transmitter. A feedback system could then automatically minimise the error rate without actually having to perform expensive bit error rate measurements.

**Transmission over 540 km of installed fibre**  
Even though the performance of the linear spectrogram method to monitor optical signals after a short link already indicates its potential, the real test is to check whether it still performs well after transmission in an actual system. The Swedish National Testbed, managed by Acreo, gave us the possibility to undertake these tests. The schematic of the installed fibre link over which we transmitted and then characterised the pulses is shown in Figure 5.34. It is a double pair of optical standard single mode fibre, in places amplified and compensated with dispersion compensating fibre. The available link is in fact even longer than shown here, however, we decided to loop back in Gävle because it was still convenient to go and change the connections, whilst
**Figure 5.33:** Different settings of the tunable dispersion compensator are monitored.
ensuring that the total of 540 km of SSMF would give a sufficient test for a 40 Gbit/s system.

The eye diagram measured with the optical sampling oscilloscope was severely closed after the transmission of the pulses over this link, and we failed to reach error-free operation: the bit error rate after transmission was about $10^{-6}$ for the CSRZ pulses and $10^{-4}$ for the APRZ pulses. Also, the spectrograms acquired were much noisier. Still, after minimal mathematical processing, the spectrograms were accurately reconstructed (spectrogram error of 0.01 or less). The retrieved intensity and phase profiles are shown in Figure 5.35 for CSRZ pulses, and in Figure 5.36 for $\pi/2$ APRZ. In each case we tried different settings on the dispersion compensator, which is again reflected in the phase profiles.

There is still reasonable agreement between the average pulse intensity retrieved from the spectrogram and the eye diagrams, although we cannot ‘normalise’ the eye diagram, so a best fitting scaling is used here. In the case of the APRZ pulses (Figure 5.36), we were performing the measurements rather far away from the zero residual dispersion point (achieved with a tunable dispersion setting of around $-450 \text{ ps/nm}$), because we were able to obtain a slightly better bit error rate performance there. Mathematical simulations have shown that the phase of APRZ pulses indeed returns to an upward curve (deceivingly indicating undercompensated dispersion) when they are in fact strongly overcompensated.
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Figure 5.35: Measured phase and intensity profiles of CSRZ pulses before (left) and after transmission over the installed fibre link with different TDC parameters: -455 ps/nm (middle) and -465 ps/nm (right). The small circles are the eye diagrams measured with an optical sampling oscilloscope.

Figure 5.36: Measured phase and intensity profiles of \(\pi/3\) APRZ pulses before (left) and after transmission over the installed fibre link with different TDC parameters: -495 ps/nm (middle) and -505 ps/nm (right). The small circles are the eye diagrams measured with an optical sampling oscilloscope.
5.4 Conclusions

In this chapter, I have demonstrated that the linear spectrograms can immediately be applied to high capacity systems. First of all, a wavelength division multiplexing setup was created to generate an array of channels with synchronised pulses. Measuring the spectrogram before and after propagation over a short length of optical fibre produced results that agree very well with numerical simulations. The relative timing information between the pulses in the various channels gained by these measurements is relevant for example to the regeneration schemes developed for synchronous WDM systems.

When the total range of the measured spectrogram is further increased however, problems related to the bandwidth of the gating modulator start to emerge. It turns out that when the spectrogram is deconvolved as a whole, the retrieved pulse information is incorrect, because the gating function of the modulator is assumed constant for all wavelengths, which is not the case. It is necessary to split up the spectrogram into its individual channels. This will at the same time reduce the computational time needed to reconstruct the fields of the individual pulses.

By propagating the WDM signal over a recirculating loop, two more interesting effects were noted. The residual third order dispersion was clearly observed as the temporal walk-off between the channels after one and two circulations in the loop. This was confirmed by the independently measured total dispersion of the fibre span. Also, four wave mixing affected the pulse shape during the propagation in the recirculating loop, observed as a slight modulation on the pulses, and the creation of low level ghost pulses. This was evidenced by the spectrum after propagation, where there are clear signs of signal components created at new wavelengths.

It is anticipated that with adequate development of modulator technology, it should be possible to use this scheme as a pulse monitoring tool that can scan the whole C-band for example, at a very low cost.

In the second part of this chapter, extensive measurements on a system with a bit rate of 40 Gbit/s show the merits of this cost effective pulse measurement setup. The new APRZ pulse modulation format, which has promising robustness against nonlinear and dispersive effects in the fibre, was accurately characterised. The intensity profiles agree extremely well with state-of-the-art optical sampling oscilloscope measurements, and the phase modulation function, calculated from the retrieved pulse information shows the expected sinusoidal shape. It is shown
that even with PRBS data modulation on the pulses, the technique performs well. Also very short pulses are accurately characterised. The resolution even surpasses the resolution of the optical sampling oscilloscope that we used, as becomes noticeable for the shortest fibre ring laser pulses.

Finally, the measurements performed on the dual-drive modulator, implementing the APRZ format in a compact yet flexible manner, were again very satisfying. The evolution of the phase profile of the pulses shows a clear development depending on the exact settings of the tunable dispersion compensator. We demonstrated this after a short link in the lab, as well as after transmission over an installed fibre link.

Combining the results of both sections in this chapter, we can conclude that the linear spectrogram characterisation method is a good candidate to become a versatile monitoring tool. Spectrograms deliver much more information than simple spectrum analyser traces, whilst adding only a minimal amount of equipment to the monitoring setup.
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Chapter 6

Conclusions and thoughts for future directions

Throughout this thesis, the linear spectrogram method has been successfully applied to characterise a wide variety of optical waveforms. It was found that this method outperforms the commercial SHG-FROG apparatus in our lab, as shown in particular in Section 2.6. Even though more advanced FROG devices are already available, the linear spectrogram method offers a few unique advantages. The fact that the method is not based on nonlinear effects makes it a much more sensitive technique, and has been proven to be very suitable to characterise for example the very long waveforms used in OCDMA experiments (Section 4.5). The easy practical implementation using readily available electro-absorption modulators also requires no sensitive alignment of free space optics. Furthermore, the flexibility of the self-referenced setup, using an optical delay stage followed by a photo-diode, is tremendous. Even though a much faster implementation is possible with an RF-phase shifter instead, it would not be suitable for example to characterise the 400 ps long OCDMA codes – assuming a 10 GHz, 360° RF phase shifter.

However, a faster implementation of this system, now limited by the speed of the translation stage and the data transfer rate from the OSA to the computer, would definitely be desirable. If one can acquire the spectrograms faster, the requirement on the stability of the waveform under test is reduced. This would certainly be a benefit in the case of the Pritel fibre ring laser, which often shows discrete phase instabilities every few seconds of operation. A real-time implementation would
furthermore be handy when tuning pulse shaping fibre Bragg gratings to the central wavelength of the input pulse, or optimising a pulse source such as the APRZ transmitter shown in Section 5.3.4.

**Gain switching**

The complete characterisation of the pulses generated by gain switching a semiconductor laser diode has led to a better understanding of the seeding process needed to reduce the timing jitter on the pulses. A fibre Bragg grating was designed to compensate the chirp of these pulses, and when accompanied with adequate spectral intensity filtering, it should be possible to make a compact, robust and stable pulse source. Measuring the final result obtained by these gratings would be exciting both from a gratings fabrication viewpoint, as well as a pulse characterisation viewpoint.

An investigation into self-seeding the 1060 nm laser diode with a narrow grating is already under way. This should lead to a reduction of the spectral intensity ripple previously noticed on the self-seeded pulses, as the behaviour of an external CW laser source as a seed is mimicked.

**Modulators for gating**

Even though electro-absorption modulators perform very well for the characterisation of the majority of the pulses examined in this thesis, their wavelength dependent characteristics limit their applicability, as shown in Sections 4.4.3 and 5.2.3. The collaboration with Alcatel-Thales, in which we were able to test some state-of-the-art EAMs has already delivered an EAM with a higher optical bandwidth. The trade-off between a wavelength dependency of the transfer characteristic and the steepness of it can be further exploited to achieve even higher bandwidth devices. Results in this thesis, showing that pulses as short as 1.3 ps are accurately characterised with a gating window of > 30 ps mean that it is not necessary to have a very steep transfer characteristic to measure ultrashort pulses. Furthermore, close interaction between the fabrication and characterisation of the devices could lead to a great improvement in the chirp characteristics of the EAMs.
Fibre Bragg gratings

I believe this characterisation method can strongly impact the design and fabrication of fibre Bragg gratings for various purposes. First of all, the complete information gained from the measurements provides the ideal starting point to design gratings that will filter out particular pulse shapes. The accuracy of the fabricated grating can then also easily be tested by measuring the resulting pulse shaping.

The natural continuation of the work related to the OCDMA gratings, presented in Section 4.5 is to further extend the code length, to for example 64 chips. At least in the case where the chip duration is reduced accordingly (to 6.5 ps), the resolution of the OSA should be sufficient to deliver correctly sampled spectrograms. However, with a higher resolution spectrum analyser, such as the one used in the APEX complex spectrum analyser, the linear spectrogram method is easily scaled to suit waveform durations of the order of nanoseconds.

Work leading to a 16-chip temperature tunable OCDMA codes is already in an advanced stage. It will be very interesting to see how well the multiple phase shifts are defined in these gratings.

Higher capacity systems

As WDM systems with individual channel rates of 40 Gbit/s are being brought to market, it will no doubt be interesting to see if the multi-channel line monitoring tool, investigated in Section 5.2, could be made commercially viable. Spectrographic measurements become easier as the repetition rate increases, because of the decreased demand on spectral resolution. The rapid rate at which advanced pulse modulation formats are gaining attention to further increase the capacity of transmission systems opens further interesting opportunities. Modulation formats such as DPSK, VSB and AMI can all to a certain extent be examined with this linear spectrogram method, for example with a fixed, repetitive 8-bit sequence. Numerical simulations where the merits of these respective modulation formats are under investigation, can now be backed up by experiments.
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Bit error rates and Q-values

To determine the quality of performance of a certain optical link, it is common practice to measure the bit error rate (BER) as a function of the received optical power. Plotting these curves for example before and after insertion of a certain optical component, will give a figure for the power penalty of the respective component. Simply increasing the received power by this power penalty should then mitigate the effect of inserting the optical component concerned.

The power penalty, as calculated in this way, however, does not hold all the information about how the optical link is affected. It is easy to imagine for example a receiver setup that automatically compensates for a difference in optical received power through an optical amplifier. A power penalty has no relevance in this case. Moreover, with current high performance optical and electrical systems that operate virtually error-free, i.e. a BER of $10^{-12}$, it takes a very long time to accumulate sufficient statistics to accurately estimate the operating margin. The Q-factor, on the other hand, is related to the best achievable BER, and gives a figure of merit for the quality of the optical transmission system:

$$BER = \frac{1}{2} \text{erfc} \left( \frac{Q}{\sqrt{2}} \right)$$  \hspace{1cm} (A.1)

The Q factor is defined as follows:

$$Q = \frac{|\mu_1 - \mu_0|}{\sigma_1 + \sigma_0}$$  \hspace{1cm} (A.2)

where $\mu_{1,0}$ is the mean value of the marks/spaces rail of the eye diagram, and $\sigma_{1,0}$ is the standard deviation. A method to accurately estimate the Q-factor was first
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introduced by Bergano et al. [1], and only recently standardised by the ITU-T (July 2003) [2]. What follows is an explanation of this Q-factor method, and how we implemented it practically.

An error occurs at the receiver side of the system when a sampled value of a “1” is less than the decision threshold $I_D$, or the sampled value of a “0” is more than the decision threshold. With a probability $P(0|1)$ of an incorrect decision when a “1” is received and $P(1|0)$ the probability of an incorrect decision when a “0” is received, the BER can be written as:

$$BER = p(1)P(0|1) + p(0)P(1|0).$$  \hspace{1cm} (A.3)

Here, $p(0)$ and $p(1)$ are the probabilities of receiving a “0” or a “1” respectively. When the occurrence of ones and zeroes is equally probable, we have $p(0) = 1/2 = p(1)$. Figure A.1 shows with the help of an eye diagram how the different parameters relate to each other. The best decision threshold level $I_D$ is determined to be where the distribution of received ones crosses the distribution of received zeroes.

When these distributions are assumed to have Gaussian profiles, the BER is given by:

$$BER = \frac{1}{4} \left[ \text{erfc} \left( \frac{\mu_1 - I_D}{\sqrt{2}\sigma_1} \right) + \text{erfc} \left( \frac{\mu_0 - I_D}{\sqrt{2}\sigma_0} \right) \right].$$  \hspace{1cm} (A.4)

When the decision level $I_D$ is set close to the mean level of the ones, this equation reduces to

$$BER = \frac{1}{4} \text{erfc} \left[ \frac{\mu_1 - I_D}{\sqrt{2}\sigma_1} \right],$$  \hspace{1cm} (A.5)

and analoguously for $I_D$ for the decision level set close to the zeroes:

$$BER = \frac{1}{4} \text{erfc} \left[ \frac{\mu_0 - I_D}{\sqrt{2}\sigma_0} \right].$$  \hspace{1cm} (A.6)
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We can measure the BER as a function of the decision threshold at a given received power, and then split the data up where the decision threshold delivers the minimum error rate. Each of these data sets can then be fitted to an ideal curve assuming Gaussian noise statistics [1]. We can then retrieve values for $\mu_{0,1}$ and $\sigma_{0,1}$ and determine the Q-factor, through equation A.2.

\begin{align*}
\mu_0 &= R.P_{in} \cdot \frac{2ER}{1 + ER} \\
\mu_1 &= R.P_{in} \cdot \frac{2}{1 + ER}
\end{align*}  \quad (A.7)  \quad (A.8)

where $R = \frac{\eta q}{2P_{in} h} = \frac{\eta q \lambda}{2hc}$ is the responsivity of the photodiode, with $\lambda$ the wavelength of the light, $c$ the speed of light, $q$ the electronic charge constant, $\eta$ the quantum efficiency of the photodiode and $h$ Planck’s constant.

The sigmas are calculated from the adapted noise current formulas from [3]:

\begin{align*}
\sigma^2 = \sigma_s^2 + \sigma_{sig-sp}^2 + \sigma_{sp-sp}^2
\end{align*}  \quad (A.9)

The thermal noise is neglected, all noise terms are assumed uncorrelated, and the sum of a Poissonian distribution (shot noise) with two Gaussian distributions
is approximated here by a Gaussian distribution. $\sigma_s^2$ is the shot noise term and $\sigma_{\text{sig-sp}}^2 + \sigma_{\text{sp-sp}}^2$ the signal-spontaneous and spontaneous-spontaneous beat noise terms respectively. They are calculated as follows:

$$
\sigma_s^2 = 2qRP_{in}\Delta f \tag{A.10}
$$

$$
\sigma_{\text{sig-sp}}^2 = 4\mu_1N_1\Delta \nu_{\text{opt}} \Delta f \tag{A.11}
$$

$$
\sigma_{\text{0sig-sp}}^2 = 4\mu_0N_0\Delta \nu_{\text{opt}} \Delta f \tag{A.12}
$$

$$
\sigma_{\text{1sp-sp}}^2 = 4N_1N_1\Delta \nu_{\text{opt}} \Delta f \tag{A.13}
$$

$$
\sigma_{\text{0sp-sp}}^2 = 4N_0N_0\Delta \nu_{\text{opt}} \Delta f \tag{A.14}
$$

$$
\sigma_{\text{ISI}}^2 = \left(\frac{\mu_1-\mu_0}{Q_{\text{max}}}\right)^2 \tag{A.15}
$$

with

$$
N_1 = N_0 = S_{\text{sp}}\Delta \nu_{\text{opt}}R/2 \tag{A.16}
$$

and

$$
S_{\text{sp}} = \frac{10^{(P_{in}[dBm]-OSNR[dB])/10}}{\Delta \nu_{\text{sp}}} \tag{A.17}
$$

and where $Q_{\text{max}}$ is the best Q factor measured in this system.

Table A.1 summarises the meaning of some of the symbols used, and their values. Figure A.3 shows very good agreement between the two different ways of calculating the Q-factor. Note that the Q-factor calculated from the OSNR is basically fitted to the data measured by varying the decision threshold. Here $Q_{\text{max}}$, used to determine the standard deviation of the noise due to the intersymbol interference $\sigma_{\text{ISI}}$, is chosen to be the best Q measured with the varying decision threshold method.

The method presented here for the qualitative assessment of components and transmission systems is very comprehensive. The practical implementation of the Q-factor measurement system delivers straightforward and unambiguous information, and has been validated experimentally by comparing it to the Q-factors calculated from OSNRs. Since the development of this measurement system, the work in my Ph.D. however has focussed more on complete waveform characterisation, and less on transmission system performance. Consequently, this Q-factor
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit rate</td>
<td></td>
<td>10</td>
<td>Gbit/s</td>
</tr>
<tr>
<td>Optical bandwidth for OSNR measurement</td>
<td>$\Delta \nu_{sp}$</td>
<td>0.1</td>
<td>nm</td>
</tr>
<tr>
<td>Optical bandwidth</td>
<td>$\Delta \nu_{opt}$</td>
<td>0.2</td>
<td>nm</td>
</tr>
<tr>
<td>Electrical bandwidth</td>
<td>$\Delta f$</td>
<td>8.5</td>
<td>GHz</td>
</tr>
<tr>
<td>Wavelength</td>
<td>$\lambda$</td>
<td>1550</td>
<td>nm</td>
</tr>
<tr>
<td>Extinction ratio</td>
<td>$ER$</td>
<td>12</td>
<td>dB</td>
</tr>
<tr>
<td>Rx input power</td>
<td>$P_i$</td>
<td>-10</td>
<td>dBm</td>
</tr>
<tr>
<td>Responsivity</td>
<td>$R$</td>
<td>1.25</td>
<td>A/W</td>
</tr>
</tbody>
</table>

**Table A.1:** Parameters for Q factor verification.

![Graph showing the relationship between OSNR and Q factor](image)

**Figure A.3:** Verification of the agreement between the Q-factor calculated from the OSNR level (line) and the measured Q-factors (×) in a 10 Gbit/s NRZ system as a function of the measured OSNR.

The measurement system has not been used extensively in this thesis, but it remains a powerful tool in the lab that can be used by future students and researchers.
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Appendix B

Preprocessing and deconvolution Matlab code

This appendix contains the relevant bits of code for the spectrogram deconvolution software that I have written in Matlab. The full code creates a graphical user interface, and it is clear that it contains many more lines of code. Only particularly interesting parts of the code associated with data manipulation and processing are shown below for clarity. A fully integrated and user friendly version of this software has been left in the laboratory for subsequent students and researchers.

B.1 Preprocessing

B.1.1 Noise subtraction

```matlab
%% Noise subtraction

% Load spectrogram data
h=handles.axes1;
F=get(h,'userdata');
% Read threshold value
threshold=eval(get(handles.edit6,'String'));
% Subtract threshold level
FROG_Thr=F.FROG_Exp-tr-threshold;
% Reset negative values to 0
FROG_Thr(find(FROG_Thr<0))=zeros(size(find(FROG_Thr<0)));
% Renormalise spectrogram
FROG_Thr=FROG_Thr./max(max(FROG_Thr));
% Save and plot result in Matlab figure
```
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```
axes(handles.axes2);
pcolor(TT,WW,log10(FROG)), shading flat;
set(handles.axes2,'Tag','axes2');
set(handles.axes2,'userdata',struct('TT_Expt',F.TT_Expt,...
    'WW_Expt',F.WW_Expt,'FROG_Thr',FROG_Thr));

% Go to next step
bSpectralAverage_Callback(hObject, eventdata, handles);

B.1.2 Spectral filtering or envelope detection

%%% Spectral filtering or envelope detection

% Load spectrogram data
h=handles.axes2;
F=get(h,'userdata');
% Choose between envelope detection (cbWindow is checked),
% or spectral averaging (cbWindow is not checked).
if get(handles.cbWindow,'Value')==1,
    Nw=size(F.FROG_Thr);
    Nw=Nw(1);
    % read number of pixels to search for the maximum measured value:
    peakwindowsize=ev3l(get(handles.edit7,'String'));
    % perform envelope detection
    for k=peakwindowsize+1:Nw
        FrogSum(k,:)=max(F.FROG_Thr(k-peakwindowsize:k,:));
    end
else
    FrogSum=zeros(size(F.FROG_Thr));
    % read number of pixels to average (x2):
    averages=ev3l(get(handles.edit7,'String'));
    % perform averaging
    for counter=-averages:averages
        FrogSum=FrogSum+circshift(F.FROG_Thr,counter);
    end
end
F.FROG_Thr=FrogSum;
F.FROG_Thr=F.FROG_Thr./max(F.FROG_Thr);

% Plot and save
axes(handles.axes3);
pcolor(TT,WW,F.FROG_Thr), shading flat;
set(handles.axes3,'Tag','axes3');
set(handles.axes3,'userdata',struct('TT_Expt',F.TT_Expt,...
    'WW_Expt',F.WW_Expt,'FROG_Thr',F.FROG_Thr));

% Go to next step
bFrequency_Callback(hObject, eventdata, handles);

B.1.3 Resampling on spectral lines

%%% Resampling on spectral lines
```
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% Load spectrogram data
h = handles.axes3;
F = get(h, ’userdata’);

% Read central frequency
CF = eval(get(handles.eCentralFrequency, ’String’));

% Read repetition rate
RepetitionRate = eval(get(handles.eRepetitionRate, ’String’));

% Read number of spectral lines to consider (each side of the central freq)
ncomp = eval(get(handles.encomp, ’String’));

% Construct new grid
FrequencyGrid = (CF - (ncomp - 1)*RepetitionRate:RepetitionRate:...
CF + (ncomp)*RepetitionRate);

Nw_Expt = length(FrequencyGrid);

% Resample information on the new frequency grid
Ax = interp2(F.TT_Expt, F.WW_Expt’, F.FROG_Thr, F.TT_Expt, FrequencyGrid’, ’linear’);
Ax(find(Ax<0)) = zeros(size(find(Ax<0)));
Ax(find(isnan(Ax))) = zeros(size(find(isnan(Ax))));
Ax = Ax./max(max(Ax));

% Save and plot results
axes(handles.axes4);
pcolor(F.TT_Expt, FrequencyGrid, log10(Ax)), shading flat;
set(handles.axes4, ’Tag’, ’axes4’);
set(handles.axes4, ’userdata’, struct(’TT_Expt’, F.TT_Expt, ...
’WW_Expt’, FrequencyGrid, ’FROG’, Ax));

% Go to next step
bFourierGrid_Callback(hObject, eventdata, handles);

B.1.4 Interpolation onto Fourier grid

%% Interpolation onto Fourier grid

% Load spectrogram data
h = handles.axes4;
F = get(h, ’userdata’);

% Read repetition rate and central frequency
RepetitionRate = eval(get(handles.eRepetitionRate, ’String’));
CF = eval(get(handles.eCentralFrequency, ’String’));
dF = RepetitionRate;

% Determine temporal span of the spectrogram
Tspan = 1/RepetitionRate;

% Determine grid size
Fspan = eval(get(handles.eFwidth, ’String’));
N = 2*(2^ceil(log(Fspan/dF)/log(2)));
Nt = N;

% Determine temporal resolution
dT = Tspan/Nt;

% Construct axes
TT = [-Nt/2:(Nt/2)-1]*dT; % ps
FF = [-Nf/2:(Nf/2)-1]*dF; % THz
% Interpolate onto the new grid
FROG_Int=interp2(F.TT_Expt,F.WW_Expt'-CF,F.FROG,TT,FF','linear');
FROG_Int(find(isnan(FROG_Int)))=zeros(size(find(isnan(FROG_Int))));
FROG_Int(find((FROG_Int<0)))=zeros(size(find((FROG_Int<0))));

% Plot and save results
axes(handles.axes5);
pcolor(TT,FF,log10(FROG_Int)), shading flat;
caxis manual;
c=axis
set(handles.axes5,'Tag','axes5');
set(handles.axes5,'userdata',struct('TT',TT,'FF',FF,'FROG',FROG_Int));

B.1.5 2D filtering in Fourier domain

%%% 2D filtering in Fourier domain

% Supergaussian filter order:
order=3;
% Read filter width values
eXXs=eval(get(handles.eXX,'String'));
eYYs=eval(get(handles.eYY,'String'));
dX=eXXs*(Nt)/2/(2*log(2).^(1/(2*order)));
dY=eYYs*(Nf)/2/(2*log(2).^(1/(2*order)));
% Calculate 2D (super)Gaussian function
[XX YY]=meshgrid([-Nt/2:Nt/2-1],[-Nf/2:Nf/2-1]);
% either 2D-Gaussian, or a more square function
if get(handles.cbSquareFilter,'Value')==1,
    Filter=exp(-(((XX-0.5)./dX).^2).^order+((YY./dY).^2).^order));
else Filter=exp(-(((XX-0.5)./dX).^2+(YY./dY).^2).^order));
end
% Calculate Fourier transform of spectrogram
FROG_FF=fftshift(fft2(fftshift(FROG_Int)));
% Plot Fourier transform of spectrogram and 3dB line of filter function
axes(handles.axes6);
pcolor(log10(abs(FROG_FF))), shading flat;
set(handles.axes6,'Tag','axes6');
hold on
FROG_FF=FROG_FF.*Filter;
FROG_Int=abs(fftshift(ifft2(fftshift(FROG_FF))));
contour(Filter,[0.5 0.5],'w');
set(handles.axes6,'Tag','axes6');
set(handles.axes6,'userdata',struct('TT',TT,'FF',FF,'FROG',FROG_Int));
hold off

% Threshold spectrogram again to remove any new filtering artifacts
threshold=eval(get(handles.edit6,'String'));
FROG_Int=FROG_Int-threshold/4;
FROG_Int(find(FROG_Int<0))=zeros(size(find(FROG_Int<0)));

% Renormalise data
FROG_Int=FROG_Int./max(max(FROG_Int));
% Plot and save
axes(handles.axes7);
pcolor(TT,FF,log10(FROG_Int)), shading flat;
caxis manual;
caxis(cax);
set(handles.axes7,'Tag','axes7');
set(handles.axes7,'userdata',struct('TT',TT,'FF',FF,'FROG',FROG_Int));

B.2 Principle components generalised projections algorithm

%%% PCGP algorithm

% ...

% Define relationship between O.P. matrix and T.D matrix
RI=reshape([1:Nt^2],Nt,Nt);
for row=1:Nt,
    % Rearrange rows into columns of constant delay
    RIIrr(row,[1:Nt-(row-1)])=RI(row,[row:Nt]);
    RIIrr(row,[Nt-(row-2):Nt])=RI(row,[1:row-1]);
end
% Rearrange columns into order of increasing delay
RIcr(:,[1:Nt/2])=RIrr(:,[Nt/2:-1:1]);
RIcr(:,[Nt/2+1:Nt])=RIrr(:,[Nt:-1:Nt/2+1]);

% Initial gate (either load a saved gate, or calculate a gaussian profile
if get(handles.cbLoadGate,'Value')==1,
    load(get(handles.eLoadGt,'String'),'GtRe','-mat');
    G=GtRe;
else
    TfwhmG=eval(get(handles.eStartGate,'String'));
    Cg=eval(get(handles.eStartGateChirp,'String'));
    Tog=TfwhmG/(2*log(2).^0.5);
    G=exp(-(1+i*Cg)/2.*(F.TT./Tog).^2);
    Gt=G;
end

% Initial Pulse (Gaussian profile, with given duration and chirp)
TfwhmE=eval(get(handles.eStartPulse,'String'));
Ce=eval(get(handles.eStartPulseChirp,'String'));
Toe=TfwhmE/(2*log(2).^0.5);
E=exp(-(1+i*Ce)/2.*(F.TT./Toe).^2);
Et=E;

% Initialisation of variables
n=0;
Ni=eval(get(handles.eMaxIterations,'String'));
alp1a=eval(get(handles.eAlpha,'String')); % (overcorrection alpha)
tec=0;
minerror=inf;
SHG=get(handles.cbSHGFROG,'Value'); % SHG FROG spectrogram or not?
warning off;
while get(handles.bStop,'Value')==0 & n<Ni,
    n=n+1;
    % Construct outer product
    if SHG==1, % for SHG, use symmetric algorithm
        OP1=Et.'*Gt;
        OP2=Gt.'*Et;
        OP=OP1+OP2;
    else
        OP=Et.'*Gt;
    end;
    % Row rotate to order matrix into columns of constant delay
    rrOP(RI)=OP(RIcr);
    % Reshape to obtain E(t,tau)
    Ft=reshape(rrOP,Nt,Nt);
    % Fourier transform E(t,tau) to obtain E(omega,tau)
    Ff=ifftshift(fft(fftshift(Ft)));
    % Apply intensity constraint (with overcorrection alpha1)
    FfCon=Ff.*abs(sqrt(F.FROG)./abs(Ff).^alpha1);
    % Inverse Fourier transform E(w,tau) to obtain E(t,tau)
    FtCon=fftshift(ifft(fftshift(FfCon)));
    % Row rotate to order matrix into columns of constant delay
    crOP(IIcr)=FtCon(II);
    % Calculate new guess for Et
    Et=OP'*Et';
    Et=Et/abs(Et);
    % Apply spectral constraint to Et (from independent spectral measurement)
    if get(handles.cbUseFspecConstraint,'Value')==1,
        if n < eval(get(handles.eFspec,'String')),
            Ef=fftshift(fft(fftshift(Et)));
            Ef=sqrt(Fund_Spectrum).*(Ef./abs(Ef));
            Ef(find(isnan(Ef)))=sqrt(Fund_Spectrum(find(isnan(Ef))));
            Et=fftshift(ifft(fftshift(Ef)));
        end
    end
    Et=Et/abs(Et);
    % Calculate new guess for Gt, after an initial number of iterations
    % where the gate was fixed.
    if n>eval(get(handles.eHoldGate,'String')),
        Gt=OP*Gt';
        Gt=(OP'*Gt');
        Gt=Gt/abs(Gt);
    end
    % Calculate spectrogram error
    [errorx,alphae]=fminsearch('errorfunction',1,[],F.FROG,abs(Ff).^2,Nt);
    error(n)=alphaerror;
    % possibly adjust the overcorrection factor slightly with every
    % iteration
    alpha1=alpha1;
% Save best deconvolution result
if error(n) < minerror,
    minerror=error(n);
    EtRe=Et;
    GtRe=Gt;
    FfRe=Ff;
end

% Spectrally filter the gate repetitively (to prevent local minima)
if get(handles.cbGfilter,'Value')==1,
    if mod(n,eval(get(handles.eGfilter,'String')))==0,
        order=eval(get(handles.eOrder,'String'));
        Gf=ifftshift(fft(ifftshift(Et))); % Get frequency domain
        XXg=[round(-length(Gf)/2):1:round(length(Gf)/2)-1];
        dXg=0.5*eval(get(handles.eWidth,'String'))*Nt/2/(2*log(2).^(1/(2*order)));
        Filtergate=exp(-((XXg./dXg).^2).^2);
        Gf=Gf.*Filtergate;
        Et=fftshift(ifft(ifftshift(Gf))); % Get time domain
    order=eval(get(handles.eOrder,'String'));
    Gf=ifftshift(fft(ifftshift(Gt))); % Get frequency domain
    XXg=[round(-length(Gf)/2):1:round(length(Gf)/2)-1];
    dXg=eval(get(handles.eWidth,'String'))*Nt/2/(2*log(2).^(1/(2*order)));
    Filtergate=exp(-((XXg./dXg).^2).^2);
    Gf=Gf.*Filtergate;
    Gt=fftshift(ifft(ifftshift(Gf)));
    end
end

% Renew plots results every 'eUpdate' iterations
if mod(n,eval(get(handles.eUpdate,'String')))==0
    ...
    ...
    ...
end

% Stop algorithm when a very good match has been found
if get(handles.bStop,'Value')==1 | minerror < 1e-12
    stop = 1;
end
Appendix C

Time Division Multiplexing

The shorter the pulses, the higher the bit rates that can be achieved using these pulses. Electronic systems are currently limited to around 85 Gbit/s (largely by the transit times of the carriers in the semiconductor junctions that make up the transistors etc.) When working at very high frequencies, optical methods have to be investigated to get to higher bit rates, for transmission as well as for reception of the signals.

Figure C.1: Photo of the 4 stage interleaver, implemented with standard single mode fibre and polarisation controllers in each arm.

Here, passive multiplexing is used to produce higher bit rates. The pulse stream can be split into two replicas using a 50/50 coupler. One of these can be delayed by half a bit period (or a an uneven multiple of this) with respect to the other replica, before it is combined again in a second coupler with the other replica. Hence the repetition rate of the pulse stream is doubled. This process can be repeated as many times as the pulse length permits, bearing in mind that the bit period and the pulse energy halve each time [1]. Starting for example with a pulse
that has a FWHM duration of 5 ps at 10 Gbit/s, the pulses can be multiplexed up to 80 Gbit/s, where the bit period is 12.5 ps.

I have constructed two time division multiplexers, using the same principle, see Figures C.1 and C.2. To set the delay to be exactly an uneven multiple of the half the bit period, the fibres are stretched mechanically. To make sure the pulses are uncorrelated, the length of fibre in one arm, and hence the propagation time, must be significantly longer than one pulse period.

Sometimes it is necessary to ensure that all the pulses are in the same polarisation state after they are recombined at each coupler stage. This is achieved by including polarisation controllers in each arm.
The polarisation can also be used to an advantage, when a polariser is placed just after the multiplexer. Adjusting the polarisations in the arms makes it possible to balance the powers of the different pulse streams when they are multiplexed. In practice however, this proves to be very difficult, as the system has twelve degrees of freedom for a multiplexer with just three stages.

To avoid this, another multiplexer was then constructed, using just polarisation maintaining (PM) fibre and couplers. The power levels of the arms were balanced during the construction of the multiplexer. The polarisation maintaining fibre ensures that all the multiplexed pulses remain on the same polarisation. This multiplexer has been upgraded with another stage and is now used to multiplex $2 \, \text{ps}$ long pulses at a repetition rate of $10 \, \text{GHz}$ up to $160 \, \text{Gbit/s}$ signals, while the other interleaver is used for experiments at lower bit rates.
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