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Abstract

Credit scoring is without a doubt one of the oldest applica.’~ns of analytics. In recent years, a multi-
tude of sophisticated classification techniques have be. developed to improve the statistical perfor-
mance of credit scoring models. Instead of focu.'ng on che techniques themselves, this paper lever-
ages alternative data sources to enhance both .« <tic. I and economic model performance. The study
demonstrates how including call network: .. “h= . ontext of positive credit information, as a new Big
Data source has added value in terms of profit by applying a profit measure and profit-based feature
selection. A unique combination of datase.:, including call-detail records, credit and debit account
information of customers is used * » creaw. - .orecards for credit card applicants. Call-detail records are
used to build call networks and «. 'v- acer social network analytics techniques are applied to propagate
influence from prior default- . - throughout the network to produce influence scores. The results show
that combining call-detail ~ords with traditional data in credit scoring models significantly increases
their performance when . e sured in AUC. In terms of profit, the best model is the one built with only
calling behavior fee are<. In addition, the calling behavior features are the most predictive in other
models, both in terms o." ~t" dstical and economic performance. The results have an impact in terms of
ethical use of c 1l-detai records, regulatory implications, financial inclusion, as well as data sharing
and privacy
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1. Introduction

Credit scoring is undoubtedly one of the oldest applications of an‘ (ytir , ». “2re lenders and finan-
cial institutions perform statistical analysis to assess the creditworthines. of potential borrowers to
help them decide whether or not to grant credit [1]. Fair Isaac vas fou ded in 1956 as one of the
first analytical companies offering retail credit scoring service , in the US. Its well-known FICO score
(ranging between 300 and 850) has been used as a key decisiun ins’.ument by financial institutions,
insurers, utilities companies and even employers [2]. The first . orporate credit scoring models date
back to the late sixties with Edward Altman developing “is w. .-known z-score model for bankruptcy
prediction, which is still used to this day in Bloom! .y icpurs as a default risk benchmark [3]. Orig-
inally, these models were built using limited dat- ~~n«<isting of only a few hundred observations—and
were based on simple classification technique- such s linear programming, discriminant analysis and
logistic regression, which is the current industry sta..dard given its high interpretability [2]. The im-
portance of these retail and corporate credit sc +ing models further increased due to various regulatory
compliance guidelines such as the B ... Accords and IFRS 9 which clearly stipulate the inputs and
outputs of a credit scoring model toy. *her w th how these models can be used to calculate provisions
and capital buffers.

The emergence of more < ophisw. > ed classification techniques such as neural networks, support
vector machines and randoi.1 fore. ‘< led to various extensive benchmarking studies aimed at improving
credit scoring models ir terr s of their statistical performance (e.g., in terms of area under the ROC
curve or classificatior accui.."v) [4, 5]. Many of these studies concluded that traditional credit scoring
models based on, e.. ¢ mpl . logistic regression models, performed very well and newer classification
techniques coul . only ~ffer marginal performance gains. In other words, research on developing high-
performing cred. <cor’.ag models has more or less stalled. We believe the best investment in better
credit scor ng moc :ls is not to turn the attention to newer classification techniques but to leverage
innovative Big Zuia sources instead.

While fiese new sources of data present the opportunity to profile potential borrowers using a
wider representation of behavior, they also present an ethical challenge. Mobile phone data, e.g., in the
form of call-detail records (CDR), allows constructing a very detailed social network, and using this

information to profile repayment behavior can be seen as unfair to borrowers that could be punished



for their mobile cell phone behavior. Recently, the use of positive information has bec.. put forward

as a necessary source of data that should be included in scoring models [€  Pr sitive information is
defined as all information that represents the good financial behavior, pro. 1ing . clearer definition
of the factors that make a good borrower. Barron and Staten [7] she w, f . ~vample, that not using
positive information leads to a decrease of up to 47.5% in credit availabiw.

This paper introduces mobile phone data as a new Big Data ource t r credit scoring and shows
that while it is a powerful source of information, it should be .sed strictly in a positive framework to
increase the access to financing to borrowers who would other..se be out of options until a much later
stage. To motivate the use of this information in financial insti. *tions, its potential is studied in both
statistical and profit terms.

Big Data is typically defined in terms of its 5 ¥ . ~L.wue, Variety, Velocity, Veracity and Value.
Recent special issues of Information Systems Re-~arch |5, and MIS Quarterly [9] indicate the explo-
sion of interest in Big Data within the IS communi., The use of mobile phone data for credit scoring
is a fitting example of this since it comes in huge vo.. mes (Volume), has not been explored before (Va-
riety), is generated on a continuous daily ba.*< (Velocity) and is usually stored using a well-defined
call-detail record log format (Veracitv'. ™ this paper, its Value is also quantified by focusing both on
its statistical performance (e.g., in i ms of ' rea under the ROC curve) and on its bottom line impact
in terms of profit. Additionally. an ¢ valuation of the qualitative performance of the data in terms of
positive information for enhar ced 1.. v .ial inclusion is provided. This study is based on a unique data
set combining banking, so.tode.. ngraphic and CDR data. CDR are logs of all phone calls between
the customers of a telec mn inications provider (telco), see Table 1. More specifically, the data set
includes all CDR of “he ba. -’s customers, the CDR of the people they are in contact with and the
banking history of her: cu comers. Overall, it adds up to a year and a half of banking history of
over two millior pank ~usiomers and the calling activity of almost 90 million unique phone numbers
spanning five mu ~ths. " his unique combination of data gives the opportunity to explore the potential
of enrichin : tradit. »nal credit scoring models with social network effects reflecting calling behavior.

The three key . _arch questions are:

Q1 Wha. is the added value (in terms of both AUC and profit) of including call data for credit

scoring?

Q2 Can call data replace traditional data used for credit scoring?



Q3 How does default behavior propagate in the call network?

To the best of our knowledge, these questions have not been researched be.. e. Each of the ques-
tions will be answered from both a statistical as well as a profit pers~ ~tive, hich is another key
contribution of this paper. Furthermore, the implications for financial ncJ .sion are evaluated.

The impact of this research is manifold. A successful applir ation ~f boosting the performance
of credit scoring models using call data would improve credit ¢ ~cisio’ -making and pricing. The
insights could also facilitate access to credit for borrowers with m.'e or no credit history. This is
the case for young borrowers, lenders exploring new markc ~ or ... developing countries with young
credit markets. In all these cases, the borrowers are n.* expect .d to have a credit history, but they
do have mobile phone records. Knowing how default be... vior propagates in a call network also has
regulatory implications. For example, the Basel Acco. s try to capture default correlation in order to
better protect a financial institution against unex »eci .u .0sses [2]. The research can shed new light
on how default behavior is correlated. This «~1d 1 ad to better provisioning and capital buffering
strategies, thereby improving the resilienc: ~* the “nancial system against shocks and macroeconomic
downturns. Knowing how default behavior prepagates in a call network also has other regulatory
implications. If CDR data is indeed asefu ‘or credit prediction, then banks and credit bureaus have
a strong economic incentive to co’laboi.“= " vith telecommunications companies to share data in order
to perform this type of analyses

In the next section, a re’ *ew on tue literature on Big Data in credit scoring as well as previous
research on call networke s proviued. In section 3, the theoretical background and methodology
applied in the case stuc_* is sescribed, with the experimental setup detailed in section 4. The results
are presented in sect on ©, foliowed by a discussion on their various implications in sections 6 and 7.
The paper concludes . ‘th . summary of the contributions and discussion on possibilities for future

work.

2. Relatea Work

Mar, - ar ayucal modeling exercises start from a flat data set, build a predictive model for a target
measure of , terest (e.g., churn, fraud, default) and evaluate it on an independent out-of-sample data
set. An assumption which is (oftentimes) tacitly made is that the data is independent and identically

distributed. Recent research questioned this assumption and analyzed how customers can influence



each other through the different social networks that connect them [10]. Various types 0. social behav-
ior can be observed. One is homophily, which states that people have a str mg * >ndency to associate
with others whom they perceive as being similar to themselves in some wa, Soc.ul influence occurs
when people’s behavior is affected by others with whom they interar ¢ [1 , *?1. Some of the social
behavior can also be attributed to other (e.g., external) confoundino fac ~rs [13]. The idea of net-
work learning is to embed social behavior patterns in the predict ve moa 'Is to successfully leverage
the impact of joint customer actions [14]. A key input to anv sucial network learning exercise is the
network itself, which consist of nodes and edges. In certain sc.angs che definition of these networks
is relatively straightforward. As an example, consider churn pred ction in telco where the network can
obviously be constructed based upon data stored in thc “Dk. " _clier research found significant social
network effects for predicting churn in telco [15] ...cww example is credit card fraud detection
where a network can be defined by connecting ¢-~dit carus to merchants. Also in this setting, strong
social network effects have been found [16].

In credit scoring, there is a firm belief am ‘ng.* both researchers and practitioners that default
behavior of borrowers is correlated. To illu.‘rate this, the Basel Accord models default correlation
by means of an asset correlation ter~, ~vhich is set to 15% for residential mortgages and 4% for
qualifying revolving exposures. h. vever, joth these numbers have been set in a rather arbitrary
way, or based upon some empir’ .al I it not published procedure [17]. This interdependency has been
proven to be a significant fac or ai..~ st small and medium-sized enterprises [18]. One of the key
challenges in understandir.g ne. ork effects or default propagation in credit scoring concerns the
definition of the networ ( its :If. Preliminary attempts have been made to build networks between
customers in online pr er-to-, ~er lending. For example, Lin et al. [19] illustrated that online friendships
with non-defaulter. ‘nc ease , the credit score. These findings were also confirmed by Freedman and
Jin [20], with ¢« addi*ional caution that online ties on their own may not reveal true information
about creditwor. “iness and may also be manipulated [21]. De Cnudde et al. [22] developed credit
scoring mc Jels fo. microfinance using social media network information extracted from Facebook
accounts. Tuoo .esults suggest that explicit networks of friends who interact are more predictive
than of 1.°e «ds who do not, but implicit networks of people with similar behavior are better than
both explicit friendship networks. In industry, social networks are already being exploited to assess
creditworthiness, by technology companies such as Lenddo, that make use of social media connections

to analyse people’s default risk [23].



More recently, the interest in using call networks as a new Big Data source for crec.t scoring has
gained traction, e.g., with Wei et al. [21] formulating the potential value of ¢ edit scores obtained with
networks—for example, based on social media or calls—and how strategic .. >-for.ation might affect
these scores. Although especially interesting in relation to the Chiness gov ... ment’s plan for a social
credit system [24], the study is only theoretical and is missing an imnorta,. ~mpirical evaluation of the
proposed models [21]. Moreover, recent press coverage on speci \lized s iartphone applications that
evaluate people’s creditworthiness using the huge amount of d-..a generated by their handsets indicates
the potential of call networks as an alternative data source fo. redit scoring [25, 23]. Most of these
studies have focused on the use of social networks in the conte. ¢ of social media, or have discussed
the potential of CDR-induced social networks in credi. ~cori..2

The literature on the analysis of CDR is rich [277. Tic wuea of using CDR data for credit scoring
stems from the fact that the way people use their ~~ne is a.sumed to be a good proxy for their lifestyle
and economic activity. Previous research confirmu . that using CDR data to build call networks by
linking together individuals who are in contact .7iti. zach other, results in social networks that can be
used in both descriptive and predictive studi.~ on age, gender, ethnicity, language, economic factors,
geography, urbanization, and epidem’ . "7, 28, 29, 30, 31]. For example, Leo et al. [31] confirm
the presence of homophily in terms « “ econc nic behavior using call networks. More specifically, they
show that wealth and debt are ur .ver y distributed and that people are better connected with those that
share their socioeconomic cla .s. Fu. “hs.more, Haenlein [32] investigated the distribution of customer
revenue within a call netw< rk ai.. ' demonstrated that high revenue customers are primarily related to

other high revenue custc .ner: and the same for low revenue customers.

3. Methodology

This paper ontribu es to the literature by investigating the use of CDR data for credit scoring in
terms of valr~ He._, .ue proposed methodology for extracting appropriate information from the CDR
data by me 'ns of s cial networks and influence propagation is detailed. Furthermore, techniques for

evaluat’ .- mndel and feature performance in terms of profit are presented.

3.1. Call Ne.works: Featurization and Propagation

A call network is a network where the nodes ¥/ = {vy,...v,} are people present in a CDR log.

These logs are kept for billing purposes and include information about every phone call made by the



Table 1: An example of a CDR log. In the actual dataset the phone numbers are ew..rypted.

Call Start Date  Call Start Time  Call Duration (sec) From Number ToN mber
0IMAY2017 14:51:14 715 (202) 555-0116 (701, ~ :5-0191
02MAY2017 14:34:37 29 (803) 555-0129  (2u. 555-ul16
01IMAY2017 20:34:14 9  (803)555-011 (104 555-0137
02MAY2017 20:03:38 89  (701)555-0. °  (803) 555-0129

customers of a telecommunications operator, including the encryp. >d phor 2 numbers of the customers
that made and received the phone call as well as timing anc lene””  An example of such a log can
be seen in Table 1. Information from CDR about time and “uratirn Jf phone calls (or text messages)
can be used to connect the people in the network to create the ¢ Iges, e; ; € E. The edges are either
undirected, such as when two customers share a phone . 1l but it is irrelevant which customer made
the call; or directed, in which case we distinguish ~etween outgoing and incoming edges (i.e., all
phone calls made by and received by a person, -s.. “vely). The edges are represented by an n by
n binary matrix, called adjacency matrix A, v~ =re a ‘on-zero entry denotes an existing edge between
node v; and v; in an undirected network and fr. m/o v; to/from v; in a directed network with out-
going/incoming edges. The edges can also ca..77 weights to indicate the intensity of the relationship
between two people, for example th  nui ber or duration of phone calls they share in a given time
period. The weights are denoted hy u.> we ght matrix W = (w; j), where w; ; € R U{0}. The first

order neighborhood of a node v 1s tt ¢ ce'lection of nodes v; that share an edge with v;, that is
1 .
N; ={vjlei; € E,j=1,...,n}.

In some networks, the ode can be labelled, or assigned to a class that is later used in a predictive
analytics framework In this application, there are two types of labels. The first type of label regards
default, in which casc ae ¢ ustomers in the call network belong to one of two classes: they are either
defaulters, whe have b. en in arrears for more than 90 days within a twelve month period (bad cus-
tomers); or th~y a._ _on-defaulters (good customers). | When building a credit scoring model, the
goal is to & sign or 2 of these two classes to each customer of interest and it is the target variable of
the clas “~ation problem in this study. In the call network there are also customers who, during the
timespan ¢ the network, have run into payment arrears for one or two months in addition to defaulters

with three months of payment arrears. For clarity, all these customers are referred to as delinquent

1We use the Basel definition of default. [2]



customers and it is the second type of label. The delinquent customers have the nossibin.y to influence
others in the network to also run into payment arrears—also referred to as ¢ *fav’. influence—and they
are used when generating features as explained below.

In order to use the information that is contained in the call netwr cks .. hilding credit scoring
models, network features are extracted for each node in the network hv ag, -egating information about
its position within the network and connectivity to other nodes. : s in sin ilar studies, a distinction is
made between direct network features, which are derived frc.u the node’s first order neighborhood,
and indirect network features that take into account the whole ...wor} structure [33]. As stated earlier,
the aim is to study how delinquent customers may influence o. ers with whom they are connected.
Therefore, by assuming there is prior knowledge abc ~t so.. = delinquent customers in the network
(i.e., having a subset of nodes with known labels) t* .. ...owicdge can be incorporated in the network
features by exploiting social ties. To this end, b~*> direct and indirect network features are extracted
as illustrated in Figure 1. The direct network featurc represent the presence and number of delinquent
customers in a node’s first order neighborhood. The '~ are easy to extract and provide a representative
overview of people’s social connections [34,. However, the influence of payment arrears is likely to
reach further than just the first order ~ . ~hborhood. This effect is modeled using two distinct prop-
agation methods that have been efic *ive in previous research and are designed to simulate real-life
behavior: Personalized PageRar ¢ (P".) and Spreading Activation (SPA). The results of both methods
are exposure scores which ar categ > _ed as indirect network features. Although other propagation
methods exist, such as Gitss sa.. nling and relaxation labelling, these were not applied here because
they have been shown tc oe ) :ss effective for prediction in call networks [35], are less scalable and as
such did not fulfil the requ.. ~ments of this study. The features resulting from these three approaches
will be used as inpu. fee ares when building credit scoring models, but first a more detailed explanation

is provided.

3.1.1. Link saused Features

Lu and “etoor (34] presented a framework for inferring labels for nodes in a network based on
labels 0. ner ... oring nodes. They defined three features that can be extracted from the neighborhood
of a node: ount-link, mode-link and binary-link. These represent, respectively, the frequency of
classes in the neighborhood, their mode, and a binary indicator for each class. Futhermore, using a

logistic regression model, Lu and Getoor [34] showed that these features are very predictive for the



Count: W=3,B=1 Count: B=3,W=1
Binary: W=true,B=true C. off=05 Binary: B=true,W=true
Mode: W Mode: B

Figure 1: The figure demonstrates the computation of link-b sed .ae. sures, before and after a propa-
gation method is applied to the network. The figure on the .. * shows a network with one black node
and eight white nodes. The link-based features of the nou - to wh' :h the arrow points are summarized,
where B means black and W means white. The figure in .= middle demonstrates the application of
the propagation method with the resulting exposure s. ~res shown for each node in the figure on the
right. After the exposure scores have been com, ite ., a cut-off point is set at 0.5 and nodes with a
score that is higher than the threshold are labe ' ? bla "k (B), and white (W) otherwise. Subsequently,

link-based exposure features are extractec ".- *he ~ode to which the arrow points.

class of the node itself.
Extraction of link-based features "~ bas' d on the presence of delinquent customers with varying

number of payment arrears.

3.1.2. Personalized PageRc ik

The propagation me’.10c Personalized PageRank (PR) was developed for search engines (e.g.,
Google) to rank webnage. while also taking into account an initial source of information, such as
frequently visited v b 1 ages {36] but can also be used for different kinds of linked data [16, 33]. For
the nodes in a ne...ork w. n weight matrix W, the method iteratively computes exposure scores &y |
based on the ex, osure s :ores in the node’s neighborhood & and a random jump to other nodes in the

network, dr .ermir. °d by the information source z — also called restart vector — using the equation
Eir1 = OWE+ (1 — )z,

where 1 — o, the damping factor, denotes the probability of a random jump and & is the iteration step.
As a result of the initial information source, exposure scores of nodes closer to the source nodes are

higher. Here, the delinquent customers are the information source.



3.1.3. Spreading Activation

The propagation method Spreading Activation (SPA) originates from gp dve psychology and
simulates how information, or energy, spreads through the network from a . ~t ot source nodes. It is
used to model a ‘word-of-mouth’ scenario, where influence—in this c7 se fr ,... Jelinquent customers—
spreads through the network. ‘Word-of-mouth’ has been shown t~ be ™active in social networks
[37, 38]. Before the method begins, a set of active nodes V4 C ¥ posse sses the energy E°(V4). In
each step k of this iterative method, a part d of an active nodr s energy EX(V}) is spread to the nodes
in its neighborhood while the rest of the energy remains. The part nat is transferred, is distributed
according to the relative weights of the links to neighboring noa. s, expressed by the transfer function

d-wi

The method stops when no more nodes are bei , ~“=cted and the changes in energy of the already

~k (y/A
Etransfer: L {Vi )

affected nodes are smaller than a given thres~old v lue. The total energy always remains the same,

but spreads throughout the network.

3.1.4. Link-Based Exposure Features

After a propagation method, sv h as Pk or SPA, has been applied to a network, each node pos-
sesses an exposure score that car be view.d as the relative ranking of the node compared to the rest
of the network. The score car be = :ed ‘s a feature directly or by determining a cut-off value. Nodes
with an exposure score lowr . ... 0 the cut-off are defined as low-risk nodes and those with an exposure
score above the cut-off @ . nu h-risk nodes [33]. Then, based on this re-labelling of the network, new

link-based features can be - <tracted. This is demonstrated in Figure 1.

3.2. The Expected M. ‘mv a Profit Measure

Model sele: tion hig 1ly depends on how the performance is measured. Traditional measures for
credit scorir _ .aoders include AUC, Gini coefficient and the KS statistic that either assess the discrimi-
native abili. 7 of the models or the correctness of the categorical predictions [5]. The recently proposed
Expect. v vz, ~“mum Profit (EMP) measure has an advantage over these traditional measures because
it considers *he expected losses and operational income generated by the loan, and is tailored towards
the business goal of credit scoring [39]. Most importantly, when applied to credit scoring models it

facilitates computing the models’ value, the fifth V of Big Data. The measure is based on the expected

10



maximum profit measure, originally developed for customer churn prediction [40], an' is expressed

for credit scoring by

EMP:/ / P(T(@);bo,cl,c*)-h(bo,cl)dc _."’0
by J ¢y
where

P(t;b(),C],C*) = (b() —C*)TE()F()(I) — (C] + C*)TC]F, /t)

is the average classification profit per borrower given the pric pro* 'ilities of being a defaulter (non-
defaulter), my (1), and the cumulative density functions o” detaulter s (non-defaulters), Fy(s) (Fi(s)).

Furthermore, by is the benefit of correctly identifying a Aefaulter, -; the cost of incorrectly classifying

a non-defaulter as a defaulter, ¢* the cost of the action, > = h(-)'_'ii the cost/benefit ratio and A (bo,c1)
the joint probability density function of the classific..'on costs [39]. The maximum profit is achieved

by optimizing the cut-off dependent average cla. ... “*~n profit where the optimal cut-off value is
T = argme vy, P(i;bo,c1,c).
As a result, the measure clearly defines an opu_al fraction, expressed as

- /b / Ry (T(3)) + 11 Fy (T(®))] - h(bo, c1 derdbo,
0 Y C1

representing the fraction of appl cati ns that should be rejected to receive maximum profit. Verbraken
et al. [40] showed that the EV 2 corre. - onds to integrating over the range of the ROC curve that would
be considered in a real applicatiown, 1iscarding the segment that has a very high, unreasonable cost, and
that it is an upper boun¢ of t! ¢ profit a company could achieve by applying the respective classifier.
When deriving tF > para.w ~ters by, c; and ¢* and the probability distribution A (c1,bp), Verbraken
et al. [39] rely on w.~ rofi* framework discussed in Bravo et al. [41]. Thus, by is specified as the

fraction of the 1 Jan am: ~unt that is lost after default or

_ LGD-EAD

by ,

DA, ey

where 1.GD 1> ...c loss given default, EAD is the exposure at default and A the loan amount. Fur-
thermore, -, equals the return on investment (RO/) of the loan and ¢* = 0 since rejecting a customer
does not generate any costs. It only remains to determine 4(bg,c;) where ROI(c;) is assumed to be
constant but A(bg) needs to be estimated for each dataset because it is more uncertain with a multitude

of possible distributions.
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Table 2: Confusion matrix for computing model profit

Predicted class

Non-default Default

Non-default ROI -A —ROJ ..
Actual class
Default —LGD-EAD !

3.2.1. Model Profit

The EMP fraction can subsequently be used to compute che r»~~fit of a given model. First, it is
translated into a cut-off value, which depends on the numbrr o1 1nsta .ces in the test set. The instances
are labelled as defaulters or non-defaulters depending nn whett. >r their predicted score is higher or
lower than the cut-off. Then for each customer in the *est sct, the confusion matrix in Table 2 is
used to compute the loss or gain produced by the ¢. “romer. The model profit is finally computed by

aggregating the profit of all customers.

3.2.2. Feature Importance in Terms of Profit

When a credit scoring model is built us. > e .andom forest algorithm, its properties can be used
to measure the profit impact of each feature in the model. Assuming a random forest model RF' was
built using N trees (T;)Y.; and M f atures | "j)l}”: 1» the feature importance in terms of profit can be

computed in the following way.

1. Apply the random for st moa.” RF to the test set and extract class predictions for each tree

T; €RF.
2. For each tree T; co.. * ate the profit P(7;) using the confusion matrix in Table 2.

3. For each feaw. = - ir the test set, compute the mean decrease in profit. This is defined as the
differencr betwe *n the average profit of trees where F; € T; and the average profit of trees where

F; ¢ T;, giv » bv .he equation
Y P(Ty) Y P(Ti)
_iFET L Fi¢T;
{Ti:FeTi}| HTi:F; ¢ T}

P(F))
wherc F; € T; means that feature Fj is in tree 7;.

4. Sort P(F;): the features with the highest values are those with the greatest mean decrease in

profit.
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The result of this method is a ranking of the features in terms of the importance with re.pect to profit.

4. Experimental Design

4.1. Data Description

The data used in this study originates from a telecommunicatic .s operatur and a commercial bank
that both operate in the same country. The datasets are anonymizec. and d , not contain personal infor-
mation such as the name and address of customers. The telc > da’.. ¢ ntains five consecutive months
of CDR data of almost 90 million unique cell phone numb. < as '~ _cribed in Table 1. The data from
the bank includes over two million customers and it con. ‘sts of tt -ee parts, namely sociodemographic
information, such as age, marital status and postcode; « hit account activity, including timing and
amount of payments; and credit card activity. Both su.‘odemographic and debit account activity span
three months and conform the historic part of th - aar ...". For the credit card activity, there is infor-
mation about when the cards were issued, th. ~tal « vedit limit, monthly values of how much of the
credit remains and how often the custome -~ have failed to repay their debt until twelve months after
receiving the card. The credit card transactions . “rve as the key input to the credit scoring application
because the data provides informati ,n abc 't monthly payment arrears. This is used to predict the
creditworthiness of the customers The 'ne wledge about the credit limit and remaining credit on the

cards also allows the computati n o’ the :MP.

4.2. Experimental Setup

The credit scoring v ode) . are built for customers who received a credit card within a three-month
period in 2015 and th y are .. ferred to as subjects. An overview of the experimental setup can be seen
in Figure 2. The c.. it card data contains information which enables the labeling of the subjects as
defaulters or nc .-defar-lters by counting how many late payments they have in the year after signing
up for the card. As pr_viously noted, the Basel definition is used where having three or more late
payments i nplies ¢ fault. The label or target vector is denoted by Ype rauir-

To create u.. vank component of the dataset, both the sociodemographic and debit account data is
used. Mo. = precisely, sociodemographic features such as age, marital status and residency as reported
at the time ot the credit card application are extracted. Furthermore, debit account activity in the month
prior to receiving the credit card is considered and used to extract features representing spending be-

havior, as can be seen in Table 3. Based on Singh et al. [42], two types of temporal-behavioral features
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Figure 2: Experimental setup for ¢ 'e *'.net ame.

that have been shown to correlate with financial well-bring and onsumption are included. The first
one, diversity, measures how customers spread their trai. ~ctious over various bins, represented by the
days of the week in this case. For each customer i a. 1 each bin j, the fraction of transactions p;; that
fall within bin j is computed. The temporal div. -..., ~f customer i is then defined as the normalized
entropy of all transactions counted in all seve bins ~ith M being the number of non-empty bins, or

:Z:, 1 Pijlog pij

D; -
logM

In addition, the loyalty of a customer '» u. Sued as

Y1 Pij

where f; is the fraction of all t ansac.. ~* s of customer i that happen in their k most frequently used bins.
In this case, loyalty charac.erize. *he percentage of transactions that take place during a customer’s
three most active days. " he « ollection of both sociodemographic and debit account features is called
‘sociodemographic’ f.atures ~nd denoted with xgp.

The telco data .. ns:d a° the key input for the social network part of the analysis. As mentioned
before, the subi .cts re eived their credit cards within a period of three months and the subjects are
considered in ea.™ me .th separately, which results in three timeframes #;, #, and #3. To build a call
network fc - each ‘'meframe, the CDR of three whole months prior to the card acquisition month
is aggreeated «... people that have shared a phone call during this period are linked together after
discardin, - ay phone calls lasting less than five seconds. Thus, there are three call networks spanning
three months each. Each network consists of all subjects that received a credit card in the month

succeeding the last month in the network, everyone they shared a phone call with and all phone calls

between everyone in the network. In addition to the subjects, there are also other types of people in the
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O Telco Ci without ing in

Figure 3: The figure demonstrates the various ty ~es o1 people that are present in the call network.

network, as Figure 3 shows. The people-shaped ctiues are the subjects, whereas the diamond-shaped
entities denote other bank customers (i.e., pe. >le who did not receive a credit card during the three
months). They may, however, alreads pus. =ss a card, and those that are known to have had payments
arrears are colored black. These are .. ~ del’ aquent customers in the network, as described in section
3.1. Bank customers without p7 yme it ar-ears are colored white. The circular entities in the network
are people who are customer- of the . "co but not of the bank.

For all subjects in each of the *hree timeframes, four types of network features, both direct and
indirect, are extracted. firs, features representing the calling behavior of the subjects. Thus, the
number and duration .f incoi.'ng, outgoing and undirected phone calls taking place during the day and
night and on differewn. 7 .ys c. the week are computed. These features are denoted by xcp. As described
in subsection 3. , infoi mation about delinquent customers in the network—the black diamonds—is used
and they are labe. "1 v ¢h respect to three distinct criteria: having one or more late payments, having
two or mo ¢ late p yments and, having three or more late payments. This gives the opportunity to
distingrich the severity of their financial situation in relation to the influence they spread. These
three labe’ vectors serve as the information source z and active nodes V4 when applying PR and
SPA, respectively. Based on these labellings the extraction of link-based features, computation of PR

and SPA exposure scores together with link-based exposure features as described in subsection 3.1 is
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performed. To construct the weight matrix W, edges in all networks are weighted by .1e number of
phone calls and both incoming and outgoing edges as well as undirected net” ‘ork are considered. The
parameters in the propagation algorithms are set to the default values o = u.”S (to. PR) and d = 0.85
(for SPA), based on exploration of the data which showed robust resu’s. F .. “he link-based exposure
features, the cut-off point is defined as the minimum exposure score of the delinquent customers with
at least three late payments, since having at least three late pay: ients d¢ ines default. All the link-
based features are viewed as one group of features denoted by .; 5. Finally, the feature groups xpr and
xspa are respectively composed of the exposure scores of PR a... SPA (ogether with the corresponding
link-based exposure features.

The result of the featurization process is a dataset « “ the . ~".a

hl
X = {XSD7XCBaXLB7xPR7xSPA, y= {yDe fault}

Table 3 describes some of these features. Afte~ com 1ning the two data sources, extracting all the fea-
tures described above and cleaning up the datasc ‘. 2.,000 observations remain and over 300 features.
The fraction of defaulters is 0.0449 or just un'~r 5% default rate.

With the datasets featurized, credi* ... \ng models are built using binary classifiers with a 70% /30%
split into training and test set. Befo. > build .ng the models, highly correlated variables are removed
and undersampling of the traini'.g sr . conducted to reduce class imbalance, as is common when ap-
plying analytics techniques [4 3]. F1..~! model performance is evaluated using the test set. The binary
classifiers logistic regressiun, de. <ion trees and random forests are used for the empirical analysis.
Logistic regression is tb . inc 1stry standard for building credit scoring models [2]. Decision trees are
included since they 2 e moi. nowerful than logistic regression, while at the same time guaranteeing
interpretability of ..~ r.ode’. They are implemented using recursive partitioning with ten-fold cross
validation on th' traini~g set to tune and prune the trees. Both the logistic regression and decision tree
models are comy “+ed - zainst random forests which are an ensemble method that constructs multiple
decision tr es that “ointly decide upon the credit score. Random forests are considered to be a very
powerful. blac. wox analytical modeling technique. As a result of parameter tuning, 500 trees were

used to bu 1 each forest.

16



Table 3: Descriptions of some of the features that were extracted from the data source.. In the table

IN, OUT and UD stand for networks with incoming, outgoing and undir ctec edges, respectively.

The number in the brackets (x) indicates how delinquent customers were ac~ineu with respect to the

number of payment arrears in each case.

Feature
Notation Number Feature Description
Group
Age Current age of the customer
Amount Spent  Total amount spent in the month before rece. g the ¢ it card
Socio Mean Spent p. Day  Average amount spent per day durir | the mo=*- before receiving the credit card
demo SD 35 Diversity-NE Value Diversity of value spent over non-e. ~t .ns dur .g the month prior to receiving the credit card
graphic Diversity-ALL Number Diversity of number of purchasc. “erall ¢ . bins during the month prior to receiving the credit card
Loyalty-Number Loyalty of number of purchases in the to, ‘hree bins during the month prior to receiving a credit card
) Count IN  Total number of phone calls rc. “ved dur’ .g the three months of the social network
Calllng CB 72 Weekend Duration OUT ~ Aggregated duration of all p.. = calls made on weekends during the three months of the social network
Behavior Tuesday Duration UD  Aggregated duratic ~ p-unv varls made and received on Tuesdays during the three months of the social network
Binary (0) IN  Binary indicator of having ~ighbors with no late payments, in a network with incoming edges
Binary (1) OUT Binary indicar " 01 w.. ~~ighbors with one late payment, in a network with outgoing edges
Binary (2) UD Binary indicator o. ™ ving neighbors with two late payments, in a network with undirected edges
Link- LB 16 Binary (3) UD Binary inc ~a.  of hay 1g neighbors with three late payments, in a network with undirected edges
Based Count (0) IN  Number of ner_bors with no late payments, in a network with incoming edges
Count (1) OUT Numu. ~f neigu.ors with one late payment, in a network with outgoing edges
Count (2) OUT  Number of ne:_abors with two late payments, in a network with outgoing edges
Count (3) UT 1\ “er of neighbors with three late payments, in a network with undirected edges
Exposure (J' (N Exposu :score after applying PR on a network with incoming edges and delinquent customers with one or more late
v s,
Persona-
) Exposure 2) OU =~ Exposure score after applying PR on a network with outgoing edges and delinquent customers with two or more late
lized PR 54 Bens.
PageRank . . . X X
E» osure (3) L. Exposure score after applying PR on a network with undirected edges and delinquent customers with three or more
late payments.
Binarv High Risk (., IN  Binary indicator of having neighbors with high exposure scores after applying PR on a network with incoming edges
and delinquent customers with one or more late payments.
Bm. -H’ nRisk (2) OUT Binary indicator of having neighbors with high exposure scores after applying PR on a network with outgoing edges
and delinquent customers with two or more late payments.
# ount F'zh Risk (3) IN  Number of neighbors with high exposure scores after applying PR on a network with incoming edges and delinquent
customers with three or more late payments.
Exposure (1) IN  Exposure score after applying SPA on a network with incoming edges and delinquent customers with one or more late
Spreading SPA 4 payments.
Activation Exposure (2) OUT  Exposure score after applying SPA on a network with outgoing edges and delinquent customers with two or more late
payments.
Exposure (3) UD  Exposure score after applying SPA on a network with undirected edges and delinquent customers with three or more
late payments.
Binary High Risk (1) IN  Binary indicator of having neighbors with high exposure scores after applying SPA on a network with incoming edges
and delinquent customers with one or more late payments.
Count High Risk (1) UD  Number of neighbors with high exposure scores after applying SPA on a network with undirected edges and delinquent

Count High Risk (3) IN

customers with one or more late payments.
Number of neighbors with high exposure scores after applying SPA on a network with incoming edges and delinquent

customers with three or more late payments.
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Table 4: Statistical Model Performance (AUC).

Model Classifier
Model ID  Feature Groups Logistic Regression Decision Trees Rai..~m Forest
A SD 0.5869 0.7004 28993
B CB 0.5351 0.704 - 0.8700
C LB 0.5485 0.7°22 0.7697
D PR 0.5163 (7611 0.8339
E SPA 0.5281 J.71>0 0.8063
F SD,CB 0.6115 4712 0.9227
G CB,LB,PR,SPA 0.5182 0.,507 0.9154
H SD,CB,LB,PR,SPA 0.6121 17263 0.9224
5. Results

The results are organized in three parts star.. g with empirical tests to establish the networks’
relational dependency. Subsequently, the resu'v. ~f wie proposed methodology are detailed, first in

terms of statistical performance and then .. ‘...~ f economic performance.

5.1. Homophily amongst Defaulters

A network is homophilic if nor'es w. *» a certain label are to a larger extent connected to other nodes
with the same label. In the def ult .etv orks, homophily is present if the fraction of edges between
defaulters and non-defaulter is signicantly smaller than the expected fraction of such edges in the
network. A one-tailed prorartion te.t with a normal approximation for homophily amongst defaulters
resulted in a p-value ¢ les, than 0.0001, which means that there is evidence of homophily [44].
Furthermore, homor iily ‘n newworks can also be measured with dyadicity and heterophilicity, that is,
the connectedness be.. <er nodes with the same label and of different labels, respectively, compared
to what is exper ted in a -andom network [44]. The networks analyzed here, have a dyadicity amongst
defaulters of ~ 86> ..nile the heterophilicity is 0.8137. This means that the networks are not dyadic,
as defaulte. : are nc more connected amongst themselves, but they are heterophilic, i.e., there are less
connec ..~ hetween defaulters and non-defaulters. Based on these results, there is foundation for

applying s« ~ial network analytic techniques to predict default in the call networks.
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(a) 95% Confidence (b) 99% Confidence

Figure 4: Domu. tion graphs.

5.2. Statistical Model Performance

Credit scoring models are built with the features in each feature group separately, as well as three
models with a combination of featv = group , as seen in Table 4. The first five models A, B, C, D and
E study the main effects of eact feature _roup. Model F' combines the sociodemographic features
with the calling behavior featrres, nod .1 G includes all feature groups except the sociodemographic
features and in model H w* cu ~<ider all feature groups. Other combinations of feature groups were
tried, but they did not pr ,vi.'2 more significant results than the ones shown. As is common practice
in credit scoring, statistic..” model performance is measured by the area under the receiver operating
curve (AUC). The # JC ,ummarizes the trade-off between model sensitivity and specificity in a single
number between ~ und 1 . (th higher values meaning better performance.

From Table 1, it is ' lear that the performance with respect to the three classifiers varies substan-
tially. Over .ll, the logistic regression models perform the worst, of which models including sociode-
mographic 1. ~ture , (models A, F, H) perform best. Logistic regression models do not yield a better
perform. nce wuen using network-related features. This hints at a non-linear behavior that cannot be
properly cap ured by a generalized linear model.

The random forests produce the best-performing models and the remaining discussion will there-

fore be focus on them. First, the test of DeLong et al. [45] is applied to the receiver operating curves

19



0.010-

0.005-

Mean Decrease in Accuracy

0.000-

Group
~ . CB
-‘ . LB
.’ PR
' SPA
. B

1 1 1 1 P
O o Qo000 zzzQoozoocokg <2 £ oo
DEEDDCCCDDCDDJC CODD
c S £ 6 6 6 € & 6 £ § & .. © =)
s 5§ 5 86 & = = = 0 & = ¢ &€& <2 - = < o2
£ 38¢E &85 S SE¢eg S Ee 35880
S S S S 3 S 3 a5 © > 3
= o Qo N0 [a) N5 A <
) o, O o 0
o <= DD>>HDO DO‘um>,joo
> 2 > 2 © ® < o > o £ 8 ©® O a &
T Zz 8 5 ©w T 2 = © X @ % T o> X X
= 22 8 ¥ =z n| T u z 4 g & W oo
3 ¢ =28 5 &£ :§5 8
= = = 3 = 3 38% a
= = = =
c = c
=] = = S
o o) 3 o
o - 8 &)
Feature

Figure 5: Feature impor .~ce: . Tean decrease in accuracy.

(ROC) of each pair of random forest models '~ coutpare their performance. The results can be seen in
the domination graphs in Figure 4. The “~st performing models are at the top and models that perform
worse are lower down. The arrow. ‘ndicatc a significant improvement in statistical performance at
95% and 99% confidence level c.a th- left and right, respectively. The figure on the left demonstrates
that there is not a significant c'.ffer. “~e .n the performance of the three models with a combination of
features (F, G, H), but mc tels ~ith only one type of features (A, B, C, D, E) perform significantly
worse with the link-base . fe: tures (C) performing worst overall. Secondly, the importance of the fea-
tures in model H is e¥plore. to determine their ability to predict default and rank the usefulness of the
features. This is di »nla- ed i  Figure 5 for the mean decrease in accuracy for the 20 most important
variables. The r can decrcase in accuracy of a particular feature measures how much the accuracy of
the resulting mc 'el dec eases when that feature is left out of the model, and as a result, gives a score
of how imy ortant 1. is in the model. Figure 5 demonstrates that the calling behavior features are ranked

the highest, 1.~ ed by PR features and SPA features, and a single LB feature.

5.3. Econo.nic Model Performance

The previous subsection showed that the statistical performance of more complex credit scoring

models with a combination of feature groups is significantly better than models with only one feature
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Figure 6: Sensitivi. 7 / nalysis for ROIL.

group, and even better than that of models with s ciodemographic features alone. Here the economic
performance of the models is evaluated and the ‘mportance of features in terms of profit by applying
the EMP to the random forest mode’.. Fo. the EMP (see section 3.2) various parameters need to be
specified. To compute the benefit of co. »ct) identifying a defaulter, A (see Equation 1), the credit card
limit is used as the principal (A" anc the irawn amount on the card at the time of default as exposure
at default (EAD). The two r¢ naining ,,arameters: loss given default (LGD) and return on investment
(ROI), are domain specific and no. obtainable from the data directly. Therefore, an exploration of
their effect on the EMP s prsvided. An analysis of the variation in EMP as a function of LGD shows
substantial robustnes ,, which neans that the economic performance of the models does not greatly
depend on LGD. Ceo. der ag this, and based on expert judgement, this parameter is set to 0.8. In
contrast, EMP « ecreas. » when ROI increases as is evident from Figure 6, which shows the EMP and
its implied c»*ofi (7" .2 fraction) as a function of ROI when LGD is set at 0.8. The value for ROI
is determir. >d base: on the ‘elbow’ in these figures and set to 0.05. The inflection point is the point
where "~ R0I pecomes the biggest influence (thus the linear behavior) and so it is appropriate to
choose a v Ilue that balances profits for the rest of the analyses. Subsequently, the distribution of A
can be estimated, see Figure 7. As in Verbraken et al. [39] there are two peaks in the distribution,

one at each end of the unit interval and with the assumption that A follows a uniform distribution in

21



20+

154

:
)

Density

0.00 025 0.50 0.75 1.00

Figure 7: Distribution of A.

$570,690

$530,940

75 F $581,912

3
Measure
<, | Ed 5 E $573,530
u 50 EMP fraction
D $613,100
1 c $496,445
25
B $619,328
o 00 A $613,628
A B c D E F G

H 0e+00 2e+05 4e+05 6e+05
Model Profit

uonoely dNg
Mode:

(a) EMP and EMP fraction (b) Profit

Figr ce 8: " ~<.aomic Model Performance.

between. The peak at O repr sents c.~ 4it card holders who have had payment arrears and have paid
back fully, whereas the peak at 1 ‘~dicates those that never paid back their debt. This distribution is
used to determine the v:.ues .or py and pi, see Verbraken et al. [39].

With all paramet _rs esu.  ated, the next step is to compute the expected maximum profit, the
profit maximizing 1. ~‘.on ‘ f rejected loans and the model profit (as described in Section 3.2.1) for
the random for st mo 'els in Table 4. The results can be seen in Figures 8. The value for EMP
is expressed as « nere_ntage of the total loan amount and measures the incremental profit relative
to not buil ing a c =dit scoring model. The ranking of the values for the expected maximum profit
is consictent wiw the ranking of the AUC values in Table 4, and again models A, F, G and H are
considere.’ vest and C the worst. The EMP fraction values vary, however, and therefore so do the
model profits. The profit maximizing fraction represents the fraction of credit card applications that

should be rejected in order to obtain the maximum profit. The fact that the fraction for model G is
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Figure 9: Feature Importance: Me. 1 decrease in Profit.

so much higher than the rest with the profit rc*.."inin ; the same, indicates that the model focuses on
the most profitable customers. Regarding :.: ™= profits, there is a substantial increase compared
to not using a model. Model B has the highest p.ofit, followed by models A and D. Models F and H
also produce decent profits, whereas — does 10t, at least not when compared to the rest. Again, model
C performs the worst. Of the mor'els w1 .nly one data source, model B (built with calling behavior
variables) brings the higher sing ‘12" res its. As no history is available for these borrowers, a possible
explanation is that their soci . *~onomic standing can be deduced from their immediate network. Note
however that this differer- is marginal, as model A (sociodemographic variables) follows it. Of the
combined models, mod. " F (with both sociodemographic variables and calling behavior) and H, with
all available variablr s, pr bduce the best results in terms of profits.

Figure 9 shows the e .n decrease in profit for the 20 most important features in model H com-
puted using the techniq 1e described Section 3.2.2. This profit perspective shows more variation in
groups of fr ..ures wan the statistical one. As for mean decrease in accuracy, more than half of the
features are ~alling oehavior features, but in contrast to Figure 5, a quarter of the features are sociode-
mograg i .. - “ves, which in this case are features that measure consumption. This is consistent with
the result 1. licating that, of the combined models, model F was associated to a larger profit. To test
for correlation among the ranking of features according to the two measures we computed the Spear-

man’s p, Kendall’s T and Goodman and Kruskal’s y correlation coefficients. The resulting values did
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not indicate a correlation among the rankings.

It is interesting to see that having only network features allows us t- dis .riminate potentially
better customers. That would mean that we can look, using the network cu. necticns, beyond simple
socioeconomic and sociodemographic traits, and actually profile mo ¢ pr ...~ble customers. In the
models, network features help discriminate different customers, who can,.~t be captured by common

features, and it happens that these customers bring a lot of profit.

6. Discussion

Based on these results, the three research questions in sectio, 1 can be addressed.

The first research question Q1 assesses the value .“at ca.’ data adds to credit scoring models in
term of AUC and profit. For statistical performance, wucis iicluding all features performed best, with
the AUC value increasing by 0.023 points in the " ~~* modcl when compared to the sociodemographic
model A. The economic performance of the mode '« in terms of EMP, EMP fraction and profit can
be seen in Figure 8. The model with the highe "t p.ofit is model B and it is slightly better than the
traditional model A. Models with a combinauw. ~n of feature groups (F ,G and H) produce lower profit
but their EMP values are the highest. 7... veason for the lower profit is the high EMP fraction, which
indicates that these models are morc ~onser sative and exclude a higher proportion of the defaulters.
These results indicate that the C"JR + ata complements the conventional data and there is added value
when including the CDR daf. in ci. . scoring models and even when used without the traditional
features.

The results also prc vide an answer to the second research question Q2: Can call data replace
traditional data used or cre 't scoring? In terms of both statistical and economic performance, the
results indicate tha. *h pre sictive power of call data is just as good or might be even better than
traditional data “or the~= borrowers. This is clear from the high performance of model B. In addition,
the importance o. he c- ding behavior features shows that these are very predictive, much more so than
the traditic 1al feat. ves. This result demonstrates the merit of this research. Given the high predictive
power of the ..l uata, borrowers without enough bank information can benefit from the approach by
giving ac\ = s to their call records to obtain credit.

Finally, tne last research question Q3 about how default behavior propagates in the network, can
be addressed. The results of the homophily test in section 5.1 showed a lower fraction of connec-

tions amongst defaulters and also between defaulters and non-defaulters. This might partially be a
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consequence of the low number of defaulters in the network overall. Furthermore, .1sights about
the propagation of default behavior can be obtained from the importancr of ‘.ae features. Firstly,
for mean decrease in accuracy, see Figure 5, a few PageRank and Spreadi..> Acuvation features are
important. These are predominantly ‘Count Low Exposure’ features whic'. .~nresent the number of
neighbors with low exposure score. This indicates that not having = hig.. -isk neighbor is predictive
of non-default. The PageRank feature ‘Exposure (2)’ is also am ng the 0 most important features.
It represents the PageRank exposure score when the influence cumes rrom delinquent customers with
two or more late payments and indicates a propagation effec. of dr.ault behavior. Second, for the
mean decrease in profit in Figure 9 there are two PageRank ex), sure scores, based on one and three
late payments of delinquent customers. From these ob.. ~rvau. = we can say that, in terms of propaga-
tion of default influence, Personalized PageRank is ... ciective than Spreading Activation. A more
thorough analysis of how default propagates is r~~ded to vetter understand the effect of each of these

features.

7. Impact of Research

The research findings presented .1 this »aper have possible impact at various levels. This section

identifies three different levels and pro. *des a discussion of the implications of each one.

7.1. Regulatory Impact

The Basel Accords model un. voected losses using a Merton single-factor model where the asset
value of an obligor dep’ ads 1pon a systematic (e.g., the macroeconomy) and an idiosyncratic (e.g.,
obligor-specific) risk ompu. =nt [2]. Asset correlations are then also factored in to see how default
behavior is correlaw. 1 7 ad, - s such, model system risk. A key concern relates to the exact values of
these asset corrr .ations For corporates, the assets can be quantified by inspecting balance sheets, and
various financiar “ode’; have been introduced to quantify corporate asset correlations.

For ret il expc ures (e.g., credit cards, mortgages, installment loans), it becomes considerably
more difficult .. e assets are less tangible. Retail asset correlations have been specified in the Basel
Accords « ¥ag some empirical, but not published, procedure reflecting a combination of supervisory
judgment and empirical evidence. As such, they are fixed at 4% for qualifying revolving exposures
(e.g., credit cards) and 15% for mortgages. Given their impact on capital calculation, it would be

desirable that these asset correlations are sustained by a solid theoretical framework and accompanying
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empirical validation. In this research, we illustrated how default behavior on credit ca. Is propagates
in a call network. These insights pave the way for additional research aime « at - uantifying asset and
default correlation for retail exposures in a more sound and solid way. 1.~ can ¢chen lead to better

regulatory asset correlation values which in turn leads to a better prote -tior " the financial system.

7.2. Financial Inclusion

The results may also have a societal impact that affect borro. =rs i-. developed and developing
countries in different ways. In the former case, people whc are ;o1 ng the financial market for the
first time, such as young people and immigrants, face troub.. ~ wucn applying for loans because they
do not have a credit history. Instead, they need to spen.. ‘ime a .d effort to build their credit history
before financial institutions can assess whether they are cic ‘itworthy.

In developing countries where historical financia. Jata is often nonexistent, the impact is even
greater. As reported by the World Bank, over two ill’ yn adults worldwide do not have a basic account
which makes up more than 20% of the adu.” , ~ou.tion in some countries [46]. The benefits of
behavior-based microfinance in these cot -.~< a.= evident, as having access to small credits has a
social impact on communities, helping to fight poverty and enhancing economic development [47]. In
contrast to the lack of banking histor 4, the h 3h(er) availability of call data in these countries provides
an alternative for credit scoring, b .reby .. ~.itating credit access to a wider segment of the population.
According to the results, featur. - e .trac’ ed from these untraditional data sources are good predictors
of credit behavior (e.g., mor."'< B, G and H). In addition, the numerous smartphone applications that
are already being deploye ' ‘n some developing countries are a prime example of the success of these
methods. They offer in. me iiate small loans, that are repaid within a short period of between three
weeks and six mont'.s ar d have lower interest rates, ranging between 6% and 12% as opposed to the

25% interest rate in trac *ir aal microlending [25].

7.3. Privacy and Fthic I Concerns

The res 1lts of 1 is study are furthermore affected by privacy regulations because the implementa-
tion of some o. ...c models depends on different parties sharing the data. Since there are no worldwide
applicabl. .andards for data-sharing of that kind, we illustrate how this might occur by studying the
reality of the US and the EU in what follows.

In the US, there is no single federal law regulating data transfer between affiliates. The transfer

of financial information between a bank and a telco is protected under the Gramm-Leach-Bliley Act
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[48]. This legislation allows transfer of personally identifiable information originating 1. um a financial
service provider to a third party if the parties design a contract that disall* ws r sclosure and use of
information outside the project. In general, such a contractual framework . “oulu satisfy most other
pieces of regulation that might indirectly apply to the sharing of data “.1 the . “er direction (i.e., from
the telco to the bank or credit bureau).

In the European Union, in contrast, there is a strong body of legislat on regulating data sharing.
Given that CDR data are a form of communication, and the vujective of the model is to process it
along with banking data in an automated way, two pieces of ..gislaf on apply: Regulation 2016/679
[49] regarding the protection of privacy for natural persons, best. nown as the General Data Protection
Regulation (GDPR), and the “ePrivacy Regulation™ [521 reg..".ng the processing of personal data in
the electronics communications sector.

The ePrivacy Regulation deals with if, and “~w. con.munications data at a disaggregated level
can be used. Article 30 in particular mandates tha a service such as a financial score, which is not
only for billing or providing the mobile service, is « “value added service”, and thus requires explicit
authorization from the user. This authorizati. ~ might be given in the contract, for example, or ex post
to the signing of the contract via elect~__ *~ authorization. In case none of these provisions can be set
in place, then the sharing of CDR da.~ cannr t occur unless the data is anonymized.

The key challenge is how tc mal ¢ the data available to the other party, so defaulters can be cor-
rectly identified. Fortunately, .nere .-= nethods that can provide privacy-preserving data linkage [51]
that can be followed in ord r to , in the data securely without compromising the individual on either
side of the sharing proce ss. ! lethods such as Privacy Preserving Probabilistic Record Linkage [P3RL
52], that are in use ir the u. dical sciences, allow secure data-sharing between partners. The secure
transfer of data is a. ~ v_ry s mple to satisfy, following proper encryption and secure access protocols.
The GDPR has - uditional provisions on data storage, forcing companies to store data only for the time
necessary to pro.de tb . service, so the party receiving the linked data only for the purposes of model
developme it must *nsure proper disposal of the data after the model development. Finally, note that
the model itse.” " considered aggregated data. Article 22 of the GDPR allows the safe use of statistical
models w ¢ .1 these are required to establish a contract with the counterparty (the financial institution),
which is the case when a loan is granted.

There is as well an ethical concern in using data that depends on the social network of the borrow-

ers to restrict funding to them. This is of course not a practice that should be recommended from the
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results of this model, as it would constitute unfair discrimination. However, when bo..owers do not
have any past behavior information that allows institutions to make a deci ton. or they have not ac-
cumulated enough additional information to profile them correctly, then CL.* into. mation can clearly
contribute to increase financial inclusion. Thus, we propose that the 1 ;e o .. ‘< data be done in strict
positive terms. This can be easily done when constructing a credif scoi. it is common practice to
discretize continuous variables and give a score based on the Wei rht of E idence for each of the seg-
ments [2]. An ethical use of this information would simply a.ign the neutral score to those segment
which would unfairly punish the borrowers, leaving the posiu.¢ seg aents that would provide easier

access to funds.

8. Conclusion

This study presents the statistical and econor *~ ~dvanmages of exploiting Big Data and social net-
work analytics for credit scoring applications We v e phone call logs are used to build call networks
and social network analytics applied to enhance ‘he performance of models that predict creditworthi-
ness of credit cards applicants. We do this 1.. m both a statistical and profit perspective and demon-
strate how incorporating telco data h? = ...~ votential of increasing the Value of credit scoring models.
Furthermore, we identify which fea.. “es are most important for this predictive task, both in terms of
statistical performance and prof ¢. 2 ccording to the results, models that are built with features that
represent calling behavior pe .orm v < , both when performance is measured in AUC and profit. We
also show that these featuizs do.. ‘nate other features in terms of importance. This is an interesting
result because it means .hat 10w people use their phones can be used as the sole data source when
deciding whether the: shou. ' be given a loan or not. Thus we propose that the data should be used
in strict positive te. s to fcilitate financial inclusion for people that lack enough information for
correct profiling .

The main lin. “atior of our this is the data itself. The scorecards that were built are for the applica-
tions of cre lit cara. and it is unclear how the results would generalize for other types of credits such as
microloans ot ....«tgages. In industry, numerous applications for granting microloans via smartphones
by analyz '~ ; user’s behavior exist. According to various reports, behavioral features are important in
these applications as well, but that is difficult to verify without published scientific results. Similar
data could be obtained from peer-to-peer lending platforms, or through agreements between telcos

and banks/credit bureaus, where there is access to both default status of users as well as behavioral
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features. Behavioral data similar to the mobile phone data shown in this work could ai.) be gathered
from social media platforms such as Twitter. The data in this study origin‘ es f om a single country
where a telco and a bank have a special agreement to share the data. Ther. "~re, «a analysis of simi-
lar data from other countries or data for other types of credits would .trer ... »n the external validity
of the presented results. In practice, lenders use credit bureau variables, .ch as FICO scores, when
assessing creditworthiness, and unfortunately they were not availe »le for 1 1ese analyses, but would be
an interesting extension of our work.

It is already clear that the mobile phone data used in this ,wdy s big in the sense of ‘Volume’,
“Velocity’, “Veracity’ and ‘Variety’. Our analysis of the data ana e resulting well-performing models
show that it also has a positive effect for financial inc. “<ion .~ 4 on model profit, and as such is also

important for ‘Value’: the fifth V of Big Data!
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*Highlights (for review)

e A novel approach for credit scoring using mobile phone data and social n+ «. *arks
e Implies enhanced financial inclusion in the context of positive credit infrrmation
e Incorporating mobile phone data increases statistical performance

e The best model in terms of profit includes only calling behavior features

e Individual calling behavior is most predictive of creditworthiness



