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Type 1 diabetes is caused by the destruction of insulin-producing mechanisms in the pancreas, resulting in uncontrolled blood glucose concentration (BGC). Previous modelling techniques have generally been marginally successful in producing accurate predictions, in part due to the lack of real physiological data from patients. This research considers a Diabetes UK study, which collected free-living data from individuals with Type 1 diabetes using a continuous glucose monitor, activity armband and food and insulin diaries to investigate methods to predict BGC over several hours. A further aim was to improve understanding of the role of physical activity in BGC variations.

Initial tests were performed to directly find invisible patterns within the raw meal, insulin, sleep and activity data but no significant correlations that could be beneficial to help develop better predictive models was found. A number of methods of modelling BGC in Type 1 diabetes are investigated and it was found out that every diabetic subject has his/her own parameter variations, different to the one-size-fits-all reference parameters, hindering improved predictions. As a resolution, an optimization-driven technique is developed for the linear time-invariant ARX class of models, aiming to refine reference constant parameters in glucose and insulin sub-models to suit the very distinct features of each set of Type 1 BGC data. The outcome of this work showed that optimising these values for parameters of digestion in the gut and insulin diffusion in subcutaneous tissue could improve the predictive properties of the ARX models. However, although the prediction was improved over previous research, it was still far from satisfactory due to the non-linearities existing in the BG data. Thus, non-stationary Gaussian Processes was investigated to address the BGC's non-stationarity and autocorrelation with variations present both intra and inter-patient. This approach was not only able to better describe local blood glucose dynamics in response to carbohydrate and insulin intake, but also permitted the inclusion of physical activity energy expenditure data, an advantage over the previous linear time-invariant ARX.

Physiological based-models were then investigated for parameter learning, especially the physical activity data for BGC prediction over several hours. These models showed some predicting capability, highlighting periods of low and high BGC. However, physiological variables analysed were found to differ from estimates in the literature derived from healthy individuals. Therefore, a new semi-empirical compartmental model was developed to better represent the underlying physiology, however resulted in only minimal improvement. Finally, a multi-objective optimization-based approach, constrained by published upper and lower bounds for the variables, was employed to refine these parameter estimates. This cohort-driven technique was shown to perform the best, exceeding those of the previous physiological-based modelling methods and while it is not limited to only short-term predictions, it achieved better prediction on most of the volunteers’ studied.
# Table of Contents

Table of Contents ........................................................................................................ iv
List of Tables ............................................................................................................... vii
List of Figures ............................................................................................................ ix
DECLARATION OF AUTHORSHIP ........................................................................ xiii
Acknowledgements .................................................................................................... xiv
Definitions and Abbreviations .................................................................................. xv

Chapter 1: Introduction ............................................................................................... 1
  1.1 Diabetes Mellitus .................................................................................................. 2
    1.1.1 Type 1 Diabetes ............................................................................................ 2
  1.2 Motivation for Research ...................................................................................... 4
  1.3 Applicability of Research .................................................................................. 6
  1.4 Contribution of Research .................................................................................. 7
  1.5 Main Contributions ............................................................................................ 8

Chapter 2: Literature Review ..................................................................................... 9
  2.1 Glucoregulatory System ..................................................................................... 9
    2.1.1 Carbohydrates Effect on The Blood Glucose Levels .................................. 13
    2.1.2 Role of Physical Activity in Glucose-Insulin Dynamics ............................. 15
  2.2 Modelling the Digestive System ....................................................................... 16
  2.3 Modelling of Physical Activity ......................................................................... 19
  2.4 Modelling the Exogenous Insulin Flow ............................................................... 19
    2.4.1 Hovorka Model ............................................................................................ 21
  2.5 A Review on the Modelling of the Insulin and CHO Model ............................. 22
  2.6 Simulation and Prediction ............................................................................... 26
  2.7 Multiple Step-Ahead Prediction ....................................................................... 27
  2.8 Performance Metrics ......................................................................................... 27
  2.9 Genetic Algorithm as an Optimisation Technique ........................................... 28
  2.10 Missing Evidence and the Gap in Type 1 Diabetes Literature ....................... 30
    2.11 Summary ......................................................................................................... 31

Chapter 3: Data Collection and Research Methodology .......................................... 32
  3.1 Diabetes UK Study ............................................................................................. 32
  3.2 Subject Selection ............................................................................................... 32
  3.3 Baseline Clinical Tests ...................................................................................... 33
    3.3.1 DEXA Scan ................................................................................................. 33
    3.3.2 Fitness Test ................................................................................................. 33
6.4 Results ........................................................................................................... 100
6.5 Conclusion..................................................................................................... 109
6.6 Contribution to the Body of Knowledge...................................................... 110

Chapter 7: Dynamic Modelling of BGC............................................................. 111
7.1 Introduction ................................................................................................... 111
7.2 Bergman’s Minimal Model ........................................................................ 111
7.3 Modelling Blood Glucose Dynamics without the Exercise Model .......... 112
7.3.1 Results ................................................................................................... 114
7.4 Modelling Blood Glucose Dynamics with Exercise Model...................... 118
7.4.1 Physical Activity Minimal Model ........................................................... 118
7.4.2 Testing PA Model and Free Living Data................................................. 121
7.4.3 Results ................................................................................................... 121
7.5 Contribution to the Body of Knowledge...................................................... 125

Chapter 8: Non-Stationary Physiological Based Modelling (NSPM) ................ 126
8.1 Process Evaluation ....................................................................................... 126
8.1.1 Insulin Clearance ................................................................................... 126
8.1.2 Basal Insulin ......................................................................................... 126
8.1.3 Decline of Glycogenolysis Rate.............................................................. 127
8.1.4 Insulin Model ......................................................................................... 127
8.1.5 Basal METs ........................................................................................... 127
8.1.6 Exercise Model (Gexer) ........................................................................ 129
8.2 Method and Implementation ....................................................................... 129
8.3 Results ....................................................................................................... 132
8.4 Discussion ................................................................................................... 137
8.5 Contribution to the Body of Knowledge...................................................... 139

Chapter 9: Multi-objective Optimisation in Physiology-Based Modelling ........ 140
9.1 Introduction ................................................................................................ 140
9.2 GA-Based Parameter Optimisation ............................................................. 141
9.3 Cohort-Driven Optimisation with Multi-Objective Optimisation ............... 143
9.4 Guarantee of Convergence and Time ......................................................... 146
9.4.1 Population Size ..................................................................................... 147
9.4.2 Mutation Rate ....................................................................................... 147
9.4.3 Crossover Function .............................................................................. 147
9.4.4 Number of Generations ....................................................................... 147
9.5 Multi Objective Genetic Algorithm-Driven Non-Stationary Physiological-Based Model (MOGA-NSPM) ................................................................. 151
9.6 Implementation .......................................................................................... 153
9.6.1 Parallel Approaches to Speed Up Operation .......................................................... 153
9.6.2 Technical Issues in Implementation ........................................................................ 154
9.7 Results ......................................................................................................................... 156
9.8 Contribution to the Body of Knowledge ..................................................................... 163

Chapter 10: Conclusions and Future Work ................................................................. 164
10.1 Conclusion ................................................................................................................. 164
10.2 Further Work ........................................................................................................... 166

References ....................................................................................................................... 161
Appendix A ....................................................................................................................... 161
Appendix B ....................................................................................................................... 163

List of Tables

Table 2.1: Main Hovorka parameters .............................................................................. 22
Table 3.1: Baseline Characteristics of the 18 study volunteers of whom their free-living data were collected ................................................................. 31
Table 3.2: The Bruce Protocol ......................................................................................... 34
Table 3.3: Variables recorded by the Sensewear® Armband [51] ..................................... 38
Table 3.4: Examples of METs approximations to designated activities taken from [56] ..................................................................................................................... 38
Table 3.5: Correlation between physical activity, blood glucose and body composition. The possible associations between physical activity and blood glucose are then analysed using the two main metrics, the daily average physical activity energy expenditure (PAEE) and the daily average METs (Metabolic Equivalent). The former is calculated from the difference between the average total energy expenditure (EE) and the resting metabolic rate (RMR) while the latter was taken directly from the Sensewear® armband. Glucose is calculated using four metrics, being the daily average area under the curve (AUC), the daily mean, the daily variance (big variance may show signs of poor glycaemic regulation) and HbA1c, as depicted in Table 3.5. Note how the variance in many parameters between the subjects is high, as well as METs data being very wide, reflecting a wide range of people from sedentary to active, although limited to the number of people within the cohort ......................................................................................................... 47
Table 3.6: Physical activity and blood glucose results for the study cohort ...................... 31
Table 3.7: Body composition data .................................................................................. 52
Table 3.8: Correlation between physical activity, blood glucose and body composition ................................................................................................................................. 52
Table 3.9: Correlation between physical activity, blood glucose and fitness ................... 54
Table 3.10: VO2max results ............................................................................................. 54
Table 4.1: Patients and their size of respective time series .................................................. 64
Table 4.2: Volunteers, their respective number of occurrences and pattern instances in the dataset ....................................................................................................................... 66
Table 4.3: Motif in sleep pattern across the 12 volunteers.................................................... 71
Table 5.1: Table describes the mean meal sizes, μMeal and the std for breakfast, lunch and dinner, σ [36]. ......................................................................................................................... 81
Table 5.2: Parameters to be optimised by GA within the Insulin and CHO model .............. 86
Table 5.3: Simulation with MPO (infinite-step ahead prediction) ........................................ 88
Table 5.4: ARX and GA-ARX model performance on the testing datasets for three prediction horizons ....................................................................................................................... 90
Table 5.5: Results from various studies compared for 60 minutes prediction horizon................. 91
Table 6.1: NSGP prediction identified for each individual, with inputs being data of meals, insulin, METs data, heat flux. Training data is shaded in grey while other datasets were used for validation. Tests were done for 60 minutes ahead prediction and model predicted output (MPO). FIT is a metric used to evaluated fitness in comparison to measured BGC, at times showing negative percentage. Only magnitude is taken into account. .......................................................... 101
Table 6.2: FITs summary of prediction for validation and training datasets. ......................... 103
Table 6.3: RMSEs summary of prediction for validation and training dataset......................... 103
Table 6.4: Comparison between original GP and NSGP.................................................. 104
Table 6.5: Comparison of NSGP to previous studies. .................................................... 105
Table 7.1: Parameters of the Bergman Minimal Model ................................................. 112
Table 7.2: Parameter estimates for R&P’s model. ......................................................... 120
Table 8.1: FITs summary of prediction for NSPM tests.............................................. 132
Table 8.2: FITs summary of prediction for validation and training datasets. ..................... 132
Table 8.3: Comparison of NSGP to previous studies. .................................................... 133
Table 8.4: Result from physiological based model. ....................................................... 136
Table 9.1: Parameters derived from healthy individuals as in R&P’s study, values to be optimised by GA............................................................ 141
Table 9.2: FIT summary of prediction for validation and training datasets.......................... 157
Table 9.3: RMSE summary of prediction for validation and training datasets...................... 157
Table 9.4: Optimised and original values from R&P’s model. ........................................ 158
Table 9.5: Comparison of MOGA-NSPM to previous studies (one-hour prediction). ........... 158
Table 9.6: Results in various models with Heat Flux and Mets...................................... 159
List of Figures

Figure 1.1: The structure of the predictive system for blood glucose control [9]................................. 3
Figure 1.2: Factors controlling the blood glucose levels [9]..................................................................... 4
Figure 2.1: Visual representation of the metabolic processes inside the body [17]................................. 10
Figure 2.2: Insulin and glucagon that have opposite effects for BG regulation [18]................................. 11
Figure 2.3: Body response to glucose intake and release in a non-diabetic person [5].......................... 12
Figure 2.4: Blood glucose levels in a healthy person and in a diabetic person after an OGTT test [164]................................................................................................. 13
Figure 2.5: Glucose response curve of different levels of carbohydrate foods [21]................................. 14
Figure 2.6: Block diagram of diabetes modelling [9]............................................................................... 15
Figure 2.7: Overview of the digestive system [22].................................................................................. 16
Figure 2.8: Trapezoidal function of rate of gastric emptying for 5 g and 20 g........................................ 17
Figure 2.9: Flow of compartments in Hovorka model. Each subsystem contains two or more compartments. The largest compartment, ‘Gluco-Regulatory System’ simulates the action of pancreas and glucose-insulin kinetics. .............................................................................................................. 21
Figure 2.10: Block Diagram of an MPC scenario in the AP setup. The CHO intake would be regarded as an unmeasured disturbance (later assumed to be constant), insulin being the control move and the controlled variable is the BG concentration [36]......................................................................................... 23
Figure 2.11: Prediction and control horizons of a SISO MPC system. Prediction Horizon (PH) determines how far ahead the model should be predicting, while Control Horizon (CH) determines how far ahead the controller should plan the optimal control moves. y_{min} and y_{max} are constraints placed on BG levels and r is the desired concentration [36]......................................................................................................................... 24
Figure 2.12: General outline of the components involved in the MPC [36]............................................... 25
Figure 2.13: Types of offspring created................................................................................................... 28
Figure 2.14: Example of initial populations within the bounds set. ........................................................ 29
Figure 3.1: Timeline of duration of sensors worn by volunteers.............................................................. 33
Figure 3.2: The Guardian Real-Time Continuous Glucose Monitoring System (CGMS). The system consists of a glucose sensor and a transmitter......................................................................................... 35
Figure 3.3: BG concentration over a 24-hour period............................................................................... 36
Figure 3.4: The SenseWear® Pro2 armband. Reproduced from [55]....................................................... 37
Figure 3.5: (a) refer to skin temperature over a 24-hour period collected from armband. (b) refers to longitudinal acceleration over a 24-hour period collected from armband. (c) Metabolic Equivalent Tasks approximated from SenseWear® armband data......................................................................................... 40
Figure 3.6: Typical free-living data in Type 1 diabetes patients used for modelling. (a) BG (b) rate of exogenous glucose appearance in the bloodstream G_{in}. (c) rate of exogenous insulin flow i_{ex}(d) METs and (e) heat flux H_{f}(t). ................................................................................................................................. 42
Figure 3.7: Typical free-living Type 1 diabetes data used for system identification from subject #13. (a) refers to the BG levels measured. (b) refers to the insulin flow into the bloodstream. (c) depicts the carbohydrate intake................................................................................................................................. 45
Figure 3.8 Auto-correlation function of sensor glucose for contiguous datasets of subject #12......... 46
Figure 3.9: Cross correlation function (CCF) between inputs, being insulin flow (i_{ext}) and carbohydrate intake (G_{int}) for subject #12 ................................................................................................................................. 47
Figure 3.10: Correlation between physical activity energy expenditure and blood glucose. ......... 50
Figure 3.11: Correlation between average METs and blood glucose metrics......................................... 51
Figure 3.12: The significant correlations with body composition............................................................... 53
Figure 3.13: Testing and training dataset from blood glucose dataset................................................. 55
Figure 3.14: Samples divided into k dataset, for k-fold validation tests............................................... 55
Figure 3.15: The bias of cross-validation with varying folds. Grey regions indicate the 95 % confidence intervals................................................................. 56
Figure 4.1: Example of BG concentration over a 24-hour period......................................................... 58
Figure 4.2: (a) Two dimensional time series object. (b) The object arranged in one-dimensional representation by measuring distance to a reference point (O1). (c) Distances between adjacent pair along the linear projection is a lower bound to the true distance between them. Reproduced from [66]................................................................. 59
Figure 4.3: Objects are scanned from left to right to measure the true distances between them. Note that only the first pair O1 and O8 have the linear distance as the true distance while for others, they are only lower bounds................................................................. 60
Figure 4.4: A required condition for two objects to become the motif is that both of them intersect the sliding window at the same time. Only the two pairs O8, O5 and O1, O6 matches it becoming candidates while others are eliminated.............................................. 60
Figure 4.5: MK algorithm step by step representation. Reproduced from [65]................................. 61
Figure 4.6: (a) the dawn phenomenon [69], and (b) the Somogyi effect [70]................................. 62
Figure 4.7: Detected DP patterns in the time series data. Blue line represents the user-predefined pattern of DP. The red line shows the closest pattern found within the dataset while the rest are discovered patterns also in the same dataset................................................. 65
Figure 4.8: Concatenated volunteers’ BG data and occurrences of the pattern in the single time series data................................................................. 65
Figure 4.9: DP motifs traced with their time of occurrences across subject #4 and #12. ... 67
Figure 4.10: Somogyi effect motifs with their time of occurrences across the subjects.................. 68
Figure 4.11: Close-up look into meal data belonging to subject #4................................................. 69
Figure 4.12: Sleep data from volunteers. (a) sleep data from comes from subject #2. (b) sleep data from comes from subject #4................................................................. 70
Figure 4.13: Sleep stages detected by the SenseWear® armband. Red circles refer to the pattern detected by MK algorithm which is an error. Reproduced from [57].............................................. 70
Figure 4.14: Discovered motif and their occurrences in the dataset. (a) shows the motif shape found in the data and (b) refer to the locations of discovered motif........................................ 71
Figure 4.15: Various motifs discovered in sleep data................................................................. 72
Figure 4.16: Difference between original measured and smoothed sleep data.............................. 73
Figure 4.17: METs over a 24-hour period collected from armband.............................................. 73
Figure 4.18: BG levels in subject #23’s data with various MA values........................................ 74
Figure 4.19: Various motifs found in the METs data................................................................. 75
Figure 5.1: Diagram on ARX Insulin-CHO sub-models................................................................. 79
Figure 5.2: Typical free-living Type 1 diabetes data used for system identification from subject #13. (a) refers to the BG levels measured. (b) refers to the insulin flow in the bloodstream. (c) depicts the carbohydrate intake................................................................. 80
Figure 5.3: Mean simulation fits obtained from the training datasets for various orders of na and nb ......................................................................................................................... 82
Figure 5.4: Outline of the components involved in the GA-ARX model. Dotted lines and boxes are output and data structures respectively. Solid lines and boxes are inputs and algorithms respectively................................................................. 84
Figure 5.5: GA-ARX model simulation (MPO) (infinite-step ahead prediction) for subject #14 (RMSE= 2.23 mmol l−1 and F1 = 14.27 %), ........................................................................ 89
Figure 5.6: Comparing ARX 60 minutes prediction and GA-ARX 60 minutes prediction........... 90

x
Figure 9.10: Distribution of jobs from the client to workers in Matlab `parfor` operation. Reproduced from [160].............................................................................................................. 154
Figure 9.11: Pareto front of the two objectives, mean FIT and SD. ................................................................................................................. 156
Figure 9.12: One-hour BGC prediction of seen data (training data) for subject #7(a), #10(b) and #20(c). (FITS were 49.5 %, 54 % and 55.5%). ................................................................. 160
Figure 9.13: One-hour BGC prediction for subject #11(a), #18(b) and #23(c). ................................................................. 161
Figure 9.14: Model Predicted Output of BGC for subject #11(a), #18(b) and #23(c). ................. 162
DECLARATION OF AUTHORSHIP

I, Ahmad Uzair Mazlan, declare that this thesis and the work presented in it are my own and has been generated by me as the result of my own original research.

Dynamic Modelling of Glycaemic Control in People with Type 1 Diabetes based on Genetic Algorithm Optimisation

I confirm that:

1. This work was done wholly or mainly while in candidature for a research degree at this University;
2. Where any part of this thesis has previously been submitted for a degree or any other qualification at this University or any other institution, this has been clearly stated;
3. Where I have consulted the published work of others, this is always clearly attributed;
4. Where I have quoted from the work of others, the source is always given. With the exception of such quotations, this thesis is entirely my own work;
5. I have acknowledged all main sources of help;
6. Where the thesis is based on work done by myself jointly with others, I have made clear exactly what was done by others and what I have contributed myself;
7. None of this work has been published before submission.

Signed: ........................................

Date: ........................................
Acknowledgements

In the name of Allah the Most Gracious Most Merciful.

First and foremost, I am deeply grateful to Allah for the countless blessings He has showered me with, especially in keeping me sane and steadfast during the completion of this research. It would never be possible without the knowledge and wisdom, the will and determination that indeed all come from Him.

It is a great pleasure to acknowledge my deepest thanks and most sincere gratitude to my supervisor and mentor, Dr. Andrew Chipperfield, for his continuous support and guidance, meticulous advice, witty words and patience, never giving up on me and being a great coach and a good friend at the same time throughout. It was definitely a great privilege to work and study under his guidance.

My appreciation also extends to my family especially my parents, Dr. Mazlan Ismail and Fadhilah Abdullah, and my parents-in-law, Tuan Azmi Tuan Amat and Jalita Haji Ali, for being understanding and ever helpful, and whose love and support have never been unwavering particularly in the final stage of my work.

I am extremely thankful to my beloved wife, Auni Tuan Azmi, for the love, patience and acceptance. She was with me at my lowest, still loved me when I was not very lovable and stood by like a pillar in times of needs. Your constant love is in indeed a great blessing. And not forgetting, the two cheeky little boys, Ubaid Affan and Umair Yaseer, whom we have been blessed with during my PhD journey; in a foreign but much loved land, Southampton. Thanks for being by my side through the thick and thin of it all!

Also, thank you to all friends in Southampton for making us feel like home. Your camaraderie will always be treasured and last but not least, to all the people who have contributed to the work described in the thesis.

May Allah bless all of you who have helped me directly or indirectly throughout this PhD journey.

This is for you.
# Definitions and Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACF</td>
<td>Autocorrelation Function</td>
</tr>
<tr>
<td>AIDA</td>
<td>A Diabetes Educational Simulator</td>
</tr>
<tr>
<td>AP</td>
<td>Artificial Pancreas</td>
</tr>
<tr>
<td>AR</td>
<td>Autoregressive</td>
</tr>
<tr>
<td>ARD</td>
<td>Automatic Relevance Detection</td>
</tr>
<tr>
<td>ARMAX</td>
<td>Autoregressive Moving Average Model with Exogenous Inputs</td>
</tr>
<tr>
<td>ARX</td>
<td>Autoregressive Model With Exogenous Inputs</td>
</tr>
<tr>
<td>BG</td>
<td>Blood Glucose</td>
</tr>
<tr>
<td>BGC</td>
<td>Blood Glucose Concentration</td>
</tr>
<tr>
<td>BMI</td>
<td>Body Mass Index</td>
</tr>
<tr>
<td>CCF</td>
<td>Cross-correlation Function</td>
</tr>
<tr>
<td>CGM</td>
<td>Continuous Glucose Monitoring</td>
</tr>
<tr>
<td>CGMS</td>
<td>Continuous Glucose Monitoring System</td>
</tr>
<tr>
<td>CH</td>
<td>Control Horizon</td>
</tr>
<tr>
<td>CHO</td>
<td>Carbohydrates</td>
</tr>
<tr>
<td>CM</td>
<td>Control Move</td>
</tr>
<tr>
<td>CSII</td>
<td>Continuous Subcutaneous Insulin Infusion</td>
</tr>
<tr>
<td>DE</td>
<td>Differential Equations</td>
</tr>
<tr>
<td>DEXA</td>
<td>Dual X-ray Absorptionmetry</td>
</tr>
<tr>
<td>DP</td>
<td>Dawn Phenomenon</td>
</tr>
<tr>
<td>DUK</td>
<td>Diabetes UK</td>
</tr>
<tr>
<td>EGP</td>
<td>Endogenous Glucose Production</td>
</tr>
<tr>
<td>FIT</td>
<td>Goodness of Fit Metric</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic Algorithm</td>
</tr>
<tr>
<td>GA-ARX</td>
<td>ARX Model with Genetic Algorithm</td>
</tr>
<tr>
<td>GI</td>
<td>Glycaemic Index</td>
</tr>
<tr>
<td>GO</td>
<td>Global Optima</td>
</tr>
<tr>
<td>GP</td>
<td>Gaussian Processes</td>
</tr>
<tr>
<td>GSR</td>
<td>Galvanic Skin Response</td>
</tr>
<tr>
<td>HbA1c</td>
<td>Glycosylated Haemoglobin</td>
</tr>
<tr>
<td>Hf</td>
<td>Heat Flux</td>
</tr>
<tr>
<td>I</td>
<td>Insulin</td>
</tr>
<tr>
<td>Ins</td>
<td>Insulin</td>
</tr>
<tr>
<td>LTI</td>
<td>Linear Time Invariant</td>
</tr>
<tr>
<td>LO</td>
<td>Local Optima</td>
</tr>
<tr>
<td>MA</td>
<td>Moving Average</td>
</tr>
<tr>
<td>MDI</td>
<td>Multiple Dose Injection</td>
</tr>
<tr>
<td>METs</td>
<td>Metabolic Equivalent</td>
</tr>
<tr>
<td>MK</td>
<td>Mueen-Keogh</td>
</tr>
<tr>
<td>MOGA-NSPM</td>
<td>Multi-Objective Genetic Algorithm with Non-Stationary Physiological-Based Model</td>
</tr>
<tr>
<td>MPC</td>
<td>Model Predictive Controller</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>MPO</td>
<td>Model Predicted Output</td>
</tr>
<tr>
<td>NHS</td>
<td>National Health Service</td>
</tr>
<tr>
<td>NSGP</td>
<td>Non-Stationary Gaussian Processes</td>
</tr>
<tr>
<td>NSPM</td>
<td>Non-Stationary Physiological Based Model</td>
</tr>
<tr>
<td>ODE</td>
<td>Ordinary Differential Equation</td>
</tr>
<tr>
<td>OGTT</td>
<td>Oral Glucose Tolerance Test</td>
</tr>
<tr>
<td>PA</td>
<td>Physical Activity</td>
</tr>
<tr>
<td>PC</td>
<td>Personal Computer</td>
</tr>
<tr>
<td>PAEE</td>
<td>Physical Activity Energy Expenditure</td>
</tr>
<tr>
<td>PAMM</td>
<td>Percentage of Active Muscle Mass</td>
</tr>
<tr>
<td>PH</td>
<td>Prediction Horizon</td>
</tr>
<tr>
<td>R&amp;P</td>
<td>Roy and Parker</td>
</tr>
<tr>
<td>REM</td>
<td>Rapid Eye Movement</td>
</tr>
<tr>
<td>RMR</td>
<td>Resting Metabolic Rate</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Square Error</td>
</tr>
<tr>
<td>SG</td>
<td>Sensor glucose</td>
</tr>
<tr>
<td>SISO</td>
<td>Single In-Single Out</td>
</tr>
<tr>
<td>SMBG</td>
<td>Self-Monitoring Blood Glucose</td>
</tr>
<tr>
<td>SPGP</td>
<td>Sparse Gaussian Processes</td>
</tr>
<tr>
<td>SD</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Regression</td>
</tr>
<tr>
<td>T1</td>
<td>Type 1</td>
</tr>
<tr>
<td>TAA</td>
<td>Transverse acceleration average (TAA)</td>
</tr>
<tr>
<td>TAM</td>
<td>Transverse acceleration mean absolute deviation</td>
</tr>
<tr>
<td>TAP</td>
<td>Transverse acceleration peaks</td>
</tr>
<tr>
<td>TEE</td>
<td>Total Energy Expenditure</td>
</tr>
<tr>
<td>UI</td>
<td>User Interface</td>
</tr>
<tr>
<td>UK</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>USA</td>
<td>United States of America</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organisation</td>
</tr>
</tbody>
</table>
Chapter 1: Introduction

Diabetes is characterised by both elevated and wider excursions of blood glucose (BG) levels. People with high blood glucose need to maintain their blood sugar levels within certain bounds. Nevertheless, this can be problematic for some especially those with not-well-regulated blood sugar levels as untreated diabetes will cause cardiovascular diseases such as high blood pressure and heart attack, other complications like kidneys failure, nerve damage, eye problems, skin issues, foot damage, possible amputations, ketoacidosis, and in the worst case, coma and subsequent death.

The trend of an increasing diabetic population is global. In 2013, there were 3.2 million people in the UK diagnosed with diabetes [1]. That has not even included the undiagnosed ones which is estimated to be around 630,000 people. The number is more than the population of any county in the UK except Greater London [2]. This has increased from 2.9 million in 2011 and is predicted to climb to more than 5 million by 2025, which is equivalent to an increase of 400 people a day or over 17 people per hour over that period. This constitutes a huge burden to the UK government as the National Health Service (NHS) currently spends approximately £10 billion a year on diabetes care, amounting to 10% of the total annual cost on UK health care, the equivalent to £1 million an hour [1].

In the past, there have been many attempts to understand the relationships between BG level, diet, exercise and insulin, but most of them have been hampered by lack of continuous measurement data from patients or were taken under unnatural conditions, e.g. in a clinic. Also, the physiology is not completely understood as often the focus was only on one important aspect contributing to BG level, insulin, while other critical aspects were neglected. Data collection and measurements which were taken at intervals of many hours have resulted in much previous data being unreliable as most of the variations in BG levels were missed because of infrequent sampling [3] and thus, no strong conclusions could be made.

In this work, the initial aim was to use feature extraction techniques to identify recurring patterns in time series data which can be readily recorded from individuals. It was hoped that these patterns would elucidate areas such as HbA1c (a clinical measure of blood glucose sugar levels over a 60-90 day period), problems in dietary intake of individuals, or lifestyle factors that affect glycaemic control. As an example, one’s sleep quality can be examined and the patterns then compared between all diabetics to see if there are characteristic clusters of people who have similar time series attributes in the recorded data. This motivated the investigation of time-series models for use with the artificial pancreas, self-management decision support and therapeutic prediction. In themselves, better modelling is hoped to better understanding of the disease pathology and biology and possibly clinical understanding. Because of the complexity within the data in finding the patterns and models, it is expected that an optimisation technique, e.g. particle swarm [4] or genetic algorithms [5], could help refining the clustering and parameter identification.

This chapter will introduce the main features of diabetes, guidelines in diabetes management and practices in treating diabetes. The motivations and hypothesis of the proposed research are presented along with the objectives which this study sought to achieve. Contributions arising from the research are described and an overview of the thesis is given.
1.1 Diabetes Mellitus

Diabetes Mellitus, or in short, diabetes, is a chronic medical condition caused by high levels of glucose in the bloodstream due to the body’s inability to adequately produce or properly use insulin, or both. The hormone insulin is the main regulator which controls the blood glucose concentration. There are two main forms of diabetes: Type 1 and Type 2. However, it is important to note that this research will only consider Type 1 diabetes although it is expected that the methods and results should also be applicable to data from people with the latter.

1.1.1 Type 1 Diabetes

Type 1 diabetes, often referred to as insulin-dependent diabetes mellitus, develops when the cells in the pancreas that make insulin, β-cells, are destroyed by the body’s immune system. As the pancreas fails to secrete insulin and the body’s cells are unable to uptake glucose from the blood, blood glucose will rise and ketones then start to develop, leading to unconsciousness and even death as the blood becomes acidic. Other common symptoms of Type 1 diabetes include abnormal urination repetition (polyuria), excessive thirst (polydipsia) and hunger (polyphagia), extreme tiredness, blurred vision, unexplained weight loss, itching and prickling and tingling skin sensations.

Despite active research, Type 1 diabetes has no cure, although it can be managed by supplying exogenous insulin daily. Insulin was first identified and used exogenously in 1921 by Frederick Banting and Charles Best at the University of Toronto. People with Type 1 diabetes today still rely on this stimulus, making it one of the major breakthroughs in medicine of the 20th century [6]. Prior to this there was no treatment possible and people often died within a few weeks of discovery of diabetes.

Currently, there are four different types of insulin delivery in use:

a) **Insulin syringe**

   This form of insulin delivery is an injection of insulin into the subcutaneous tissue with a fine needle. This method is the most popular and cost-saving. Patients with regular schedules and consistent meal patterns usually opt for this method.

b) **Insulin pen**

   The pen comes with a predefined load and the patient dials the correct dose and presses a plunger to inject the insulin. It is used in the same manner as the syringe.

c) **Insulin jet injector**

   Insulin jet injectors are designed to send a fine spray of insulin through the skin using a high-pressure air mechanism. While this is often a good solution for patients who find insulin injections uncomfortable, its use is not widespread.

d) **Insulin pump**

   This form of insulin delivery system operates on the belt or in a pocket and delivers an appropriate stream of insulin to the body through a needle that can stay in place for a number of days. This background, or basal rate, is augmented by the user with an additional bolus at meal times or when the BG levels are above the normoglycaemic range. In this
way, the pump aims to mimic the action of the pancreas to help achieve better BG regulation.

In order to supply the required insulin, Type 1 diabetes patients have to repeatedly check their BG levels throughout the day. But at night as they sleep, levels can go unmonitored and may fluctuate dangerously. The artificial pancreas (AP) [7][8] is a recent model that automatically measures the patients’ BG levels and supplies insulin even when they are asleep. The AP, known as closed-loop control of blood glucose in diabetes, is a system combining a glucose sensor, a control algorithm, and an insulin infusion device. This model tries to imitate the original pancreas by secreting sufficient insulin exogenously, replacing a malfunctioned pancreas.

![Figure 1.1: The structure of the predictive system for blood glucose control [9].](image)

An outline of the AP is shown in Figure 1.1. Here, the insulin is delivered by an infusion pump to the patient who experiences disturbances from food intake and physical activities. Using a glucose sensor, these disturbances are detected and the management and control algorithm is used to determine the delivery of insulin to the individual. The problem with this model is that the rate of insulin uptake is not taken into account. As different patients would require a different rate of insulin uptake, it would be very useful to refer to the time series data of BG levels in predicting future insulin requirements. In addition, this model does not cater other parameters causing BG levels to go up and down, aside from insulin. There is also a time delay in insulin action and BG levels, dependent on the site it is measured at.

Although insulin is an important factor in controlling the BG levels, newer research has shown that variables affecting the BG levels also include diet and physical activity or lifestyle [10][11]. Therefore, consideration of all parameters rather than just insulin is crucial for better diabetes management. The three main factors which ought to be considered simultaneously when deciding on the insulin dosage and timing are illustrated in Figure 1.2.
Insulin is the main parameter that can be used to lower BG concentration likewise carbohydrates (CHO) will always raise it. Physical activity which is variable throughout a day can work either way as glucose is released from the liver to cater for greater activity levels or stored when the body’s glucose requirements are low when at rest.

1.2 Motivation for Research

The goal of this research is to extract features appearing in data from Type 1 diabetes patients recorded for BG, dietary intake, insulin and physical activity. Having features extracted, it is hoped that the clinicians could do a better job in refining the current diabetic treatment model management by treating patients according to their individual characteristics or by membership of groups with given features.

As stated previously, most of the diabetic managements attempt to model the processes that regulate or predict BG levels keeping them within certain bounds rather than focussing on the factors affecting the BG levels in patients. Bergman’s minimal pharmacokinetics model of glucose and insulin [12] is arguably the most widely used model due to its simplicity, and has been used as the basis for a number of new model developments. Other studies have also proposed further models describing the appearance of glucose in the bloodstream from foods [13][14]. With current glucose-insulin models, comprehensive models for glucose metabolism were proposed as a means to predict the time profile effect of glucose concentration, given digested food and insulin dosage as parameters.

There has been little work on the modelling of physical activity as a variable that influences BG level, mostly due to of the difficulty in measuring it. The dietary effects of patients are also seldom considered in diabetic model management. This has resulted in physical activity and dietary effects mostly being disregarded as causes of BG variation.

In summary, current diabetic management models are often ignorant of important variables that contribute to the variations of BG level, especially in the effects of patients' dietary and physical activity. Therefore, this study will focus on finding the associations between diet, physical activity and BG levels by feature extraction and characterisation of patients’ health data. This objective is novel because we will be utilizing data from devices that monitor and store patients physiological parameters continuously with short sampling intervals ensuring that the data are reliable, real and faithfully correspond to patients’ health conditions and not just synthetic data interpolation.
Previous studies were short of accurate, reliable and continuous monitoring devices that continuously measured physical activity energy expenditure (PAEE) and glucose level in the bloodstream.

With various data constituting physical activity, such as sitting down, cycling, sleeping and data of dietary intake, we can extract features appearing in patients’ data and attempt to characterise them according to their lifestyle, fitness, dietary intake, body composition, and find the physical manifestation or effects of those variables to patients’ BG regulation and consequently, the indicators of long-term health or therapeutic efficacy.
1.3 Applicability of Research

This research aims to extend the current research of diabetic model management by extracting features of diabetes patients using time-series pattern recognition. By obtaining continuous time series data of dietary, physical activity and BG level, we hope to understand more about physiological process that occur in people with diabetes. One way to do this is by being able to recognise the main parameters within the glucose-insulin dynamics that have the most significant impact whether they could be adjusted for individuals specifically for a better prediction of BG regulation.

Better prediction would help determine better prescribed treatment by clinicians. It is hoped that if these main parameters can be identified, we would be able to group individuals along with the treatment accordingly, or determine personal treatment plans.

Apart from this, various reviewed linear, non-linear modelling and even physiological-based models are reviewed and modified to better reflect metabolic responses within T1 diabetes patients. The decision for this objective is mainly attributed to poor nature of data collection from patients in the past, resulting in inaccurate parameters estimated, despite the rational physiologically based prediction.

Data have been previously collected from a number of individuals in an earlier Diabetes UK (DUK) supported study [15]. The study group of 22 volunteers was heterogeneous, covering a wide age range, levels of PAEE, current BG control and sexes. Data obtained will be analysed in terms of its recurring patterns in and across the individual parameters and volunteers. The physiological parameters obtained from various devices are statistically correlated in terms of bodily composition, daily activities and fitness. Underlying features are also extracted to obtain any recurring patterns of dietary, insulin utilisation and BG levels and their possible effects to one another. If necessary, parameters within the glucose-insulin dynamics might be adjusted for better prediction using optimisation methods, for intra and inter-patient purposes.

Utilizing all the key parameters regulating BG level, i.e. insulin and dietary intake and PAEE, this research hopes to identify new approaches of characterising individuals into specific clusters, much possibly according to the wellbeing and lifestyle, for a better devised treatment and diabetic management. Thus, the main objectives of this research are:

- to identify recurring patterns and effects in BG and physical activity data together with dietary, insulin intake from multiple subjects,
- to investigate variables that have the most impact within existing insulin-glucose models in predicting BG variation,
- to use optimisation techniques to improve the predictive capability of these models, and
- to classifying patients according to respective methods of treatment.
1.4 Contribution of Research

This chapter introduces diabetes and its current available treatments. Following chapters are structured as follows:

- Chapter 2: Presents relevant literature in the field of glucoregulatory system modelling, especially on the glucose control, insulin behaviour and the effects of physical activity. A linear system identification model was presented with its justification. A preliminary problem of prediction in Type 1 diabetes is discussed, with the relevant mathematical models used for interpreting data.
- Chapter 3: Describes physiological measurements performed on each volunteer and the methods used for continuous monitoring of blood glucose and physical activity in a free-living environment. Preliminary analysis on the correlations between data from various devices are also discussed.
- Chapter 4: Discusses features extraction technique for time series glycaemic data collected from Type 1 diabetic volunteers. The prospect of using the technique to discover more repetitive patterns within diabetes data are weighed accordingly to elucidate any underlying effects or phenomenon that might have been caused by them.
- Chapter 5: Tests linear system identification models as a tool to predict BG levels in diabetes patients. Optimisation technique to address respecting individual variations (intra-patient) is also utilised. Main parameters existing in the meal and insulin models are adjusted continuously using recursive system identification model with GA.
- Chapter 6: Explores non-parametric Gaussian Processes (GP) techniques to capture the non-linear dynamics within glycaemic data. A GP variant to address the non-stationary behaviour especially present in the physical activity data is also investigated. The role of physical activity which triggers various metabolic pathways with its regular stochasticity is regularly highlighted.
- Chapter 7: Assesses the physiological-based model to see if the underlying literature of diabetes modelling truly reflects actual physiology of diabetes patients. This is due to the past studies that are of rational parametric modelling, but having synthetic data and parameters derived from healthy individuals in a controlled environment, creating a gap in better prediction of BG, hence the limited understanding of T1 Diabetes, possibly leading to substandard treatment.
- Chapter 8: Attempts to revise diabetes physiological-based model with taking into account realistic diabetes considerations. Shortcomings of the previously proposed model are addressed and tested using collected free-living data. A modified physical activity minimal model was also presented.
- Chapter 9: Investigates multi-optimisation technique to further adjust the physiological model, finally targeting at improving the generic parameters of the glucoregulatory modelling. It is therefore a cohort-driven optimisation where every volunteer’s data are included in refining process, thereby producing the most suitable parameters for the general Type 1 diabetes patients.
1.5 Main Contributions

- Presenting a technique to discover recurring patterns within the time series glycaemic data. The technique could be used in future studies to find recurring patterns occurring in intra or inter-patient health data and help researchers find more correlations in them.

- Applying linear-time invariant ARX models fused with an optimisation technique, GA, to further optimise parameters within glucose-insulin dynamics. Local BG was properly detected in response to carbohydrate intake and insulin administration using linear ARX. The case is different to the global glucose dynamics. Free-living data were proven to not help improve the quality of the models because sporadic nature of physical activities occupied only a small portion of the datasets, thus not properly accounted by the model. Models were not able to estimate parameters related to response caused solely by physical activity, however have been improved by the use of genetic algorithm. GA was able to allow parameters to adapt to intra-patient variabilities, a positive find.

- Testing a non-stationary Gaussian processes model to capture the non-stationary dynamics of glycaemic data and produce better glycaemic prediction. The method was shown to predict better even with the presence of physical activity data, compared to other techniques studied.

- Using community-driven multi-optimisation technique to fine-tune original parameters estimated from healthy people towards the cohort’s own estimates where all volunteers’ data were used. The optimised parameters were shown to predict better BG response among Type 1 diabetics, shown to be an effective solution. This method could be used to other targeted groups as well, such as Type 2 patients, or even Type 1 patients with narrower specifics such as lifestyle, wellbeing, gender or age.
Chapter 2: Literature Review

Understanding variations in BG levels in people with Type 1 diabetes involves recognising the physiology, measurement techniques and therapeutic regime, and interpreting them by meaningful analysis. In this chapter, an overview of the physiological problem and mathematical models used for interpreting these data are presented. Linear system identification model ARX, physiology-based modelling and genetic algorithm as an optimisation technique are also introduced. They are important to assess and model patients’ habitual behaviour in their diet, physical activity and lifestyle.

2.1 Glucoregulatory System

This section will explain the basic concepts of how lifestyle and other physiological factors affecting glycaemic variations, starting from food ingested where the nutrients are obtained. The food that we digest comes from these two nutrient groups [16]:

1. **Micronutrients:**
   They are essential for metabolic process and the synthesis of new tissues and organs, and are divided into two categories:
   - Vitamins
   - Minerals

2. **Macronutrients:**
   They provide fuel needed by the body to sustain life and perform mechanical work, and are essential in building new tissues and organs. Macronutrients consist of three types:
   - Carbohydrates
   - Lipids (Fats)
   - Proteins (Amino Acids)

Among all these nutrients, carbohydrates (CHO) are the most essential since they provide immediate energy supply to the body. As shown in Figure 2.1, after nutrients are extracted from food, excessive glucose from the glucose pool will be dumped into urine if BG is not properly regulated and the renal threshold is exceeded. Glucose, which is the simplest form of carbohydrate, can be digested and metabolised easily by the body before being used directly by the central nervous system and red blood cells.
The glucose pathways shown in Figure 2.1 are:

1. **Anabolic Pathways:**
   1. Glycogenesis (glucose \(\rightarrow\) glycogen): Glucose is stored as glycogen in the liver and muscle.
   2. Gluconeogenesis (fat, protein \(\rightarrow\) glucose): The synthesis of glucose from non-carbohydrate precursor. Proteins are mainly used in this pathway; however, glycerol from fats can be used as well.
   3. Lipogenesis (glucose \(\rightarrow\) fat): Excess glucose (that cannot be stored in the liver or muscle) is stored as fat (triglycerides).

2. **Catabolic Pathways:**
   1. Glycolysis (glucose \(\rightarrow\) pyruvate, lactic acid): Considered to be the reverse process of gluconeogenesis. It creates pyruvate and a small amount of ATP from glucose.
   2. Glycogenolysis (glycogen \(\rightarrow\) glucose): The breakdown of glycogen stores in the liver and muscle into glucose.

As shown in Figure 2.2, the body regulates BG within a certain range by relying on two hormones produced in the pancreas which have opposite actions: insulin and glucagon. When BG is elevated, the body stores the excessive BG in the liver and muscles with the help of insulin as glycogen. This storage process is important to preserve constant glucose concentration in blood throughout the day; otherwise critical cells, e.g. in the brain and heart, that need constant energy will have an oversupply of glucose after a meal and starve in between meals. Nevertheless, whenever the glucose is in short supply, glycogen is converted into glucose by the hormone glucagon and stimulates us to eat. But during fasting, additional glucose supplies may be needed where amino acids, lactic acids and glycerol are converted into glucose.
Figure 2.2: Insulin and glucagon that have opposite effects for BG regulation [18].

A chronological process of glucose uptake and utilisation in a non-diabetic person is depicted in Figure 2.3. In Figure 2.3 (a), a high blood sugar level raises the electrical potential at channels (KATP) of the β-cells causing insulin to be released into the blood. This allows glucose to be transported from the blood to muscles and other tissues. Excess glucose, beyond the tissue’s immediate requirements, may be converted to glycogen and stored in the liver (which has approximate capacity of 2400 calories per an adult male). In contrast, Figure 2.3 (b) shows the response to low BG levels. Here, the lack of glucose in the blood stimulates the release of glucagon from the pancreas enabling the liver to convert glycogen to glucose raising BG level.
As outlined in Section 1.1, diabetes is a disease where the body cannot properly absorb glucose received from food ingested due to the lack of insulin, and BG concentration goes high exceeding the normal range, usually defined to be between 4 to 9 mmol l⁻¹ [19]. This situation, known as hyperglycaemia, happens when the body develops insulin resistance or the pancreas does not produce enough insulin or both (Type 2 diabetes). As a result, vital organs and tissues that need energy prompt the liver to convert glucagon into glucose, resulting in a higher glucose concentration in the bloodstream. If this situation is prolonged, the body then breaks down fats and proteins as a source of energy and ketones are produced. Ketoacidosis occurs when too many ketones appear in the bloodstream and can lead to diabetic coma and death as the blood becomes acidic.

In response to the elevated glucose level in blood, the kidneys cannot filter out all glucose and expel it in the urine, making it the major reason why preliminary identification of diabetes in clinics would be by the detection of excessive glucose in patient’s urine.
Another critical condition in Type 1 diabetes is hypoglycaemia, in which there is too much insulin in circulation normally from excessive medication. The body cells take too much glucose in response to excessive insulin, resulting in insufficient glucose in the bloodstream. Critical organs, such as the brain, which need a constant energy supply are starved from glucose and start to malfunction, causing nervousness, shakiness and confusion. A prolonged condition may lead to diabetic coma [20].

Therefore, the amount of glucose uptake or release must be in the correct proportion to maintain a normal blood glucose concentration (known as euglycaemic or normoglycaemic levels). An Oral Glucose Tolerance Test (OGTT) can be used to diagnose instances of diabetes or insulin resistance. This involves taking a BG reading before and a short time after consumption of a concentrated sugary drink typically containing between 50g and 75g of sugar. An example of the difference in glucose concentration between a healthy subject and diabetic one is shown in Figure 2.4. The OGTT result shows the difference between a healthy subject and a diabetic one, where the former will have a lowered BG levels after a given period of time, signifying insulin uptake whereas the latter will have an elevated BG levels above the normal range. Glycated Haemoglobin (HbA1c) is another test, usually performed in a clinic, which determines the average plasma glucose concentration or, simply, an average blood glucose level over a long period of time (60-90 days) that mirrors how well one's diabetes is controlled. A diabetic patient who has a well-controlled BG over time will have a lower HbA1c compared to the one poorly controlled. The former may typically have more steady BG levels rather than a fluctuating one in the latter.

![Figure 2.4: Blood glucose levels in a healthy person and in a diabetic person after an OGTT test](image)

The results of the above tests demonstrate the importance of people with diabetes continuously having knowledge of their current and recent BG levels in a time-series manner, and understanding any possible risks posed by their BG levels. This raises patients' awareness to regularly check, maintain and improve their BG levels on an everyday basis. Also, it would be more helpful if the BG data can be examined and analysed and the results are included in the diabetes healthcare model as a way to improve treatment.

2.1.1 Carbohydrates Effect on The Blood Glucose Levels

Elevation of BG concentration is primarily an effect of food digestion. This process is managed by the 'glucose sensors’ within the β-cells which releases insulin directly into the bloodstream from the pancreas. BG levels are differently affected depending on the food taken—whether they contain...
carbohydrates, proteins, fats, or a combination of these. Even food containing same amount of carbohydrate can produce different impact towards BG levels, albeit each one will definitely increase it. The glycaemic index (GI) level plays the biggest role, where the highest one produces the most impact on BG levels while also the fastest. An effect of different levels of GI in food intake towards BG can be seen in Figure 2.5 [21].

![Figure 2.5: Glucose response curve of different level of carbohydrate foods [21].](image)

Glucose (liquid), chocolate bar and sucralose shake (both solid with low GI) are consumed separately on different days and each having the BG response curve measured after a specific time. All are shown to increase BG levels, but with varying response. Chocolate bar and shake containing low GI have smaller impact on BG variation compared with high GI food despite each having the same portion of carbohydrate (10 g). Glucose produced the largest rise in BG during the first 30 minutes as well having the biggest area under the curve, meaning greater overall glycaemic response that the other two test foods. Therefore, different diets mean different glucose responses.

Since the data in the Figure 2.5 are expressed in BG levels from the fasting baseline concentration, it is not too difficult to understand the response curve. However, it would be a different case in someone who has had previous meals and insulin effecting the current glucose response from more recent meals. Powers et al. [11] conducted research to find whether the same meal would cause the same glucose concentration response after a certain time. It was revealed that consuming double the carbohydrate content did not double the glycaemic response variables and that there is a significantly different response in glucose values or time for each individual. The differences also applied to the peak glucose, change from baseline glucose to peak, time to return to pre-prandial glucose, 4-hour glucose area under the curve and 4-hour mean glucose.
Furthermore, different people would have a different metabolic rate and this too includes the rate of insulin uptake and release. Overweight people tend to have a slower metabolic rate while those who exercise would have better insulin sensitivity and faster metabolism. Even so, it is useful to examine our health pattern in the time domain to acquire a robust description of our glycaemic response and measure of how well-controlled it is.

2.1.2 Role of Physical Activity in Glucose-Insulin Dynamics
This section provides a short review on the modelling of diabetes. The modelling of diabetes which includes insulin therapy (see Section 2.4), digestive system (see Section 2.2) and exercise (see Section 2.3) that make up the glucose-insulin dynamics is illustrated in Figure 2.6.

![Figure 2.6: Block diagram of diabetes modelling [9].](image)

From Figure 2.6, food consumed causes glucose in the bloodstream to rise. When insulin is injected into subcutaneous tissues, it dissolves and arrives in the bloodstream transporting glucose from the bloodstream to tissue or cells. The glucose level in the bloodstream gets lowered and BG levels are maintained according to the glucose-insulin dynamics.

From the model, it can be seen that increased physical activity can excite glucose utilisation, subsequently increasing insulin diffusion and insulin sensitivity. However, these processes are not well understood and exercise is typically characterised by time-varying intensity.

People with Type 2 diabetes are highly encouraged to participate themselves in regular physical activity as part of daily treatment. It can help them regain the insulin sensitivity as that in healthy people while preventing cardiovascular risks. The case is however different to Type 1 diabetes where only physical activity along with extra attention, care and very careful planning can be devised, otherwise events of hypo or hyper are inevitable.

Exercise facilitates the diffusion of insulin from the subcutaneous tissue to the bloodstream and also increases glucose uptake for the muscle contractions. Glucose uptake is increased even further by the exercise induced glucose-transporter (GLUT4). Depending on the amount of circulating insulin and activity, glucagon may or may not counter-react this effect. In the event of the latter, a rapid decrease in blood glucose occurs, causing hypoglycaemic episode. On the opposite, as more and more glucose is synthesised through glycogenolysis and gluconeogenesis, both stimulated by glucagon hormone, glucose becomes more concentrated, resulting in another extreme situation, hyperglycaemia.
All these factors are fundamental in controlling BG levels and it can be very helpful if patients’ glycaemic data are carefully analysed, taking into consideration their diet, physical activity, their wellbeing and physical condition, HbA1c and others. The results can be used to improve current diabetes healthcare models, subsequently addressing people with diabetes according to their wellbeing and lifestyle. Individual variations mean that such a model will not have unique and constant parameters, each individual has different physiological and metabolic parameters and they vary with time and other external parameters (e.g. temperature, humidity and mood).

2.2 Modelling the Digestive System

Carbohydrate-based meals increase the blood glucose levels quickly when consumed as seen in Figure 2.5. Therefore, modelling of the digestive system is important to predict the rate of glucose presence in the bloodstream following consumption of meals. The gastrointestinal tract is responsible for the absorption of nutrients into the cells, having organs from mouth, pharynx, oesophagus, stomach, small intestine, large intestine, rectum and anus [17] (see Figure 2.7). The organs are where the food is broken down, bit by bit until the molecules are small enough to be absorbed and waste products are then eliminated. The process involves cutting the food (mechanically) and chewing the food providing enzymatic reactions (chemically). In the case of carbohydrates, monosaccharides such as glucose, galactose and fructose can be absorbed directly by the digestive system while disaccharides (e.g. sucrose) and polysaccharides (e.g. starch) need to be broken down into simple sugar first. After that, the small intestine works to absorb them via its mucous membrane.

Only a relatively few models have been proposed in the literature to describe the physiological process of food ingestion [14][23][24]. A reasonably good one was used in the AIDA v4 simulator, the widely used model developed by Lehmann and Deutsch [25]. It is also the particular model utilised by Valletta [9] who collected data in the DUK study. The model described is the approximation results for the rate of glucose appearance from foods which is based on the assumption that food ingestion in the stomach is a single stage process.
The amount of glucose entering the guts is modelled as:

\[ G_{\text{gut}}(t) = G_{\text{empt}}(t) - k_{\text{abs}} G_{\text{gut}}(t) \]  
(2.1)

\[ G_{\text{in}}(t) = k_{\text{abs}} G_{\text{gut}}(t) \]  
(2.2)

Where

- \( G_{\text{gut}}(t) \) is the amount of glucose in the gut [mmol]
- \( G_{\text{empt}}(t) \) is the rate of gastric emptying [mmol min\(^{-1}\)]
- \( k_{\text{abs}} \) is the rate constant for gut absorption of glucose [min\(^{-1}\)]
- \( G_{\text{in}}(t) \) is the rate of glucose appearance in the bloodstream [mmol min\(^{-1}\)]

The authors assume that the rate of gastric emptying is equal to that of the amount of carbohydrates in the guts until it saturates to the maximum rate (Vmax) of 2 mmol min\(^{-1}\). The association is modelled as a trapezoidal function as in Figure 2.8, showing two cases (5g and 20g of carbs). The governing equation is presented below.
\[
C_{\text{empt}}(t) = \begin{cases} \\
\frac{V_{\text{max}}}{T_{\text{up}}} \cdot (t - T_{\text{up}}) & \text{for } t < T_{\text{up}} \\
V_{\text{max}} & \text{for } T_{\text{up}} \leq t < (T_{\text{up}} + T_{\text{max}}) \\
V_{\text{max}} - \frac{V_{\text{max}}}{T_{\text{down}}} (t - T_{\text{up}} - T_{\text{max}}) & \text{for } (T_{\text{up}} + T_{\text{max}}) \leq t < (T_{\text{up}} + T_{\text{max}} + T_{\text{down}}) \\
\end{cases}
\]

Where

\[T_{\text{up}}\] is the duration of increasing gastric emptying rate (min)

\[T_{\text{down}}\] is the duration of decreasing gastric emptying rate (min)

\[T_{\text{max}}\] is the duration of maximum gastric emptying rate (min)

\[V_{\text{max}}\] is the maximum gastric emptying rate (2 mmol min\(^{-1}\))

\[Ch\] is the amount of ingested carbohydrates (mmol)

\[T_{\text{up}}\] and \[T_{\text{down}}\] will be set to 30 minutes or \(\frac{1}{2}\) hour. Note that whenever the amount of ingested food is below the threshold of \[Ch_{\text{crit}}\] in (2.1), the gastric emptying does not saturate.

\[Ch_{\text{crit}} = \frac{1}{2} V_{\text{max}} (T_{\text{up}} + T_{\text{down}})\] (2.4)

Therefore, the gastric emptying rate was modelled by a triangular function such as

\[T_{\text{up}} = T_{\text{down}} = \frac{Ch}{V_{\text{max}}}\] (2.5)
2.3 Modelling of Physical Activity

Despite many publications on physiological modelling of diabetes, very few of them consider physical activity as an important parameter affecting blood glucose levels [26][27][28][29]. Also, currently available diabetes software packages do not take exercise into consideration [30][31]. The main reason is the lack of a quantitative measure of physical activity. E. Salzsieder et al. [28] tried to model exercise as equivalent to insulin action but as discussed earlier in Section 2.4, exercise can affect BG in terms of increasing it depending on the concentration of circulating insulin as well as to decrease BG.

Hence, a modified model of Bergman’s was proposed by Derouich and Boutayeb [26] which accounts for physical activity considering three parameters defining the model which are: $q_1$, a rate constant for increasing glucose utilisation during exercise; $q_2$, constant representing the effect of exercise on increasing insulin sensitivity; and $q_3$, the constant representing the effect of exercise on increasing insulin sensitivity. However, the model was only validated with artificial data where no experimental data were involved and there are also no direct relationships between the parameters.

On the other hand, another approach was taken by Lenart et al. [29] by quantifying physical activity as a percentage of the maximal oxygen uptake ($PVO_2$ max) and percentage of active muscle mass (PAMM). This is a more convincing measure that uses the exercise intensity directly. Finally, Hernandez et al. [27] extended the work done by modelling glycogen depletion during exercise, which so far is the most comprehensive literature on modelling the effect of physical activity on BG concentration in people with Type 1 diabetes. Another measure for physical activity is the Metabolic Equivalent Tasks (METs) by having non-invasive sensors such as in [32]. Further discussion on the approximation of METs can be seen in Section 3.3.2 (page 37).

2.4 Modelling the Exogenous Insulin Flow

Figure 2.6 shows a block diagram of the Type 1 diabetes identification problem. Both food intake and insulin absorption generally occur simultaneously, and typically guidance is given to inject insulin to match the carbohydrate intake being consumed. The inputs are transformed to give the rate of exogenous insulin flow ($I_{ex}(t)$) and the rate of exogenous glucose appearance in the bloodstream ($G_{in}(t)$). In the case of people with Type 1 diabetes where they have a complete insulin deficiency, the insulin concentration will entirely dependent on the injected dose and its diffusion from the subcutaneous depot to the capillaries.

Some authors have proposed a description of time-evolution of insulin appearing in the bloodstream following subcutaneous insulin administration. Cobelli et al. [33] reviewed insulin flow models; most are two compartmental models consisting of a subcutaneous depot and blood plasma. However, none are able to describe a wide spectrum of insulin preparations. A more recent generic insulin model proposed by Tarin et al. [34] was employed in this study due to its ability to describe this whole range of insulin preparations, from rapid-acting to long-acting, in current use.

The novelty with this model is the introduction of the bound state, an artificial insulin state that enables the modelling of long-acting preparations such as Glargine [35]. The model assumes the insulin injected first resides in the bound subcutaneous depot and is then gradually converted into a hexamer and then dimer, before being absorbed into the bloodstream. However, the case is
different with all other types of insulin like short, rapid or intermediate acting preparations in which are already considered to be in a hexameric state upon injection. The administered insulin is assumed to be a sphere whose volume is equal to the injected dose, diffusing symmetrically over time, outwardly. Therefore, the distance and concentration varies over time during the diffusion. The coupled partial differential equations governing this model are given below.

\[
\frac{\partial c_d(t,r)}{\partial t} = P(c_h(t,r) - Qc_d(t,r)^3) - B_d c_d(t,r) + D \nabla^2 c_d(t,r) \tag{2.6}
\]

\[
\frac{\partial c_b(t,r)}{\partial t} = -P(c_h(t,r) - Qc_d(t,r)^3) + \kappa c_b(t,r)(c_{h,\text{max}} - c_h(t,r))
\]

\[
+ D \nabla^2 c_d(t,r)
\]

\[
\frac{\partial c_h(t,r)}{\partial t} = -\kappa c_b(t,r) \left(c_{h,\text{max}} - c_h(t,r)\right) + d_b D \nabla^2 c_d(t,r)
\]

\[
I_{ex}(t) = B_d \int_{V_{sc}} c_d(t,r) \, dV
\]

Where

- \( r \) distance from injection site (cm)
- \( c_d(t,r) \) dimeric insulin concentration (U ml\(^{-1}\))
- \( c_h(t,r) \) hexameric insulin concentration (U ml\(^{-1}\))
- \( c_b(t,r) \) bound insulin concentration (U ml\(^{-1}\))
- \( I_{ex}(t) \) exogenous insulin flow into the bloodstream (U min\(^{-1}\))
- \( P = 0.5 \) dimeric production rate (min\(^{-1}\))
- \( Q \) hexameric-dimeric equilibrium constant (ml\(^2\)U\(^{-2}\))
- \( B_d \) absorption rate constant for dimeric insulin (min\(^{-1}\))
- \( D \) diffusion constant (cm\(^2\)min\(^{-1}\))
- \( \kappa \) bound-hexameric conversion factor (ml U min\(^{-1}\))
- \( c_{h,\text{max}} \) bound-hexameric saturation constant (U ml\(^{-1}\))
- \( d_b \) reduction factor of the diffusion constant for the bound state
- \( V_{sc} \) subcutaneous volume (ml)
2.4.1 Hovorka Model
The Hovorka model simulates the physiology of a person with Type 1 diabetes consisting three subsystem of CHO absorption, insulin absorption from subcutaneous insulin injections, and glucose-insulin kinetics. It simulates the response of glucose and insulin concentration in response of the mentioned inputs.

![Figure 2.9: Flow of compartments in Hovorka model. Each subsystem contains two or more compartments. The largest compartment, 'Gluco-Regulatory System' simulates the action of pancreas and glucose-insulin kinetics.](image)

Figure 2.9 shows the flow of the compartments in the Hovorka model. The input to the subsystem 'CHO Absorption' is the amount of ingested CHO, \( d(t) \) being the first external input to the model. The output comes as the glucose absorption from the gut \( U_G(t) \). The second external input is \( u(t) \), subcutaneous insulin injection. The absorption of the injected short-acting insulin is modelled by two compartments, \( S_1 \) and \( S_2 \) described by:

\[
\frac{dS_1(t)}{dt} = \frac{1}{\tau_S} S_1(t) - \frac{1}{\tau_S} S_1(t)
\]
\[
\frac{dS_2(t)}{dt} = \frac{1}{\tau_S} S_1(t) - \frac{1}{\tau_S} S_1(t)
\]

\[
U_I(t) = \frac{1}{\tau_S} S_2(t)
\]

where \( \tau_S \) is the time for the rate of insulin absorption to reach its maximum. The output, insulin absorption rate, \( U_I(t) \) comes from the subsystem into the gluco-regulatory compartment, biologically insulin now to appear in the plasma.

On the other hand, the gluco-regulatory system that is to receive both \( U_G \) and \( U_I \) inputs, has two compartments denoted by \( Q_1 \) and \( Q_2 \) with output BG levels denoted by \( G(t) \). \( Q_1 \) and \( Q_2 \) represent
the mass in mmol of glucose in accessible and inaccessible glucose compartments, respectively. They are defined by:

\[
\frac{dQ_1(t)}{dt} = U_G(t) - F_{01e}(t) - F_R(t) - x_1(t)Q_1(t) + k_{12}Q_2(t) + EGP_0(1 - x_3(t)) \\
\frac{dQ_1(t)}{dt} = x_1(t) - Q_1(t) - k_{12}Q_2(t) + x_2(t)Q_2(t) \\
G(t) = \frac{Q_1(t)}{V_G}
\]

where \(k_{12}\) is the transfer rate constant between inaccessible and accessible compartments, \(V_G\) is the distribution volume of the accessible compartments, and finally, \(EGP_0\) denotes the estimated glucose production at zero insulin concentration found by extrapolation. The term \(EGP_0(1 - x_3(t))\) represents the time-varying endogenous glucose production (EGP). Whilst the main equations are presented above, further literature can be found in [36]. Main estimated parameters for the Hovorka models are listed in the Table 2.1 below:

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transport insulin sensitivity (S1)</td>
<td>0.03</td>
<td>L=mU</td>
</tr>
<tr>
<td>Disposal insulin sensitivity (S2)</td>
<td>0.138</td>
<td>L=mU</td>
</tr>
<tr>
<td>EGP insulin sensitivity (S3)</td>
<td>0.12</td>
<td>L=mU</td>
</tr>
</tbody>
</table>

Table 2.1: Main Hovorka parameters.

The three main parameters listed in Table 2.1 are insulin sensitivities dictating the major response in the whole model, as can also be seen in Figure 2.9. They will also be revised in Chapter 5 along with the system identification model.

2.5 A Review on the Modelling of the Insulin and CHO Model

Hemmingsen and Johnsen [36] and Valletta [9] investigated the possibility of predicting glucose levels in Type 1 diabetes patients using simple black box models, particularly ARX and ARMAX. The former model was implemented as an internal model of the Model Predictive Controller (MPC) to help predict better glucose levels, by updating the ARX over the time, hence the presence of Prediction Horizon (PH) and Control Horizon (CH) terms. In order to improve the prediction of glucose levels, the authors manipulated the parameters in the insulin model by considering it as the main factor affecting BG levels.

One of the most significant applications of the research presented in Hemmingsen et al. [36] study is in the insulin rate control capability present in the popular device known as Artificial Pancreas (AP). One approach to the AP consists of continuous glucose monitor (CGM), a MPC, and a Continuous Subcutaneous Insulin Infusion (CSII) pump. The device works by computing the optimal insulin infusion rate from the CGM measurements, using available knowledge of prior insulin infusions and possible information regarding meals. This setup works as a feedback control for better predictions in the future and is illustrated in Figure 2.10. Here, \(y, r, d, u, \bar{y}, z\) are the output, set-point or desired reference value, disturbance, actuator, desired BG, plant output, and noise.
respectively. The noise is actually an output disturbance, arising from the variation by the prediction and the measured meal. The MPC block components depicted in Figure 2.12 is based on an ARX model of a SISO (single-input-single-output) system having the insulin as the sole input, discarding the other main input to the system, carbohydrate.

![Diagram](image)

Figure 2.10: Block Diagram of an MPC scenario in the AP setup. The CHO intake would be regarded as unmeasured disturbance (later assumed to be constant), insulin being the control move and the controlled variable is the BG concentration [36].

The main purpose of the MPC is to hold an output at reference value and adjusting the optimum control moves (CM) on the manipulated variable, by minimizing a cost function. The optimisation cost function which is based on knowledge of past control insulin infusion and future predictions provided by the internal model is minimised. Further parameters include prediction and control horizon, and model order. The optimal control strategy is calculated by the minimizing the objective function given by [36]

$$\phi = \frac{1}{2} \sum_{j=0}^{N-1} \left( \left| y_{k+1+j|k} - r_{k+1+j|k} \right|^2 + \kappa \left| \omega_{k+1+j|k} \right|^2 \right) + \eta \left| u_{k+j|k} \right|^2 + \lambda \left| \Delta u_{k+j|k} \right|^2, \quad (2.11)$$

where $r_k$ is the reference value, at time $k$, and $\lambda$ is a penalty term, penalising large fluctuations in $u$. $\omega_k$ and $u_k$ is the minimum and maximum BG concentrations. $\kappa$ is a weight parameter penalising below $\omega_k$ (hypoglycaemic event) and higher than $u_k$ (hyperglycaemia event). Note the asymmetric function, where lower constraint violation (hyperglycaemia) results in higher penalty than the upper constraint (hyperglycaemia).
Figure 2.11: Prediction and control horizons of a SISO MPC system. Prediction Horizon (PH) determines how far ahead the model should be predicting, while Control Horizon (CH) determines how far ahead the controller should plan the optimal control moves. $y_{\min}$ and $y_{\max}$ are constraints placed on BG levels and $r$ is the desired concentration [36].

Figure 2.11 illustrates the role of input and output variables in the MPC model. $r$ is the reference value or desired BG level, PH being the prediction horizon of the output from the output data ($y$) and CH determines the control prediction from the input data ($u$). For each sample, the MPC uses BG predictions from the model to generate a control strategy, for example the insulin infusions.

Hovorka’s [31] insulin model was then employed to describe active insulin. The authors incorporated the digestion model into its insulin model and included a number of tests involving CHO inputs alongside insulin. However, due to the uncertainty arising from inability to properly estimate the value of CHO (patient themselves need to estimate the amount and time of ingested CHO), they decided that it was best to leave the meal information out from the equation. In the tests done, models that involve CHO the most were only limited to the meal announcement given 15 minutes in advance to the model.

Despite the arrangements, one can easily guess that at best performance, reducing the meal information to only meal announcements would result in unreliable predictions, as seen with predicted hypoglycaemic events in many cases, which were inaccurate. The model was also limited to predicting BG with a strict adherence to daily meals, as the model regards the size of every meal being very similar every day, due to the only meal announcement arrangement, one that is not relative to an actual lifestyle. If the model were to be tested on a free-living data such as of those collected in this study, one would expect a worse prediction.
However, one constructive arrangement in Hemmingsen and Johnsen’s work was that of the manipulation of the insulin physiological parameters within the Hovorka model (see Section 2.4.1), namely:

1. Transport insulin sensitivity, SI1
2. Disposal insulin sensitivity, SI2
3. EGP insulin sensitivity, SI3

Figure 2.12 illustrates the general outline of the components inside the MPC. $U_{ID}$ and $D_{ID}$ are the insulin and meal information respectively. It can be observed that $D_{ID}$ was not included in the parameters manipulated. Rather, in a number of cases, the meal information was of assistance to the MPC for the manipulation of SI1, SI2 and the SI3 parameters.

The result shows that manipulated parameters were however found to have significant effects on the insulin-dynamics being modelled as they control the glucose distribution or transport, removal and endogenous production. Therefore, despite the minimal performance, a better understanding of their roles is attained even with the neglect on any manipulation on meal model. The study shows that a model geared towards a patient-specific nature will somehow improve BG prediction. Nevertheless, as meal information was not directly accounted but rather considered as a
disturbance (i.e., its presence was not inside the MPC structure), the MPC was unable to manipulate it and at many times prevented the MPC from reaching the target value in simulations.

In summary, the authors actually demonstrated that although the data being used is already synthetic in nature, the prediction had already shown to be minimal. One can imagine how the performance would be if an actual free-living data such as from Diabetes UK is employed. On the other hand, another relevant contribution of their work is that they introduced the method of varying the insulin parameters within the Hovorka model, and this can be emulated in other models. The method may address the limitations of the various modelling estimated from synthetic data.

Their result showed that the ARX model employed performed better for the predictions due to its much superior robustness to errors in meal information and variation in insulin sensitivity levels compared to ARMAX. While firm conclusions was unable to be drawn due to the weak result obtained, most probably because of insufficient clinical data used, the ARX model demonstrated the best prediction with better consistencies than ARMAX models, as also agreed by Jabali [37].

Chapter 4 will discuss further on the patient-specific model, using ARX to take into account the affecting variables such as the insulin and meal consumption, and propose the improvement that can be possibly done. The various following chapters will also present the hypothesis that not only meal input can be directly or exogenously modelled with insulin, but as well as having physical activity incorporated.

Further information on the use of ARX model using training and validation datasets for prediction purposes can be found in [38], [39].

2.6 Simulation and Prediction

A simulation is the computing of output(s) based on the inputs as well as the model response without prior knowledge at all about past outputs. On the other hand, prediction means producing a qualified guess of future output based on not only the model response, but together with the past observations of system’s inputs and outputs. These distinct identification methods serve different purposes. For practical use of treatment in patients for healthcare, predictions are more commonly used because it is less prone to error due to its characteristics, where the future outputs are guided by past observations. Hence, it is safer for use on patients. However, in terms of model study which is not life-threatening to patients, simulation is better to ensure the accuracy of tested models, minimizing any interference from external parameters such as past outputs.
2.7 Multiple Step-Ahead Prediction

Multiple-step ahead prediction is a task of predicting the consecutive values in a time series. The sequence is predicted step-by-step, where current predicted time step is used to determine the next sequence in the following time step. By iteratively feeding back the output, any desired step ahead predictions can be tested such as 30 minutes, 60 minutes or 90 minutes. There is also the model-predicted output (MPO) that is the infinite-step prediction, where the output(s) is based purely on inputs with no feedback involved and can be considered as the simulation of the process.

2.8 Performance Metrics

Two widely used terms of performance metric, FIT and RMSE are used to evaluate the quality of prediction models made. FIT metric refers to the variation in the output explained by the model \[40\], \[41\] and RMSE tells the difference between the predicted and original output.

\[
FIT = \left(1 - \frac{\sum_{k=1}^{N} (\hat{G}(k) - \hat{G}(k))^2}{\sum_{k=1}^{N} (\hat{G}(k) - \bar{G})^2}\right) \times 100\% \tag{2.12}
\]

\[
RMSE = \sqrt{\frac{1}{N} \sum_{k=1}^{N} (\hat{G}(k) - \hat{G}(k))^2} \tag{2.13}
\]

where \(G\) is the vector of measured glucose values, \(\hat{G}\) is the vector of model predictions, \(\bar{G}\) is a vector whose elements are the mean of the measured glucose values, and the norms are Euclidean. Thus, \(FIT = 100\%\) means a perfect prediction, \(FIT = 0\) is obtained by predicting the mean of the measured glucose at every sample, and \(FIT < 0\) is established from very poor model predictions. FIT value is the opposite of RMSE value. RMSE or square root of the mean squared prediction error is the absolute metric used, referring to a quantification of the magnitudes of the prediction errors and is given in physical units (i.e., mg/dl). In simple terms, higher FITs means that less variations exist between two compared plots, and vice-versa. Note that throughout this thesis, negative FIT values will frequently be encountered, and are only evaluated in terms of the magnitude value. They do not in any way represent negative output levels nor negative correlation.
2.9 Genetic Algorithm as an Optimisation Technique

The Genetic algorithm (GA) is one of the many optimisation techniques based on the process of natural selection emulating natural biological evolution. By repeatedly generating populations of individual solutions through exchanging partial information and random mutation of that information contained in the individuals, the solution improves with respect to the objective the individuals are attempting to satisfy. In the GA, crossover and mutation of the individuals are essential in that each iteration aims to improve the current best solution from the previous one, reaching an ‘optimal’ one at some point [42]. In this study, GA will be used a number of times to improve glycaemic prediction by finding the best solution referring to the parameters within the glucose-insulin models, to better predict predictions of BG values in patient. It is hoped that produced solutions could better fit inter-patient and intra-patient characteristics.

A set of solutions constituting the individuals represented by binary strings, or chromosomes, are called the population. From all the solutions, some will be selected to form a new population, with the hope that the new population will contain better individuals than the former. However, the newly selected population are not randomly chosen. Fitness is calculated for each individual, with fitter ones having better chances of replicating and forming the next generation. This is very much different to classical optimisation algorithms because they generate only a single point in each iteration while the GA generates a population of potential solutions. Another difference to note is that the next population is computed using random crossover of information from the individuals and mutation; not deterministic computation that usually relies on gradients.

The diagram in Figure 2.13 explains the three types of offspring generated [43]:

The elite child is where an exact replica of the individual from previous population is chosen due to its fitness value - it has a relatively very good objective function value. The selection of both the parents’ genes and entries be assigned to the offspring is called crossover. In the case of linear
constraints, the default crossover function picks the random weighted average of the two parents for the creation of the new child. An entirely changed offspring is called mutation child. A mutation child can arise from both a crossover and elite child. All of these processes are determined probabilistically by the fitness calculated.

There are conditions and bounds that can be set to improve the GA operation. Given the approximate solutions or points of where the relatively good objective functions can be identified, an initial population could be seeded to contain some of these good known solutions. Potential solution can be constrained to be within certain bounds, equivalent to inequality constraints on the free variables in classical optimisation. For example, the initial population shown in Figure 2.14 is seeded with individuals with parameters \([x_1, x_2]\) corresponding to known good solutions (or initial estimates) while the parameters are bounded within the ranges \(-5 \leq x_1 \leq 15\) and \(-1 \leq x_2 \leq 1\).

![Figure 2.14: Example of initial populations within the bounds set.](image)

The objective function is the function that we intend to optimise by finding the set of parameters that produce the largest (maximisation) or smallest (minimisation) cost value. A fitness value is calculated for each of the individuals in each generation and generally used to determine how often, if at all, each individual will be selected for reproduction into the next generation. Individuals with better objective values are proportionally more likely to be selected for reproduction than those that yield poor solutions. Through repeated generations, fitter individuals are more likely to reproduce and lead to better and better solutions.

In this study, GA will be used a number of times to improve glycaemic prediction by finding the best parameters to fit inter and intra-patient characteristics. In Chapter 5, the optimisation technique is used to tune and adjust parameters within the gut and insulin model of a respective subject. Measured BG levels was set as the prediction target in the single objective optimisation. With a linear system identification model having GA as the optimisers, the original parameters are initially considered and adjusted by the GA, allowing adaptation to volunteer’s own bodily parameters. On the other hand, Chapter 8 discusses the use of GA in a multi-objective manner, to provide...
improvised parameters, catered for the diabetes Type 1 cohort as a whole, an inter-patient investigation. This time, GA is used to modify parameters in the physical activity model, previously presented for Type 1 diabetics but its parameter estimates derived from healthy people. The case now differs to the linear identification model used in Chapter 5 as GA is used with an ordinary-differential-equation (ODE) model.

2.10 Missing Evidence and the Gap in Type 1 Diabetes Literature

None of the models described earlier was developed, tested or validated on free-living physical activity data. Most of the experimental data available in the literature was obtained in a controlled environment, such as hospitals and clinics, where many of the variables could be set independently. This is substantially different to the varying conditions experienced by Type 1 diabetics. Perry and Gallen [44] also stated that the evidence available to clinicians to develop guidelines is limited, and most of the current evidence comes from small cohorts that mostly are fit young adults, with old insulin preparations.

Kavookjian et al. [45] questioned the reliability of the research evidence, where most data of which collected in a controlled environment under strict protocols that do not reflect free-living conditions, can actually be translated into practical guidelines. Riddell and Iscoe [39] identify a lack of BG prediction models based on insulin dose, carbohydrate intake and type of physical activity. All of these have rendered unreliable prediction not properly addressing Type 1 diabetes. With all of these in mind, one can never be sure of any modelling that can actually efficiently reflect the nature of Type 1 Diabetes and its following treatments.

A number of modelling approaches have been discussed in the literature despite the fact that ambulatory data were used. To name a significant few, Hovorka et al. proposed [23] a Bayesian technique to estimate parameters for patients physiological model derived in a clinical environment. Sparacino et al. [46] estimated parameters for first order polynomial using autoregressive models for Type 1 diabetes patients, and the data were filtered for its noise removal. Oruklu [47], [48] however estimated for Type 2 diabetes patients with both clinical and ambulatory data. Finan et al. [49] did tests for Type 1 diabetics with unfiltered data represented in normal conditions and in reduced insulin sensitivity through medicinal administration, aiming to create changes in modelling dynamics for the model to adapt to.

In a sense, an interesting area of research would be the individualisation of glucoregulatory models, especially when this type of data is available in hand, which will be thoroughly discussed in Chapter 5. The holy grail of glucoregulatory system modelling is the identification of a stable generic model that can be tuned to each subject via knowledge of easily accessible clinical parameters such as body mass index (BMI), insulin sensitivity and body composition. In addition, from optimisation of parameters within the insulin, meal or physical activity models, parameters drawn to certain bounds may reveal similar associations or characteristics of diabetes patients, and clinicians can then classify them accordingly together with specific treatment types. In this sense, Patek et al. [50] worked around this classification by individualising the cost function of their model predictive controller rather than the model itself.
Therefore, the main study presented in this thesis attempts to address the shortcomings identified, mainly by the use of free-living data in a cohort of Type 1 diabetics, investigating correlations using data collected from the devices, and identifying the possible classifications of patients using optimisation in various diabetes gluco-regulatory models.

2.11 Summary
A thorough review of glucose metabolism in healthy individuals and diabetics were presented. A brief review of glucose metabolism, insulin absorption, and the complicated role of physical activity was presented. It highlights the day-to-day challenges faced by individuals with diabetes to maintain normoglycaemic levels. The different sub-systems making up the glucose-insulin dynamics and also several models proposed in the literature were discussed. A linear time-invariant system identification model was also presented, discussing previous models employed in the modelling of glucoregulatory-system. With system identification model, assessment can be made on the quality of metabolic models in predicting or simulating an individual's BG response, given specified inputs. However, there were inherent limitations to the model where not only the physical activity parameter was ignored, but the meal consumed was not appropriately quantified as well. Following chapters will further discuss ways on improving the limitations from previously presented studies. The rest of the chapter presents genetic algorithm as an optimisation technique to be utilised in this study. Using optimisation, it is hoped to refine current insulin-glucose model and accounts for physical activity, as will be discussed in the chapters ahead. The next chapter present in detail the research methodology employed in the study in detail, where physiological measurements of volunteers in a free-living condition were made.
Chapter 3: Data Collection and Research Methodology

This chapter discusses the methods of data collection and the nature of free-living data collected as part of a previous DUK Study [4],[46]. Subject recruitment and the research facility are described initially. Important features of the physical activity, food and insulin data collected are then described, followed by a number of correlations analysed from collected data such as BG with physical activity metric and fitness. The correlation analysis is important to investigate preliminary significant associations between the inputs. The tests can be valuable in the end when together with strong statistical power, firm conclusions can then be made. Finally, an explanation on the cross-validation method using k-fold validation is explained.

3.1 Diabetes UK Study

A DUK funded study (2007-2011) [9] investigated the effects of physical activity energy expenditure on BG control in people with Type 1 diabetes. Volunteers with Type 1 diabetes were recruited through Southampton Diabetes Clinics and their baseline characteristics were recorded at the Welcome Trust Clinical Research Facility based in Southampton General Hospital. Health variables such as HbA1c, fat distribution, relative quantity to lean tissue and others were measured among the participants. Further details can be found in [9]. Free-living-data, those of particular interest to the study are discussed in the following sections: BGC measurements from the MiniMed Guardian real-time continuous monitor, metabolic equivalent task of unit measurements from BodyMedia SenseWear® armband, and the food and insulin diaries.

3.2 Subject Selection

Individuals recruited to this study aged between twenties to fifties, having HbA1c levels from 5.5% to 11.7%. The study aimed to contain a wide range of diabetic patients and produce non-biased results. The data were collected among the individuals continuously over a two, two-week periods, six months apart. The study observed various patients with different physical activity levels, from sedentary to more active ones. In order to monitor their physical activity energy expenditure, they were required to wear devices that continuously measured their BG levels and metabolic equivalent tasks (MET) which are units of physical activity.

Table 3.1 shows the baseline characteristics of the 25 volunteers for which free-living data were collected. It is obvious from the table that there are quite variations of HbA1c, age (20 to 51 years old), diabetes duration (1 to 34 years), wellbeing and others. These characteristics reflect the broad-ranging groups of T1 diabetic patients that are of interest, and it is desirable that the results to be concluded are formed from a neutral perspective. The volunteers’ selection based on sex were also fairly distributed due to the fact that females have more hormonal changes that affect glucoregulatory systems as compared to men. Volunteers mostly used 3-4 CGMS sensors during the each set of data collection, with each spanning around 72 hours of sensor reading. While there is a time gap (around 1 to 3 days as depicted in Figure 3.1) exists between the consecutive datasets from the sensors, the datasets are still considered contiguous for the purpose of this study.
Figure 3.1: Timeline of duration of sensors worn by volunteers.
Table 3.1: Baseline Characteristics of the 18 study volunteers of whom their free-living data were collected.
3.3 Baseline Clinical Tests

The volunteers undertook a number of baseline clinical tests so that a number of physiological parameters can be established for future statistics and analysis in the study.

The variables that were collected in the DUK Study included $\overline{VO_2}^{\text{max}}$, fat distribution, relative quantity to lean tissue, and standard diabetes screens such as HbA1c. Key parameters of variables measured providing significant attributes of the volunteers suffering from diabetes Type 1 are explained in the following section.

3.3.1 DEXA Scan

The Dual X-ray Absorptionmetry (DEXA) scan is considered to be the gold standard for assessing body composition. Apart from fat and lean mass, it returns as well the body mass. DEXA uses two X-rays of different energy levels to scan the whole body and depending on the different levels of X-ray's absorption, body composition can be estimated. The scan involved volunteers lying down for approximately 10 minutes while the scanner measures the body fat with a small amount of radiation equivalent to walking around Southampton over three days in summer. Therefore, the exposure is widely assumed negligible.

3.3.2 Fitness Test

The maximal oxygen consumption is a measure of fitness, representing the maximum amount of oxygen that the body can combust for aerobic energy production per minute per kilogram of body weight. Volunteers were asked to wear a mask having a gas sensor attached to it. Then, the oxygen and carbon dioxide exhaled was measured using a Metalyxer 3B. The participants were then asked to run on a treadmill under the well-known Bruce protocol [16] which both speed and gradient increased every three minutes (see Table 3.2) and participants were encouraged to keep on going until exhaustion. $\overline{VO_2}^{\text{max}}$ is reached when the rate of oxygen consumption reaches a steady-state. The heart rate was also monitored during this time using a Polar Electro T61 chest heart rate monitor. To estimate respective $\overline{VO_2}^{\text{max}}$ values, for men, the Foster equation [52] was used and for women, the Pollock equations [53]. They are the function of the time spent on the treadmill under the Bruce protocol.
Other than the baseline clinical tests measured, other free-living data collected that are of particular interests are BGC measurements from the MiniMed Guardian real-time continuous glucose monitor (Section 3.4.1), metabolic equivalent task (METs) of unit measurements from the BodyMedia SenseWear® Pro2 armband (Section 3.4.2), and the food and insulin diaries (sections 3.4 and 3.5, respectively).

<table>
<thead>
<tr>
<th>Time (min)</th>
<th>Speed (mi hr⁻¹)</th>
<th>Slope (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.7</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>2.5</td>
<td>12</td>
</tr>
<tr>
<td>6</td>
<td>3.4</td>
<td>14</td>
</tr>
<tr>
<td>9</td>
<td>4.2</td>
<td>16</td>
</tr>
<tr>
<td>12</td>
<td>5.0</td>
<td>18</td>
</tr>
<tr>
<td>15</td>
<td>5.5</td>
<td>20</td>
</tr>
<tr>
<td>18</td>
<td>6.0</td>
<td>22</td>
</tr>
<tr>
<td>21</td>
<td>6.5</td>
<td>24</td>
</tr>
<tr>
<td>24</td>
<td>7.0</td>
<td>26</td>
</tr>
<tr>
<td>27</td>
<td>7.5</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 3.2: The Bruce Protocol.
3.4 Data Acquisition

3.4.1 Blood Glucose Concentration

The Guardian Real-Time Continuous Glucose Monitoring System (CGMS) [54] was used for regular monitoring of BG levels. A depicted use of the CGMS can be seen in Figure 3.2.

Figure 3.2: The Guardian Real-Time Continuous Glucose Monitoring System (CGMS). The system consists of a glucose sensor and a transmitter.

The device works by having the glucose sensor to sample the interstitium and measure an electrical current proportional to interstitial glucose concentration. The glucose sensor data is then transferred to the monitor at a rate of 0.1Hz by the transmitter, while the display module displays the latest BG concentration updated every 5 minutes. The IF surrounds the cells throughout body tissues and a sensor is placed in the IF (usually in the lower torso or leg) to measure the current generated by glucose oxidation, which will be proportional to the glucose concentration at the site of measurement. Then, BG levels are estimated from a regression equation from the sensor readings, and is calibrated using finger-prick readings, using standard BG meters. Calibrations must be performed at least every 12 hours due to the sensor drifts. The sensor is connected to the monitoring device via a wireless link and must be within the range of a few metres to the sensor.

An example of the CGMS output of one day of measurements is shown in Figure 3.3. Collected data yield physiological occurrences of activities done throughout a day which are reflected in BG levels. This CGMS output describes a reliable estimate of BG levels that can be further analysed and interpreted with the help of other data.
As recorded in Figure 3.3, it is evident that this subject has experienced the dawn phenomenon, which is a normal early-morning rise in BG, followed with a rapid rise in BG levels at around 10 A.M. due to the consumption of morning breakfast, and then a steep fall with the taking of fast-acting insulin. Subsequently, a number of peaks varying within the normoglycaemic range (4 - 9 mmol/l) occurred, which are reasonably expected. This is followed by a swift rise due to evening meal and a sharp drop of BG levels from insulin administration possibly combined with intense physical activities.

The BG levels measured correspond to a number of parameters that raise and lower them – insulin and dietary uptake. With the help of data from SenseWear® armband that measures physical activity, it is also possible to identify any relationship between physical activities done and BG levels resulting from the activity levels and duration monitored. The armband operation will be presented in the following section.

Figure 3.3: BG concentration over a 24-hour period.
3.4.2 Physical Activity Data

The SenseWear® Pro2 armband was used to collect physiological variables as listed in Table 3.3 [51] and with these data, an estimation of metabolic equivalent of task (METs, kcal/kg⁻¹ hr⁻²) is calculated by first evaluating calorific utilisation. Figure 3.4 depicts the armband with the respective sensors to measure bodily data.

![Figure 3.4: The SenseWear® Pro2 armband. Reproduced from [55].](image)

METs indicates a specific measure of energy expenditure as a multiple of resting metabolic rate (RMR). RMR is the energy expenditure at rest (at room temperature and in a post-absorptive state), demonstrating the amount of energy required for normal vital organ activities. The methods of calculating calorific utilisation and METs are described and validated against the gold-standard doubly labelled water method in [55].
<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transverse acceleration average</td>
<td>Using two-axis accelerometer providing information on body position and movement (average over time interval)</td>
<td>counts</td>
</tr>
<tr>
<td>(TAA)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transverse acceleration mean</td>
<td>As above but records mean absolute deviation</td>
<td>g</td>
</tr>
<tr>
<td>absolute deviation (TAM)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transverse acceleration peaks</td>
<td>As above but records peak during time interval</td>
<td>counts</td>
</tr>
<tr>
<td>(TAP)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Longitudinal acceleration average</td>
<td>Measurement perpendicular to TAA</td>
<td>counts</td>
</tr>
<tr>
<td>Longitudinal acceleration mean</td>
<td>As above but for TAM</td>
<td>g</td>
</tr>
<tr>
<td>absolute deviation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Longitudinal acceleration peaks</td>
<td>As above but for TAP</td>
<td>counts</td>
</tr>
<tr>
<td>Near body temperature</td>
<td>Average ambient temperature</td>
<td>°C</td>
</tr>
<tr>
<td>Skin temperature</td>
<td>Average temperature of the skin</td>
<td>°C</td>
</tr>
<tr>
<td>Heat flux</td>
<td>Measures of heat dissipated by the body along a conducted path between skin and armband’s vent</td>
<td>W/m²</td>
</tr>
<tr>
<td>Galvanic skin resistance</td>
<td>Measures conductivity of the skin using two sensors (relates to physical and emotional stimulus)</td>
<td>μSiemens</td>
</tr>
</tbody>
</table>

Table 3.3: Variables recorded by the Sensewear® Armband [51].

<table>
<thead>
<tr>
<th>Activity</th>
<th>METs Equivalent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleeping</td>
<td>0.9</td>
</tr>
<tr>
<td>Lying Down</td>
<td>1</td>
</tr>
<tr>
<td>Walking (2mp)</td>
<td>2</td>
</tr>
<tr>
<td>Bicycling (general)</td>
<td>4</td>
</tr>
<tr>
<td>Jogging</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 3.4: Examples of METs approximations to designated activities taken from [56].
Components and functions of the Sensewear® Armband device are discussed in [15][57]. Its reliability and repeatability are also explained, as well as the advantages of the device compared to other methods for calculating energy expenditure. Furthermore, the design of the devices permits continuous wearing throughout daily activities (except in wet condition) with minimal impediment to the mobility of the individual. As a result, free-living data are readily obtainable and recorded every minute. In this study, it was important to measure the activities done without any intrusion on user’s daily life. Different levels of METs and measured parameters are associated with different physical activities and these can then be associated with typical activities as shown by the examples in Table 3.4. It is an approximation from the data in Table 3.3 taken by the SenseWear® armband.

Figure 3.5(a) shows an example of the skin temperature, Figure 3.5(b), the longitudinal acceleration and Figure 3.5(c), the energy expended recorded from a single subject over a 24-hour period. From Figure 3.5(c), the subject appears to be relatively inactive until around 11:00 AM, then variably active for a period of a few hours, and then reducing in his/her activity level until the subject sleeps at night. This is reflected in the longitudinal accelerations recorded in Figure 3.5(b) capturing a component of the body movement. Similarly, we can observe in Figure 3.5(a) that after the relatively high body temperature occurring during sleep, skin temperature reduces during heavier level of physical activity due to the skin’s thermoregulatory function producing sweat to cool the body. Such patterns are typical in the activity data in the DUK study with highly varying METs during waking hours. However, different individuals will show markedly different BG responses.
Figure 3.5: (a) refer to skin temperature over a 24-hour period collected from armband. (b) refers to longitudinal acceleration over a 24-hour period collected from armband. (c) Metabolic Equivalent Tasks approximated from SenseWear® armband data.
3.4.3 Heat Flux

Heat Flux is an important parameter measured also by the Senswear armband, representing the net convective heat lost by the body. Thermal equilibrium states that heat produced by the body is equal to the heat released. Heat released by the body is a by-product of the ATP generation in the mitochondria where glucose exists as the main substrates. Despite only convective heat flux is being measured by the armband (thereby disregarding heat released via conduction, radiation or evaporation), it is still reasonable to assume that changes in heat flux are related to changes in glucose concentrations. Researchers also showed the concept of estimating BG levels from the amount of heat dissipated by the body, albeit having limitations in the technology. This study will also test the hypothesis that heat flux is indeed associated with BG concentrations.

Valletta showed that there is a significant inverse association between area under the curve for BG and heat flux, but relative association between standard deviation of BG and standard deviation of heat flux. This thereby suggests that increasing levels of heat flux is related to the increase usage of glucose by the mitochondria to generate ATP, and hence a decrease of glucose in the bloodstream. Heat flux data were also found to vary between active and inactive diabetic volunteers, as well as between people having HbA1c < 7.5% and HbA1c > 7.5%. Mean heat flux in the afternoon and evening were also observed to be significantly different between inactive and active groups, but not the case for morning and night. This is reasonable since many high physical activities are done during afternoon and evening, and augmented contractions in the muscle induce more heat dissipation in the active group than in sedentary one.

Figure 3.6 depicts the typical free-living data of variables modelling diabetes with also physical activity data as an additional important parameter as discussed in Section 2.1.1. The physical activity data was quantified using metabolic equivalent (METs), which is the multiple of the resting metabolic rate, and heat flux, as it could be a marker of ATP generation in the mitochondria.
Figure 3.6: Typical free-living data in Type 1 diabetes patients used for modelling. (a) BG (b) rate of exogenous glucose appearance in the bloodstream $G_{in}$. (c) rate of exogenous insulin flow $I_{ex}$ (d) METs and (e) heat flux $H(t)$.

3.5 Food Diary

Every participant in the DUK study recorded their food intake in a diary. Type and amount of food were recorded, along with the time of consumption, and the nutritional content estimated from the nutritional information or food databases. Food consumed were converted into grams of carbohydrate intake by using food databases, or for specific branded foods, having them as stated by the producers. However, the process is susceptible to various sources of error such as lack of a detailed description of food, the inter-patient subjectivity in the estimation of portion sizes, the under-reporting of foods consumed as well as the variations in translating food description into grams of carbohydrates.

Note that the difficulties in estimating calorific intake have always been a pressing issue among nutritionists and to circumvent this, various techniques have been established. For example, Beasly et al. [58] used PDAs having built-in food libraries and Martin et al. [59] made their participants to undergo food training on how to describe their food and estimate the portion sizes properly, albeit
none has actually shown significant improvements. Currently, image processing technique has as well taken the lead in this field where individuals can take a photo of the meal and have its calorific intake displayed on their devices. Despite its limitation in the database capacity and individual technical know-how, satisfactory improvements are shown. In this study, the self-reported diary was the method chosen. It was deemed sensible since many Type 1 diabetes patients are able to properly recognise consumed food as they are experienced and well-trained for carbohydrate counting, compared to the general population. Hence, a better description of their portions' estimates is highly likely expected from them in the latter.

In general, the method of data collection is appropriate enough in terms of the applicability of the study's outcomes to the bigger Type 1 diabetes population, who generally uses carbohydrate counting as part of the Multiple Dose Injection (MDI) regime. Finally, the food diaries do not present any dynamical description of the effect of carbohydrate towards BG response. However, a model of the digestive process (as presented in Section 2.2) will be used to better represent how food intake affect BG levels in the volunteers.

3.6 Insulin Diary
On the other hand, the volunteers also recorded information of every insulin injection, such as the time of injection, dose and the insulin type. Due to the nature of Type 1 diabetics having a completely malfunctioned pancreas and being fully insulin-deficient, circulating insulin concentrations depend on the injected dose and the diffusion from the subcutaneous depot to the capillaries. Therefore, one can expect a more precise and accurate estimation of insulin injected into the body with the details in hand, in contrast to Type 2 diabetics where the flowing insulin estimation could be confused with ones coming from the pancreas together with the injected. Similar to the food diaries, the records do not offer dynamical description of the effect of the insulin on BG level. To properly understand the behaviour of blood insulin concentration, it requires a frequent blood sampling and specialised equipment, and hence is not feasible in free-living conditions. Due to this, models describing the process of insulin absorption (as shown in Section 2.4) can provide the alternative to the invasive blood samples, offering important information on the appearance of insulin in the blood.

3.7 Free-Living Data Properties
Figure 3.7(a) shows typical free-living data, in this case collected from subject #13, for BG, insulin type and intake and CHO intake. Figure 3.7(b) and (c) show the insulin activity calculated using Tarin's model (presented in Section 2.4) and CHO response from dietary intake proposed by Lehman et al. (discussed in Section 2.2). The plots are actually quantitative values computed from impulses seen in Figure 3.7(a), labelled as green, red and black bars. In Figure 3.7(a), the plot shows measured CGMS values along with impulses of insulin injection (Rapid-Acting and Long Acting) and carbohydrate consumed (normalised to the same scale). The insulin and carbohydrate can be seen being impulses in nature, and as explained earlier, were self-reported by volunteers, and therefore needed modelling to become quantitative and of continuous nature as seen in Figure 3.7(b) and (c).

It is clear that consumption of carbohydrate raises BG levels while injection of insulin does the opposite. The 'Insulin Flow' and 'Carbohydrate Intake' however show the quantitative or modelled version of the impulses from respective models – i.e. insulin and food are considered instantaneous
uptakes resulting in a continuous release. Observationally, a relationship can be seen between BG, insulin and CHO data in Figure 3.7(a) and the modelled insulin and CHO availability in Figure 3.7(b) and (c) respectively. In Figure 3.7(c), the different characteristics of rapid and long-acting insulin and their combined role in maintaining a suitable basal rate using bolus injection to address rises in BG from the appearance of CHO can be observed. It should be noted that this subject was unusual in the use of long-acting insulin in this particular subset of data. The relationship between the two stimuli and BG will be explored in detail using various dynamic modelling approaches in Chapters 4, 5 and 6.

Despite the fact that humans tend to have fairly regular daily routines and activities including physical activity, eating patterns and insulin injections, it is worth noting on the spontaneity of events that may occur at times. An example of this could be the consumption of snacks, missed injections and a counter-reacting manner to this, and a somewhat intense but short physical activity like running for a bus.
Figure 3.7: Typical free-living Type 1 diabetes data used for system identification from subject #13. (a) refers to the BG levels measured. (b) refers to the insulin flow into the bloodstream. (c) depicts the carbohydrate intake.

3.8 Stationarity

Many linear modelling techniques such as ARX requires the data to be covariance stationary. However, in real life examples, blood glucose levels vary over time due to various physiological and external reasons, evident by the HbA1c assay. In the case of ARX prediction for diabetes data, the signals need to be stationary within the prediction horizon. After all, a short-term prediction is what is desirable by clinicians.
In order to assess the stationarity of free living sensor glucose (SG) data, an auto-correlation function (ACF) was calculated along different portions of the same dataset in an individual's data. Figure 3.8 yields the computed ACF in three different portions across patient's #12 dataset from hours 0 - 72, 24 to 72 and 48 to 72. Subject #12 is selected for the ACF computation example due to its more illustrative behaviour than the rest. It is prevalent that variations can even occur within the same individual's sensor glucose data. While (a) depicts diverging curves at just 50 minutes of lag, (b) shows the three ACF having similar curve until lag of 200 minutes. However, the fact remains true that ACF is similar at low lags despite the discrepancies that exist due to inter-patient and intra-patient variability.

Figure 3.8 Auto-correlation function of sensor glucose for contiguous datasets of subject #12.
3.9 Data Correlation between Inputs and Physiological Parameters

The various physiological parameters obtained from the Diabetes UK data collection are correlated to investigate any significant associates. The initial correlation test considered carbohydrates ($G_{in}(t)$) input and insulin flow ($I_{ex}(t)$), as shown in Figure 3.9, with data taken from subject #4. A solid positive cross-correlation found at low lags proves the administering of insulin at a similar time following the main meal. However, a negative correlation was found in larger lags, possibly due to the quasi-periodicity of inputs that resulted both being in "anti-phase" to each other.

![Figure 3.9: Cross correlation function (CCF) between inputs, being insulin flow ($I_{ex}(t)$) and carbohydrate intake ($G_{in}(t)$) for subject #12.](image)

3.9.1 Correlation between Physical Activity and Blood Glucose

Physical activity and blood glucose is then correlated to investigate any significant associations, using Pearson product-moment correlation coefficient. A p-value for the null hypothesis that there is no correlation between two variables, was computed using a Student’s t-distribution and a p-value smaller than 0.05 was considered as being statistically significant.

The possible associations between physical activity and blood glucose are then analysed using the two main metrics, the daily average physical activity energy expenditure (PAEE) and the daily average METs (Metabolic Equivalent). The former is calculated from the difference between the average total energy expenditure (EE) and the resting metabolic rate (RMR) while the latter was taken directly from the Sensewear® armband. Glucose is calculated using four metrics, being the daily average area under the curve (AUC), the daily mean, the daily variance (big variance may show
signs of poor glycaemic regulation) and HbA1c, as depicted in Table 3.5. Note how the variance in many parameters between the subjects is high, as well as METs data being very wide, reflecting a wide range of people from sedentary to active, although limited to the number of people within the cohort.

The Pearson correlation coefficient and the corresponding p-value between physical activity and blood glucose metrics are shown in Figure 3.10. A negative correlation was seen in the area under the curve, mean BG and HbA1c with the increase levels of physical activity, due to the increase glucose uptake and utilisation. This observation reckons the general assumption that increased activities reduces the mean BG and HbA1c. Though a positive correlation is seen for the blood glucose variance, it is a little weak and therefore, cannot be confidently summarised. A general expectation would be much less excursions of BG from the mean due to the same reason - physical activity. However, the odd occurrence can be attributed to the weak management of the meal and insulin combination, whereby the two extremes of hypos and hypers can occur despite the physical activity performed.

The correlation between average METs and blood glucose metrics are shown in Figure 3.11. Being similar to the previous observation, the associations are much stronger with correlation between AUC and mean glucose being nearly significant. Note that for the glucose variance it matches with what being anticipated - positive associations. In other words, higher average METs do correspond to better glycaemic control.
<table>
<thead>
<tr>
<th>Subject</th>
<th>Sex</th>
<th>Age (years)</th>
<th>Diabetes Duration (years)</th>
<th>Height (m)</th>
<th>Weight (kg)</th>
<th>BMI (kg/m²)</th>
<th>Total Fat (%)</th>
<th>HbA₁c (%)</th>
<th>Sensors Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>23</td>
<td>2968</td>
<td>1738</td>
<td>1230</td>
<td>2.19</td>
<td>1513</td>
<td>5.25</td>
<td>0.78</td>
<td>5.5</td>
</tr>
<tr>
<td>03</td>
<td>33</td>
<td>2263</td>
<td>1455</td>
<td>808</td>
<td>1.33</td>
<td>2127</td>
<td>7.39</td>
<td>2.93</td>
<td>7.3</td>
</tr>
<tr>
<td>03</td>
<td>44</td>
<td>2459</td>
<td>1655</td>
<td>804</td>
<td>1.46</td>
<td>1671</td>
<td>6.12</td>
<td>6.02</td>
<td>9.1</td>
</tr>
<tr>
<td>05</td>
<td>28</td>
<td>3704</td>
<td>2361</td>
<td>1343</td>
<td>1.46</td>
<td>1710</td>
<td>5.94</td>
<td>4.84</td>
<td>6.7</td>
</tr>
<tr>
<td>06</td>
<td>51</td>
<td>2469</td>
<td>1369</td>
<td>1100</td>
<td>1.51</td>
<td>1999</td>
<td>6.94</td>
<td>9.89</td>
<td>8.2</td>
</tr>
<tr>
<td>07</td>
<td>39</td>
<td>2233</td>
<td>1762</td>
<td>471</td>
<td>1.03</td>
<td>2355</td>
<td>8.19</td>
<td>5.76</td>
<td>7.7</td>
</tr>
<tr>
<td>08</td>
<td>43</td>
<td>2477</td>
<td>1562</td>
<td>915</td>
<td>1.15</td>
<td>3947</td>
<td>13.71</td>
<td>15.58</td>
<td>8.8</td>
</tr>
<tr>
<td>09</td>
<td>45</td>
<td>2039</td>
<td>1202</td>
<td>837</td>
<td>1.41</td>
<td>2503</td>
<td>8.69</td>
<td>4.79</td>
<td>6.3</td>
</tr>
<tr>
<td>10</td>
<td>31</td>
<td>2519</td>
<td>1690</td>
<td>829</td>
<td>1.48</td>
<td>3100</td>
<td>10.77</td>
<td>8.69</td>
<td>8</td>
</tr>
<tr>
<td>11</td>
<td>47</td>
<td>2626</td>
<td>1466</td>
<td>1160</td>
<td>1.43</td>
<td>2783</td>
<td>9.66</td>
<td>12.74</td>
<td>8.4</td>
</tr>
<tr>
<td>16</td>
<td>27</td>
<td>2851</td>
<td>1653</td>
<td>1198</td>
<td>1.71</td>
<td>2273</td>
<td>7.89</td>
<td>12.75</td>
<td>7.9</td>
</tr>
</tbody>
</table>

Table 3.6: Physical activity and blood glucose results for the study cohort
PAEE vs AUC ($R = -0.289 \quad P = 0.389$)

PAEE vs Mean Glucose ($R = -0.29 \quad P = 0.387$)

PAEE vs Glucose Variance ($R = -0.115 \quad P = 0.736$)

PAEE vs HbA1c ($R = -0.28 \quad P = 0.404$)

Figure 3.10: Correlation between physical activity energy expenditure and blood glucose.
Figure 3.11: Correlation between average METs and blood glucose metrics.
3.9.2 Correlation with Body Composition

To associate correlation with body composition, four metrics for body composition were considered, the body mass index (BMI), the % body fat, the % truncal fat and the % lean mass. All of the data (apart from BMI), was acquired from a full-body DEXA scan and the % lean mass was obtained after subtracting the % bone mass [9]. The results obtained are shown in Table 3.7. The Pearson correlation coefficient, its corresponding p-value between the physical activity and glucose metrics, and body composition are given in Table 3.8, with significant correlations shaded in grey.

As expected, there is a correlation between METs and BMI, body fat, truncal fat and lean mass, confirming the supposition that people more physically active tend to have lower BMI, less body and truncal fat, and therefore higher lean mass. As a note, fat is basically an efficient way of storing excess glucose which cannot be stored in the liver or the muscle. Active people constantly have increased glucose uptake and utilization in the peripheral tissues, producing less excess of fat to be stored in the adipose tissue. On the other hand, less active people will have excess glucose being stored in the liver or the muscle. All of these much possibly relate to the insulin-regulated and exercise-dependent GLUT4 glucose transporter facilitating the diffusion of glucose.

In addition, a significant correlation is seen in the area under the curve (AUC) and mean glucose with body fat, truncal fat and lean mass. This confirms the fact less excess glucose in active people will translate into lower BG levels within their data.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Body-Mass Index (BMI) (kg/m²)</th>
<th>Body Fat (%)</th>
<th>Truncal Fat (%)</th>
<th>Lean Mass (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>23.58</td>
<td>17.6</td>
<td>17</td>
<td>78.3</td>
</tr>
<tr>
<td>02</td>
<td>29.10</td>
<td>31.2</td>
<td>28.9</td>
<td>65.4</td>
</tr>
<tr>
<td>03</td>
<td>21.27</td>
<td>17.7</td>
<td>15.3</td>
<td>79.4</td>
</tr>
<tr>
<td>05</td>
<td>33.88</td>
<td>28.5</td>
<td>31.6</td>
<td>68.7</td>
</tr>
<tr>
<td>06</td>
<td>25.71</td>
<td>33.3</td>
<td>33.1</td>
<td>63.4</td>
</tr>
<tr>
<td>07</td>
<td>36.23</td>
<td>40.4</td>
<td>40</td>
<td>57.5</td>
</tr>
<tr>
<td>08</td>
<td>36.64</td>
<td>44.7</td>
<td>45.1</td>
<td>52.8</td>
</tr>
<tr>
<td>09</td>
<td>22.42</td>
<td>30.8</td>
<td>32.1</td>
<td>66</td>
</tr>
<tr>
<td>10</td>
<td>23.40</td>
<td>26.2</td>
<td>30.3</td>
<td>70.5</td>
</tr>
<tr>
<td>11</td>
<td>29.46</td>
<td>35.6</td>
<td>30.2</td>
<td>60.6</td>
</tr>
<tr>
<td>16</td>
<td>26.31</td>
<td>26.8</td>
<td>26.2</td>
<td>69.9</td>
</tr>
</tbody>
</table>

Table 3.7: Body composition data.

<table>
<thead>
<tr>
<th></th>
<th>BMI (kg/m²)</th>
<th>Body Fat (%)</th>
<th>Truncal Fat (%)</th>
<th>Lean Mass (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAEE</td>
<td>r=-0.114 (p=0.7384)</td>
<td>r=-0.315 (p=0.3452)</td>
<td>r=-0.305 (p=0.3624)</td>
<td>r=0.286 (p=0.3932)</td>
</tr>
<tr>
<td>METs</td>
<td>r=-0.640 (p=0.0338)</td>
<td>r=-0.812 (p=0.0024)</td>
<td>r=-0.796 (p=0.0034)</td>
<td>r=0.787 (p=0.0041)</td>
</tr>
<tr>
<td>AUC</td>
<td>r=0.379 (p=0.2504)</td>
<td>r=0.689 (p=0.0191)</td>
<td>r=0.703 (p=0.0157)</td>
<td>r=0.692 (p=0.0182)</td>
</tr>
<tr>
<td>Mean</td>
<td>r=0.380 (p=0.2490)</td>
<td>r=0.689 (p=0.0189)</td>
<td>r=0.704 (p=0.0156)</td>
<td>r=0.693 (p=0.0181)</td>
</tr>
<tr>
<td>Variance</td>
<td>r=0.304 (p=0.3637)</td>
<td>r=0.554 (p=0.0767)</td>
<td>r=0.497 (p=0.1202)</td>
<td>r=0.561 (p=0.0728)</td>
</tr>
<tr>
<td>HbA1c</td>
<td>r=0.157 (p=0.6457)</td>
<td>r=0.330 (p=0.3224)</td>
<td>r=0.228 (p=0.4997)</td>
<td>r=0.314 (p=0.3463)</td>
</tr>
</tbody>
</table>

Table 3.8: Correlation between physical activity, blood glucose and body composition.
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Figure 3.12: The significant correlations with body composition.
3.9.3 Correlation with Fitness
Using the term maximal rate of oxygen consumption ($VO_2^{max}$ in ml/min/kg), fitness of a person can be reasonably derived. As stated earlier, the $VO_2^{max}$ was estimated from the time spent on the treadmill (under the Bruce Protocol), using the Foster and Pollock equation for male and female, respectively. Table 3.10 depicts the results. The Pearson correlation coefficient and the p-value between physical activity, glucose and fitness are shown in Table 3.9.

<table>
<thead>
<tr>
<th>Subject</th>
<th>$VO_2^{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>50.12</td>
</tr>
<tr>
<td>02</td>
<td>39.97</td>
</tr>
<tr>
<td>03</td>
<td>33.64</td>
</tr>
<tr>
<td>05</td>
<td>38.86</td>
</tr>
<tr>
<td>06</td>
<td>36.98</td>
</tr>
<tr>
<td>07</td>
<td>23.48</td>
</tr>
<tr>
<td>08</td>
<td>Unavailable</td>
</tr>
<tr>
<td>09</td>
<td>42.6</td>
</tr>
<tr>
<td>10</td>
<td>36.5</td>
</tr>
<tr>
<td>11</td>
<td>29.53</td>
</tr>
<tr>
<td>16</td>
<td>47.64</td>
</tr>
</tbody>
</table>

Table 3.10: $VO_2^{max}$ results

<table>
<thead>
<tr>
<th>Physical Activity</th>
<th>$VO_2^{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAEE</td>
<td>r=0.580</td>
</tr>
<tr>
<td></td>
<td>(p=0.0787)</td>
</tr>
<tr>
<td>METs</td>
<td>r=0.792</td>
</tr>
<tr>
<td></td>
<td>(p=0.0063)</td>
</tr>
<tr>
<td>AUC</td>
<td>r=0.372</td>
</tr>
<tr>
<td></td>
<td>(p=0.2906)</td>
</tr>
<tr>
<td>Mean</td>
<td>r=0.373</td>
</tr>
<tr>
<td></td>
<td>(p=0.2885)</td>
</tr>
<tr>
<td>Variance</td>
<td>r=0.250</td>
</tr>
<tr>
<td></td>
<td>(p=0.4853)</td>
</tr>
<tr>
<td>HbA</td>
<td>r=0.596</td>
</tr>
<tr>
<td></td>
<td>(p=0.0692)</td>
</tr>
</tbody>
</table>

Table 3.9: Correlation between physical activity, blood glucose and fitness

From the results, a significant positive correlation between METs and fitness was observed. People who are active in daily exercises have shown improvements in their fitness levels. Fitness, in a sense, is the ability to increase the perfusion of blood through the working muscle, the capillary-to-muscle fibre ratio and the ability to hyperventilate or allowing more oxygen available to the bloodstream for aerobic energy production. During the fitness test, the cardiovascular and respiratory systems are put under tremendous stress and therefore, the measured $VO_2^{max}$ translates the quality of the physiological systems in an overall metric. It can also be observed that fitness has a positive correlation with physical activity energy expenditure too. However, a negative association with HbA1c was seen, showing an improved glycaemic regulation as a result of high fitness. Nevertheless, it was observed as well that no significant association was found with glucose AUC, mean or variance. From this analysis, it is fair to assume that similar to HbA1c, fitness can be presumed as a ‘long-term’ health metric, while others can be deemed as short-term metrics. It is also true that $VO_2^{max}$ can only be improved after sustained periods of regular training over time.
3.10 Cross Validation in Data Testing

Cross-validation techniques is a way to validate any training or estimation made earlier using part of a dataset without leaving any unaccounted for. This is to reduce any variance especially when the dataset is small and a resampling may be required so that a single data instance can be used many times.

In the context of our study where human care (devising of treatment) and lives (prevention from extreme cases of hyper/hypo) are involved, it is paramount that the prediction of the phenomenon such as events of hyperglycaemia or hypoglycaemia is done in the most accurate way possible. This could be achieved with the maximisation of the learning process, in our case during the training and testing of dataset, for example, BG data. One would prefer that ideally, each and every point is taken into account so that the whole underlying processes are learned as the envelope of the relationships is acquired in the training phase. Psychologically, this means that an efficient treatment could then be devised to counter-react events of highs and lows in BG levels. It also reduces the chance of false positives and consequently, saves lives, whereby a corresponding insulin injection may be given due to an expected highs or lows, leading to unintended hypoglycaemia.

A good prediction requires a good training and testing of the dataset in question. A common practice is done by splitting the time series data into two datasets for training and testing purposes. However, whilst an even separation of data is guaranteed, the dataset would have been lost partly to the training set and partly for the testing set, reducing the learning processes. This is as depicted in Figure 3.13, using BG dataset as an example with its data points split for testing and training.

![BG dataset](image)

**Figure 3.13**: Testing and training dataset from blood glucose dataset.

Cross validation comes handy to address this matter. Using k-fold cross validation, the dataset is partitioned into k separate subsamples. For example, a dataset containing 200 data points are divided into k=10 subsamples, therefore each subsample will contain 20 datasets, as depicted in Figure 3.14.

![Samples divided into k dataset](image)

**Figure 3.14**: Samples divided into k dataset, for k-fold validation tests.

Of the 10 subsamples, a single subsample (i=1) is retained as the validation data for testing the model, and the remaining k-1 are used as training dataset. The process is then repeated k times with every other subsample will be tested once for data testing. In the end, the k results from the repetition will be averaged to produce a single estimation, without leaving any of the dataset unaccounted for.
While the choice of the value k depends on the number of instances, number of variables and the types, k value is usually set to 10 with various studies stating high k results in lower bias and higher variance estimator, and with low k results in higher bias with lower variance estimator[60]-[62]. Our tests with various k values for multiple subjects, as depicted in Figure 3.15, yields more bias at lower folds, especially for two and four, while the estimates are reasonably good from 10 folds onwards.

![Figure 3.15: The bias of cross-validation with varying folds. Grey regions indicate the 95% confidence intervals.](image)

Once the training process is completed and the underlying processes learned, the model can be rest assured to predict better output from an unseen input data set, given that all of the relationship have been acquired in the training phase.

In our test, there are 22 diabetes patients as the subjects, with each and every one having 3 to 4 CGMS sensors during each of data collection, and each sensor spans up to 72 hours of sensor reading (see Section 3.2) or 360 instances of data points. According to the cross-validation method, the dataset is split into k=10 (36 instances), and then k-1 (324) instances are used for training while the former for testing. These arrangements are continuously used for training and testing throughout the models presented in this study.
3.11 Summary

Initially, the two main measurement devices have been introduced and described in terms of their use to measure and collect data of BG levels and PAEE. With the CGMS data, accurate and continuous measurements of BG levels can be obtained. From the Sensewear® armband, we are able to quantify the METs data into approximations of physical activities and its occurrence. This chapter has also introduced the idea of converting a discrete stimuli, such as an insulin injection, into a longer-term stimuli representing the appearance of usable insulin in the blood flow.

Next, the correlations between physical activity, blood glucose and other physiological parameters were considered. Significant associations found from the analysis are physically active people have less fat deposits and it can be safely associated with better glycaemic regulation. Regular physical activity also improves fitness level within a diabetes patient.

The observed associations highlight the benefits of routine physical activity and its effects on glycaemic regulation. Note also that the subjects were in no way intervened in terms of their daily lifestyle. On the other hand, they are encouraged to perform the same activities that they would do normally. It is hoped that further analysis on these parameters help predict BG levels better, and hence, better devised treatment.

The final section deals with the dilemma in maximising the best learning results whereby the dataset would be partly lost for the training set and some for the testing set, reducing the learning result. Therefore, a k-fold cross validation method was used for training and testing purposes to address this matter. With k validation method, the whole instances within the dataset was considered for testing without leaving any unaccounted for. This is especially important for human healthcare purposes, where the risks of underfitting or overfitting of data can be potentially reduced, and false positives in predicting BG levels decreased.


Chapter 4: Type 1 Diabetes Features Extraction

This chapter explains the investigation using particular tools effort to discover and investigate BG and other data for repeating patterns or motif. With the discovery of repeating pattern in BG data, it could potentially help elucidate time constants in the processes underlying BG regulation, effects that might be caused from repeating routines in the subjects such type of meals, insulin injection routine such as its time and amount, physical activity intensity and frequency, or simply the efficacy of the particular therapeutic regimen that one an individual has adopted.

4.1 Introduction

Understanding variations in BG levels in individuals with Type 1 diabetes involves recognising the physiology, measurement techniques and therapeutic regime, and interpreting them by meaningful analysis. In this chapter, an overview of a recent feature detection technique is introduced as it is important to consider patients’ habitual, and possibly cyclical, behaviour in their diet, physical activity, lifestyle and corresponding glycaemic regulation.

![Figure 4.1: Example of BG concentration over a 24-hour period.](image)

Figure 4.1 shows an example of a BG concentration over a 24-hour period obtained from a typical Type 1 diabetic volunteer. In this example, as no long-acting insulin was taken during the 24-hour period, the effect of CHO and fast-acting insulin intake can be seen more clearly. During the night, BG drops then gradually increases with a higher rate of increase after a meal. Following insulin around 11:00 A.M. and 7:00 P.M., BG drops rapidly. Several items of food are then consumed which can be seen to raise the BG level. The meal at 6:00 P.M. is followed by a raise in BG as the fast-acting insulin at 11:00 A.M. has dissipated and is followed by a rapid drop following the insulin at 7:00 P.M. It is a difficult job for people with diabetes to keep and maintain their glucose concentration within the indicated normoglycaemic bounds by regulating between these two main inputs accordingly.
In this chapter, the recently developed MK algorithm [63][64] will be introduced and used to assess BG and other data to try and find repeating patterns.

4.2 Mueen-Keogh (MK) Algorithm

The MK motif discovery technique was originally proposed to find recurring patterns or motifs (used interchangeably throughout) within a sequence of data. Time series motifs are pairs of individual time series, or subsequences of a longer time series which are very similar to each other. The method was proposed to find recurring patterns and the developers demonstrated the ability of the technique to find repeating insect behaviours, construct EEG dictionaries, data compression [63] and also, patterns in music data and eruptive volcano activities [65]. The MK algorithm utilises a Euclidean distance measure to compute comparisons between time series subsequences with the objective of finding the closest-pairs subsequence of given length $m$ in the time series $T$ [66].

The underlying characteristic of the MK algorithm is the assumption that initially a best-so-far-distance is presumed to be infinity. Figure 4.2(a) shows a dataset in the form of two-dimensional time series objects, represented by Object 1 to Object 8 (O1-O8). Object O1 is chosen at random as the reference point in the example in Figure 4.2(b), and the rest of the other objects are arranged according to their distance to it. In this example, the distance between O1 and O8 as its nearest neighbour, now updates the best-so-far distance to be 23.0. The distance between adjacent pairs, as shown in Figure 4.2(c), can then be calculated while sorting the objects on distance. Note that in the original space, these distances are not true distances, but rather the lower bounds of them. This linear ordering of data provides heuristic information for the motif search. It can be observed that two objects can actually be arbitrarily close in the linear ordering but wide apart in the original space.

![Figure 4.2](image)

**Figure 4.2:** (a) Two dimensional time series object. (b) The object arranged in one-dimensional representation by measuring distance to a reference point (O1). (c) Distances between adjacent pair along the linear projection is a lower bound to the true distance between them. Reproduced from [66].
Next, the linear ordering is scanned and the true distances are measured between the adjacent pairs. Whenever a pair having distance less than the current best-so-far is encountered, the best-so-far value is updated, as shown in Figure 4.3. Sliding from left to right would update the estimated distance between $O_8$ and $O_6$ and be corrected to 42.0. The next update yields the true distance between $O_4$ and $O_5$ to be 7.0. Since it is less than the current best-so-far, it is updated and further sliding through the data objects shows it having the lowest value, and the desired motifs have been found.

![Figure 4.3: Objects are scanned from left to right to measure the true distances between them. Note that only the first pair $O_1$ and $O_8$ have the linear distance as the true distance while for others, they are only lower bounds.](image)

Further pruning of the search space can be achieved by combining the linear representation with the best-so-far value. Looking at the lower bound distance between the pair $O_8$ and $O_3$ (60.0), and comparing it to our best-so-far (7), the pair can clearly be eliminated as a motif candidate. This is done without having to measure the true distance between the pair $O_8$ and $O_3$. More generally, a sliding window of exactly width 7 (best-so-far) can be tested on the linear order for possible pairs while also eliminating incorrect candidates, as shown in Figure 4.4.

![Figure 4.4: A required condition for two objects to become the motif is that both of them intersect the sliding window at the same time. Only the two pairs $O_8$, $O_6$ and $O_1$, $O_5$ matches it becoming candidates while others are eliminated.](image)

The above is an intuitive explanation of the approach of the MK algorithm. However, in reality, not all objects are as equally good for a reference point. Thus, there is a need for multiple rounds of pruning steps with multiple reference points in contrast to the single-step approach presented.

A more formal statement of the MK algorithm is depicted in Figure 4.5. As mentioned earlier, the requirement of it are the time series ($T$), the number of reference objects ($R$) and subsequence length ($m$), while the outcome would be the locations $L_1$ and $L_2$ (location of motif). Following the arrangement of objects from the initial reference point, the distances of all subsequences are calculated and stored in a table called $Dist$, which is also sorted [65]. Objects that are worse than
the best-so-far are disregarded for computing of the actual distance of the two motif candidates (reflected in lines 20-21). After the arrangements, the linear ordering is scanned and true distances between adjacent pairs are measured, followed by an update to the best-so-far. All data points not pruned in the initial ordering step are stored in \( I \) (line 13). During actual distance computation, a variable offset is introduced, an integer between 1 and \( m-1 \), to refer to the \( j^{th} \) and \( j^{th}+\text{offset} \) item in the ordered list \( I \), which are both candidate pairs for testing. The algorithm starts with an initial offset of 1 and searches pairs that are offset apart in the 1 order. Until all pairs have been identified, the offset is increased, meaning that the current round of search is completed. This continues until all the pairs have been evaluated revealing the motif locations \( L_1 \) and \( L_2 \) [65]. Further explanation on how MK code works can be found in [63][64].

---

**Algorithm.** \( L_1, L_2 = \text{MK-Motif}(T; R, M) \)

**in:** \( T \) is a time series, \( R \) is the number of reference objects, \( m \) is the subsequence length

**out:** \( L_1, L_2 \) are the locations for a Motif

1: best-so-far = INF
2: for \( i = 1 \rightarrow R \) do
3: \( ref_i \) = a randomly chosen subsequence \( T \) from \( T \)
4: for \( j = 1 \rightarrow m \) do
5: \( \text{Dist}_{i,j} = d(ref_i, T_j) \)
6: if \( \text{Dist}_{i,j} < \text{best-so-far} \) then
7: best-so-far = \( \text{Dist}_{i,j} \), \( L_1 = r, L_2 = j \)
8: end if
9: \( S_i = \text{standardDeviation}(\text{Dist}_i) \)
10: end for
11: end for
12: find an ordering \( Z \) of the indices to the reference objects in \( ref \) such that \( S_{Z(i)} > S_{Z(i+1)} \)
13: find an ordering \( I \) of the indices to the subsequences in \( T \) such that \( \text{Dist}_{Z(i),I(j)} \leq \text{Dist}_{Z(i),I(j+1)} \)
14: offset = 0, abandon = false
15: while abandon = false do
16: offset = offset + 1, abandon = true
17: for \( j = 1 \rightarrow m \) do
18: reject = false
19: for \( i = 1 \rightarrow R \) do
20: \( \text{lowerBound} = |\text{Dist}_{Z(i),I(j)} - \text{Dist}_{Z(i),I(j+offset)}| \)
21: if \( \text{lowerBound} > \text{best-so-far} \) then
22: reject = true, break
23: else if \( i = 1 \) then
24: abandon = false
25: end If
26: end for
27: end if
28: if reject = false then
29: \( d(D_{I(j)}, D_{I(j+offset)}) < \text{best-so-far} \) then
30: \( \text{best-so-far} = d(D_{I(j)}, D_{I(j+offset)}) \)
31: \( L_1 = I(j), L_2 = I(j+offset) \)
32: end if
33: end for
34: end while

---

Figure 4.5: MK algorithm step by step representation. Reproduced from [65].
4.3 Pattern Discovery in Blood Glucose data

Two fairly common phenomena occurring in people with Type 1 diabetes that are considered for initial reference motifs are discussed here: the dawn phenomenon (DP) and the Somogyi effect. The two are hyperglycaemia occurrences experienced by Type 1 diabetics during sleep-wake cycles, with high BGs prior to waking.

Dawn phenomenon usually occurs when any insulin taken late in the evening causes BG levels to drop sharply around midnight to 3:00 A.M., the time where our body generally sleep most soundly and has little need for insulin. Subsequently, between 3:00 A.M. and 8:00 A.M., the body starts releasing stored sugar to prepare for the coming day, while also producing hormones, e.g. insulin-like growth factors IGF-1 and IGF-2, that reduce the body’s sensitivity to insulin. These occur just as the night-time insulin where it is also wearing off. These events, when taken collectively, cause the body’s blood sugar to rise in the morning (depicted in Figure 4.6(a)), hence the term 'dawn phenomenon'.

A second cause of high blood sugar levels in the morning might be due to the Somogyi effect or reactive hyperglycaemia, shown in Figure 4.6(b). Although the end result is the same as the DP, the cause is not as natural, and is more 'man-made' (diabetes management). A probable cause would be due to too much insulin intake earlier or insufficient bedtime snack, leading to a large drop in BG during the night, followed by a counter-reaction response from the body: the release of glucose from the liver signalled by glucagon when low BG is detected to raise it back to safe levels [67]. The hypoglycaemic events at night are not recognised by the patient as they are sound asleep and the liver response leads to high BG upon waking. Somogyi, the person who first investigated this phenomenon, speculated that excessive insulin uptake made diabetes unstable [68]. As a result of these events, the insulin dose would be further increased by the patient, promoting the likelihood of further hypoglycaemic events and instability in diabetic control.

These two events are often described as the morning effect where high BG in the morning was preceded by low BG the night before. Indeed, these two were among the first observations found using MK Algorithm in CGMS data, and examples from the volunteer cohort are shown in Figure 4.7.

Figure 4.6: (a) the dawn phenomenon [69], and (b) the Somogyi effect [70].

In order to help understand the associations within volunteer data and these events, the MK technique is investigated to detect such repeated events in the BG. Although not what the MK
algorithm was originally intended for, it provides a suitable basis for finding approximately similar patterns in time series which is hoped to be useful, as well as to the finding of parameters that could be affecting the cyclical events such as food, exercise, insulin injections or sleep cycles. Analysis of the other recorded data (physical activity data, CHO and insulin intake) might then help to understand the parameters that correlate with these phenomena in general, and these type of morning effects specifically. It could be used potentially for developing broader time-series models for use in Type 1 diabetes. Despite the fact that DP and Somogyi effect are similar in pattern in the time series, the former was found to be much easily detectable with CGMS and hence selected for initial investigation.

4.4 DP Detection in Volunteer Health Data

Having represented the desired data as time series, the motif discovery algorithm was used to find the closest-pair subsequence or motif. Running the algorithm requires five main input values:

- \( m \), the full length of the time series;
- \( R \), the number of reference points (significant changes to execution time only in high-dimensional data);
- \( n \), the length of the searched motif;
- \( X \), the coefficient used for motif range \( r \) (default \( X = 2 \)), in this case \( r \) corresponds to the best-so-far (the larger the value more likely motifs appearing with lesser similarities in them); and
- \( K \), the number of types of motifs. The \( k \)'th group corresponds to the \( k \)'th subsequence motif, combined with all subsequences distant from it at most \( Xr \).

Since the MK algorithm is originally intended for motif discovery, or in other words discovering of motifs that are most prominent in the dataset with regards to the input parameters above, it does not take any reference motif as one of the search terms. The reference time series is initially selected randomly in the MK algorithm as the original intent of the developers was to discover motifs in the data. However, since we intend to use the method to find a well-known phenomenon, we need to modify it to allow a predefined pattern be searched in the whole time series data.

Here, we modified the MK algorithm by forcing the reference points to be only one, and the reference motif only to search for patterns of a user-defined one. A DP pattern is chosen manually from within one volunteer’s data experiencing the phenomenon shown in Figure 4.7. Data of BG measured by the CGMS from 12 volunteers’ spanning 3 to 4 periods of up to 3 days each are used to test this approach. Because the technique can only search across one single dataset, it was necessary to combine individual volunteer BG datasets into a single time series, as seen in the long stream of data in Figure 4.8. This way, occurrences of the same pattern can be detected across different volunteers’ data although they are not observable within Figure 4.8. With concatenation, the time information in the BG data are lost and is no longer sequential, however can be traced manually. The number of data points belonging to each volunteer, the sorting arrangement and the equivalent number of concatenated data are shown in Table 4.1. Total number of data points yield 29734, which will be useful during the time-locating process.
In this experiment, DP which usually occurs between 3:00 to 10:00 A.M. (7 hours) takes about 84 samples of CGMS data collection (CGMS measures at every 5 minutes intervals thereby 84 data points are equivalent to 7 hours). Therefore, the dataset representing the DP motif were made reference by inserting the start and end point of an already discovered motif (searched manually) into the search parameter, $U$. The number of data points in the whole time series was set to $m$. The default value of $R$ and $X$ remain as suggested by Mueen. $K$ was set to 1 since it is irrelevant in this experiment (The parameter $K>1$ is set to find multiple motifs recurring in the dataset. We are interested in only one motif, hence $K$ set to 1). The algorithm was then set to scan the whole dataset for any recurrence of the search term.

From the results obtained, a separate look into other information about the subject in other data collected was conducted. With the help of other measuring devices (e.g. the activity armband), it was hoped that more information regarding the subject’s physiology such as amount of sleep time, meal and insulin data, and the amount of physical activity energy expenditure would elucidate the findings so that they can be better explained. It was also hoped that further investigation could be done into other volunteers to see whether there are shared characteristics or lifestyle properties of individuals having these recurrences of DP.

<table>
<thead>
<tr>
<th>Volunteer</th>
<th>Number of data points</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2694</td>
</tr>
<tr>
<td>2</td>
<td>2585</td>
</tr>
<tr>
<td>3</td>
<td>2487</td>
</tr>
<tr>
<td>4</td>
<td>3424</td>
</tr>
<tr>
<td>5</td>
<td>1721</td>
</tr>
<tr>
<td>6</td>
<td>3440</td>
</tr>
<tr>
<td>7</td>
<td>3314</td>
</tr>
<tr>
<td>8</td>
<td>2470</td>
</tr>
<tr>
<td>9</td>
<td>2232</td>
</tr>
<tr>
<td>10</td>
<td>1698</td>
</tr>
<tr>
<td>11</td>
<td>1708</td>
</tr>
<tr>
<td>12</td>
<td>1961</td>
</tr>
<tr>
<td>Total data</td>
<td>29734</td>
</tr>
</tbody>
</table>

Table 4.1: Patients and their size of respective time series
4.5 Results

Figure 4.7 depicts multiple DP patterns that were found recurring within the patients' CGMS data. The blue plot refers to the user-predefined pattern of DP, the red line shows the closest pattern found within the dataset while the rest are discovered patterns also in the same dataset. Because MK algorithm looks for only the motif and less attention on its magnitude, only the pattern and shape of the motif recurring in the data was discovered, and automatically normalised, as seen in Figure 4.7. The motif's time information, to whom it belongs to, and its actual magnitude needs to be examined manually. Figure 4.8 shows the instances and locations of the recurring pattern (red lines) seen in Figure 4.7 within the concatenated time series data. The appearances of the red lines establish 11 motif recurrences of DP pattern discovered.

![Figure 4.7: Detected DP patterns in the time series data. Blue line represents the user-predefined pattern of DP. The red line shows the closest pattern found within the dataset while the rest are discovered patterns also in the same dataset.](image1)

As earlier stated, this phenomenon commonly occurs in Type 1 diabetics at around midnight until morning, and therefore the pattern is expected to be found within this period of time in the dataset. The number of occurrences and their instances in the volunteers' dataset are depicted in Table 4.2. Result shows that Subject #4 and #12 both have more than one occurrences of the motif, possibly indicating poor therapeutic control.
<table>
<thead>
<tr>
<th>Subject</th>
<th>Number of occurrences</th>
<th>Location in the dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3428</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>8204, 9908, 10194, 10486</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>19192</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>24482</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>26664</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>25670, 27972, 29377</td>
</tr>
</tbody>
</table>

Table 4.2: Volunteers, their respective number of occurrences and pattern instances in the dataset.

From these locations in the concatenated dataset, the actual time information of the occurrences can then be traced to reveal the actual time information from specific volunteers, as depicted in Figure 4.9. The phenomenon can be seen to match the literature, whereby it occurs between 3:00 and 10:00 A.M.. Despite having the same shape of DP, they differ by the magnitudes of BG levels, hence plotted separately. This was also the feature, but a disadvantage of the MK algorithm that searches for a pattern while disregarding its magnitude. However, it can be established that the time of occurrences still demonstrate that the found patterns are the well-known DP.
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Figure 4.9: DP motifs traced with their time of occurrences across subject #4 and #12.

Another phenomenon, the Somogyi effect, was also examined by replacing the reference motif to that of the Somogyi pattern, from a location of known occurrence. The same procedure was followed and occurrences of the motif are recorded in Figure 4.10. As pointed out previously in Section 4.3, Somogyi effect is different to DP because of its characteristic that starts with a hypoglycaemia during the night and then ends with an upward drift of BG levels into hyperglycaemia in the morning. Note the time of occurrences of the phenomenon in Figure 4.6 (b) that starts around 3:00 A.M. and ends at about 10:00 A.M. in the morning, having similar time occurrence with DP. In Figure 4.10, it can be seen that initially BG levels were high and then reduced sharply until reaching dangerously low levels of BG before rapidly increasing.
Despite the apparent success in using the algorithm to identify known features, further investigation reveals that because the algorithm works to find the known features, there were a number of instances where it detected false positive of the Somogyi effect. It also failed to detect actual occurrences that did not form a pattern close enough to the reference. Further, other events occurring during the daytime were identified as Somogyi (As an example, in Figure 4.10 (a), (b) and (d), while showing patterns that look like a Somogyi effect, they did not show the prior hypoglycaemic events while the BG pattern in Figure 4.10 (b) did not end with a hyperglycaemic event during the late morning hours, hence rendering them as non-occurrences). In terms of DP detection shown in Figure 4.9, because the pattern comprises of a simple shape, having being indistinct and quite common, producing further false positives, as 5 out of the 11 detections occurred during the day - thus they are not DP. This means that the method may not be used solely to find these features and without an intervention by the researcher.

Further examination into meal data occurring around the same time as of the dawn phenomena, revealed further insights. In subject #4, it appears that two of the DP patterns found were not
Actually DP occurrences but rather responses to CHO consumption events, activities done by the volunteer. Figure 4.11 shows a contiguous plot of 3 days in subject #4’s meal data, generated from CHO intake data and a gut model. It can be seen in the enlarged plot, Figure 4.11(c), that the increased BG was due to a meal taken at around 7:00 A.M. corroborating the previous result of a rise in BG levels. On the other hand, there were no meal intake until 9:30 A.M. in the other two enlarged meal data, Figure 4.11(a) and (b). The reason why the other two were not in response to any meal consumption, remains a question. Probable causes could be that the patient reported inaccurate ingestion of food, or assumed that the meal consumed were trivial in quantity and did not report, or the digestion modelling was lacking and hence, ingested food was not sufficiently represented. But these assumptions can be true only if they are not at all occurrences of DP. To examine this further, investigation of CHO uptake is necessary, since reported meals consist of impulses which are transformed by a standard model of the gut into glucose appearance in the blood (see Section 3.7).  

![Figure 4.11: Close-up look into meal data belonging to subject #4.](image)

Other data collected in the DUK study that could be relevant to this feature detection are the sleep and physical activity data obtained from the SenseWear armband. Sleep data could possibly help elucidate occurrences of DP because both of them should practically occur at the same time.
Examples of sleep data from 2 volunteers are shown in Figure 4.12. The advantage of using the SenseWear® armband is that it was to be able to produce and display sleep activity from the user’s measured activity data with a very high success rate [57]. Outputs are given in discrete steps, according to the 4 sleep stages and rapid eye movement (REM) for the 5th stage. It was hoped that the use of MK algorithm would reveal a significant pattern related to the DP detected previously. In addition, it is also expected that characteristics and lifestyle led by individuals having these recurrences of DP could be revealed.

In contrast to DP where the pattern is already distinguishable, it is anonymous to us on how any related patterns in sleep would appear in volunteers’ sleep data. Therefore, rather than replacing the reference motif to a predefined one, the original MK algorithm was tested on volunteers’ sleep data for automatic discovery. Because sleep data and the investigated patterns occur only at night, it enables us to narrow down the search. As observed in Figure 4.12, sleep events start to occur from 10:00 P.M.

A more descriptive view of the sleep data can be observed in Figure 4.13 provided by the armband developer [57]. It was found that when sleep data were directly tested with the MK algorithm, the detected motifs were only those of the horizontal lines of long duration of sleep stages illustrated in the red circles in Figure 4.13. This yields irrelevant and therefore the method appears to work poorly with discrete values.

![Figure 4.12: Sleep data from volunteers. (a) sleep data from comes from subject #2. (b) sleep data from comes from subject #4.](image)

![Figure 4.13: Sleep stages detected by the SenseWear® armband. Red circles refer to the pattern detected by MK algorithm which is an error. Reproduced from [57].](image)
A potential solution to this was to perform a non-parametric fitting to the data to transform the highly discrete values to be continuous. A non-parametric fitting means that a fit is made to the data without assuming any parametric relationship between the variables. Smoothing was achieved using localised regression fitting multiple curves to local subsets of data and then combining them into a single larger curve. To avoid underfitting or overfitting the data, and preserve the original curve while still allowing realistic detection by the MK algorithm, a suitable smoothing parameter value was necessary. A sensitivity analysis was undertaken by running multiple trial-and-error tests with different values of smoothing parameter, and the retrieved dataset was then tested with MK algorithm for motif discovery. The number of motif detected is reasonably expected to match the number of DP occurrences found earlier, which is 11.

Figure 4.14: Discovered motif and their occurrences in the dataset. (a) shows the motif shape found in the data and (b) refer to the locations of discovered motif.

25 occurrences of one distinct pattern were found being close in terms of their shape and time to the DP occurrences, as shown in Figure 4.14(a). They occurred within the time series dataset as shown in Figure 4.14(b), and further examination reveal the recurrences correspond to various volunteers as shown in Table 4.3.

<table>
<thead>
<tr>
<th>Volunteer</th>
<th>Number of occurrences</th>
<th>Number of DP occurrences detected earlier</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 4.3: Motif in sleep pattern across the 12 volunteers.
It is apparent that the motif discovered was not distinct or unique but rather a straightforward one. Hence, we were unable to produce any possible correlation between the sleep patterns and DP detected earlier. Surprisingly, the highest number of pattern recurrences discovered in the sleep data did not correspond to volunteers who experienced DP in the previous test. Four of the same sleep pattern were found in subjects #1, #7 and #9 datasets but none of the volunteers were found with DP occurrences from the earlier test. This possibly indicates that these volunteers had regular sleep patterns but would require further work to verify this. These results show that the MK Algorithm performs poorly with discrete data, despite it already being filtered and smoothed. It is further limited by the inability to prescribe any predefined pattern as a reference for the MK algorithm, due to the unknown sleep pattern of interest.

Following the failure to search for the most prominent motif in the dataset, the MK algorithm was tested again by increasing the number of cluster $K$ and also the factor of radius, widening the sensitivity of search, with more motifs discovered, depicted in Figure 4.15. However, no improvement was obtained as no unique motif was detected in the sleep data, just as it performed with the unsmoothed ones. The incident can again be attributed to the discrete steps of sleep data that even with smoothed ones, the step changes from one stage of sleep to another was only converted to a continuous curve with many still taking up a similar shape, leading to the same outcome. A depiction of this event is recorded in Figure 4.16, with smoothed sleep data shown in red. Note that the data were filtered using local regression with weighted linear least squares and a second-degree polynomial model. Despite the use of high ratio that causes significant losses of trend in data, the same non-fruitful results were produced, demonstrating the inability of MK Algorithm to scan sleep data directly for this purpose.
Finally, the physical activity data, also collected using the SenseWear® armband was investigated. Collected physical activity data were in form of METs, being continuous and also highly variable as depicted in Figure 4.17. Physical activity data contains important information for diabetes research and can help identify lifestyle parameters and fitness measures. Physical activity is responsible for both raising and decreasing BG levels and is the least understood parameter in insulin-glucose dynamics. Exercise is highly recommended for Type 2 diabetics, but rigorous monitoring by a patient’s healthcare team is required for people with Type 1 diabetes to help avoid excessive glycaemic excursions.

Data from volunteers were smoothed separately to avoid data in one subject overfitting others, and then combined for MK Algorithm tests as before. The previous test used probabilistic interpolations due to the discrete nature of the sleep data. The continuous and highly variable METs data simply require a simple moving average (MA) to reveal hidden trends without significant loss.
of the data [9]. This was done by averaging the past observations and consecutive data, producing a smoothed version of offset between the two. Figure 4.18 depicts the new plot of subject #23’s METs data with various hours of MA value. A lower value of MA yields much more variable and erratic behavior, while higher ones remove many oscillations at the expense of the trend, e.g. when someone runs for a bus or climbs a series of stairs in a tall building. A 24 hour MA (red colour) produces the most flattened curve. Note the highly variable nature of the data even within one volunteer’s data.

![Figure 4.18: BG levels in subject #23's data with various MA values.](image)

Figure 4.19 shows the various motifs discovered using MK Algorithm. They are quite distinct in the shapes appearing in various parts of the METs time series data, as compared to those in sleep data. The blue plots refer to the most prominent motif, appearing the most frequent in the dataset, while the red plots refer to the second most prominent motif. The absence of magnitude and time reference are due to the nature of the MK algorithm that disregards it. The occurrences appear to be inconsistent throughout the day or appearing randomly at various times. Note that motif in Figure 4.19(a) and (d) have more recurrences than the others (shown by the lines of various colours), showing repetitive events of a similar physical activity. A reference to the time information reveals that each pattern in Figure 4.19(a) mainly appears in evening times while the one in Figure 4.19(a) occurs in morning times, probably showing the start of activities in the former and the resting periods at night.

Nevertheless, we were still unable to correlate them to the morning events detected earlier. The result could mean that there was no connection at all or there is still a phenomenon that we have yet to understand. In particular, the time-lags associated with physiological processes governing BG dynamics are difficult to capture in terms of how these patterns affect future BG profiles. However, the MK algorithm, to a certain extent, can be used to detect distinguishable motifs given the appropriate type of data and user assistance addressing the false-positives detection.
Figure 4.19: Various motifs found in the METs data.


4.6 Summary

Multiple data from sensors worn by the volunteers were used to find hidden distinct patterns using the MK Algorithm. Apart from BG data, meal, sleep and physical activity data were scanned and analysed for repeating motifs that can be hidden from general discovery techniques. However, there was little correlation to this data that could be linked to the motifs found to our phenomena of interest, DP and Somogyi effect.

In terms of the performance of the MK Algorithm, its deficiency lies in the inability to search for a predefined pattern, addressed by our modifications to allow such a feature. Another issue is that the code does not take into account the magnitude of the motif, allowing only the shape of pattern to be searched. In terms of physiological measurements, this is undesirable as it is the magnitude that set aside normal BG levels to dangerous ones, and also differentiates DP from Somogyi effect – two very different events in diabetes management. The MK algorithm also detects poorly in discrete time series data, where only flat and horizontal curves were detected as a motif. A smoothing method did not help to cope with the issue. The user needs to be aware that the MK algorithm needs further assistance for better detection and cannot practically work with just raw data. It would be of great help if only the motif search could be done on multiple data sets simultaneously, so that occurrences, for example of motifs in BG data, physical activity data and in sleep data can be readily comparable.

Also, there were possible inaccurate reports of meals consumed by the volunteers, leading to missing impulses in meal data. Recurrences of motif found in them also did not show any relation to volunteers experiencing DP. The MK algorithm failed to detect any pattern in the sleep data while performed minimally with METs data. Therefore, MK technique appears to be less useful in using this knowledge to develop improved dynamic models for BG prediction without considerable further study beyond the scope of this research.

However, among bodily parameters in the DUK study, there are those that can be further investigated because they actually consist of impulses that are later modelled into quantitative values, such as meal data, insulin and METs data. It is also desirable that the impulses be parameterised to see the corresponding effects on BG levels. A study into the data could reveal reasons why there were missing impulses in the meal data; whether it was an error from modelling or human error.

It is also established that a motif search alone is inadequate to describe the metabolic processes exist in Type 1 diabetes patients due to their complexity. The causes are definitely wide-ranging as one may lead different lifestyle (active or sedentary), or have a different metabolism (genetics) or meal types, various insulin injection positions throughout the body, or even different volumes of injection and insulin formulation. A thorough examination into the causes varying BG levels is palpable if the glucose-insulin models are better understood. The general models of digestion and insulin dynamics are rather inadequate to explain the metabolic processes of every person with Type 1 diabetes.

This chapter concludes that although it is possible to detect features in the data or patterns in BG control that recur across volunteers, they cannot be associated with the insulin, diet or physical activity using MK method due to the fact that none of the features detected in them were significant. This motivates investigating the models that allow us to parameterise the insulin and dietary intake and/or the PAEE which is the subject of the following chapters.
4.7 Contribution to the Body of Knowledge

Based on the results obtained from the experiments, it is shown that the MK algorithm is able to identify patterns of the same shape that appear across individual datasets (people). They are found having parametrically similar shape and contour. Albeit having its shortcomings, the method can be vastly improved to allow detection in multiple datasets or predefined patterns as illustrated here. The method also allowed only specific length of time series data to search for, when realistically a pattern could be of the same shape but have different lengths, hence the later studies by other researchers addressing this [71]–[76].

This initial study focused on finding recurrence of patterns by manipulating the datasets. Concatenating multiple patients’ data into one single stream of data can be helpful in terms of pattern finding, but the time of pattern occurrences can become a problem since the time information in the datasets are then not in chronological order. Nevertheless, the examples show a detection of well-known phenomena in diabetes is possible and this technique has potential to be a useful tool in obtaining correlation of wellbeing and lifestyle.

In summary, the patterns or motifs that exist within the data collected are not random and are actually produced as a result of exogenous inputs. Time series motif discovery is one of the techniques to trace and discover factors influencing the BG levels in an individual. The initial study shows that a well-known pattern or motif such as DP is discovered within the patients’ health data. However, as applied to other health data, either non-related motifs or poor detection in certain dataset were revealed. Inaccurate or unreported impulses of meal impulses could very well be the reason of missing impulses in meal data, hence the prospect of further examining the glucose-insulin-dynamics as the major factors varying glucose concentrations in human body.
Chapter 5: Type 1 Diabetes System Identification

The aim of this chapter is to use a system identification technique to produce better BG prediction typically in the short-term horizon. Initially, a number of literatures studying the use of CGMS data with linear time-invariant models such as ARX and ARMAX are presented and reviewed. Then, the chapter discusses the need for a model that fine-tunes its parameters to adapt to the constantly evolving physiology exists within a diabetes patient. Therefore, an optimisation method, genetic algorithm is used to adjust the diabetes sub-model parameters fed as inputs to the ARX model. With optimisation, the estimation parameters could be continually updated following changes in the bodily response in an individual. The chapter also discusses the probable causes of these intra-patient variability and finally suggests possible classifications of patients for a more responsive and efficient treatment.

5.1 Introduction

Short term BG prediction is desirable mainly to assess the variability of glucose levels to anticipate glucose excursions away from the desired bounds and adjust the therapy accordingly. A number of researchers have previously proposed ways to better predict the variability of BG levels. The use of CGMS has contributed a lot to this prediction as the quasi-continuous nature of data collection, which means more accurate input-output data can be used to derive modelling equations in any model training process. Once the training process is completed and the underlying processes learnt, the model can better predict an output from an unseen input data set, given that it is within the envelope of the relationships acquired in the training phase.

Ideally, a best BG prediction requires the time series data from CGMS to be stationary and by definition this means that the mean and variance of the signal are time-invariant. Real life conditions however differ as physiological aspects of the body do change over time and as Valetta [9] demonstrated from CGMS data collected from a range of individuals, the data are not stationary although they may have periodicity over time. The simplest measure of stationarity in BG concentration is the HbA1c used by clinicians [77]–[80]. Broadly speaking, it represents the equilibrium point in the patients’ glucose-insulin system.

Some researchers in the past disregarded this by investigating time-invariant or non-recursive models [81]–[84]. More recently, researchers have taken into account the variation in glucose-insulin dynamics over time [85]–[87]. Furthermore, there is a need for this kind of prediction to suit the person-specific BG variation due to insulin preparations and injection site, medication side-effects and lifestyle changes which will all affect the glucose-insulin dynamics differently in each individual. In closed-loop BG control, such as the artificial pancreas [7], [8], [87], this gives rise to the need for a model-based control in which the model parameters can be updated continuously. It is actually reasonable to presume stationarity if the prediction horizon is relatively short, such as a two or four-hour period. Therefore, by training a simple model with the most recent CGMS data collected, the prediction model will employ the most up-to-date parameters suitable for the current ‘operating’ conditions of the patient.

This chapter will focus on the use of autoregressive with exogenous input (ARX) models such as those used in previous studies of Finan et al. [49] and Gani et al. [88]. A compelling feature of the ARX model is its ability to quickly estimate parameters from a set of training data. There exists a least-square solution that minimises the sum of squares of the one-step ahead prediction errors for
training data [49]. The solution is to keep the parameters acquired from training dataset and use them to predict BG concentration and if the glucose-insulin dynamics have changed, the estimation parameters could be updated allowing adaptation to the changing bodily response.

5.1 Autoregressive with Exogenous Inputs (ARX) Modelling

A general ARX model contains a least-square solution that minimises the sum of squares of the one-step ahead prediction errors. Third-order ARX models prediction have been proposed by Valetta [9] which performed fairly similar to those of Finan’s [49]. ARX modelling is still attractive in system identification model particularly with regards to insulin-glucose dynamics, and here, we investigate the possibility of improving current ARX modelling with sub-system optimisation. The structure of $ARX(n_a, n_b, n_k)$ model has been discussed in Section 2.4.

5.1.1 ARX Modelling and Optimisation to Improve Prediction

The aim here is to investigate any improvements that can be made over previous studies such as those of Hemmingsen and Johnsen [36]. In their thesis, they presented a prediction technique using the ARX model with MPC to adjust to insulin dynamics parameters. Figure 5.1 shows the process within a typical ARX-Insulin-CHO. Both carbohydrates (CHO) and insulin (I) inputs first arrive at their respective models. The Insulin Model and CHO Model then convert the discrete inputs into outputs of $I_n$ and $G_n$, later be directed to the ARX model, producing $BG$. In Hemmingsen and Johnsen’s case, adjustment was made in the Insulin model.

Both insulin input and carbohydrate intake from meals were recorded in diaries of volunteers. These are just records of the amount of insulin or CHO consumed such as impulse inputs, which need converting to the appearance of insulin and glucose in the blood. Figure 5.2 shows the stated impulses with their respective quantitative meal and insulin appearances. The black, green and red bars refer to the reported impulses while blue plots in Figure 5.2(b) and (c) are the modelled quantitative information of insulin and CHO, using reference parameters. The appearance varies when converted using other models.
Figure 5.2: Typical free-living Type 1 diabetes data used for system identification from subject #13. (a) refers to the BG levels measured. (b) refers to the insulin flow in the bloodstream. (c) depicts the carbohydrate intake.

In [36], the CHO parameter in digestion model was regarded as disturbance rather than an actual input due to the poor predictions obtained when the converted meal information is fed into the ARX model. The result was even poorer than using only binary meal information, and thus was perceived as coming from the poor modelling of the meal impulses, hence, the adoption of only binary-type meals inputs. The binary meal information however just acts like an announcement to the ARX model that a substantial CHO is to be consumed (taken 15 minutes before insulin injection) and the assumption taken is that the model should respond accordingly. The meal announcement was actually based on a set of means estimated from a strict daily CHO intake, with respective CHO
amount for breakfast, lunch and dinner. The estimated mean meal sizes used are shown in Table 5.1.

<table>
<thead>
<tr>
<th></th>
<th>Breakfast</th>
<th>Lunch</th>
<th>Dinner</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>μMeal CHO [g]</td>
<td>48</td>
<td>51</td>
<td>55</td>
<td>52</td>
</tr>
<tr>
<td>(±σ) CHO [g]</td>
<td>(±22)</td>
<td>(±26)</td>
<td>(±23)</td>
<td>(±24)</td>
</tr>
<tr>
<td>μRatio [mU/g]</td>
<td>34</td>
<td>35</td>
<td>34</td>
<td>35</td>
</tr>
<tr>
<td>(±σ) Ratio[mU/g]</td>
<td>(±2.4)</td>
<td>(±2.8)</td>
<td>(±2.8)</td>
<td>(±2.7)</td>
</tr>
</tbody>
</table>

Table 5.1: Table describes the mean meal sizes, μMeal and the std for breakfast, lunch and dinner, σ [36].

On the other hand, the reason for the poor prediction using quantitative meal information as an input was due to the inaccuracy of patients' recording of amount and time of ingested CHO, thus the uncertainty. An essential contribution of Hemmingsen and Johnsen is that despite the model’s inaccuracy in estimating ingested CHO within the ARX model, it has been demonstrated that the tuning and adjustment of parameters within the insulin dynamics can improve BG prediction.

In this section, we present another glucose prediction technique using coupled optimisation and an ARX model, which includes parameter adjustments in both insulin and digestion models. Hemmingsen et al. [36] stated that the MPC has no control over the manipulation of the meal input and it is true to a certain degree that the amount of carbohydrate consumed could not be changed. Nevertheless, the development of various digestive models (as presented in Chapter 2) predicting glucose appearance in response to carbohydrate uptake, gives us an idea that despite the constant amount of CHO consumed, the parameters within the digestive model translating them into quantitative stream of CHO could vary. This motivates the study of an ARX model with inputs that produces the same quantitative values, which in our case, the parameters in I_I and G_I (listed in Figure 5.1), continuously being adjusted. It is also in line with the general belief that individuals have a unique set of metabolisms for insulin and digestion model and therefore preferable to have absorption profiles uniquely suitable for each person.

To achieve this goal, a similar approach to MPC but a simpler one using a Genetic Algorithm is to be utilised. The Genetic Algorithm will be used to determine the quantitative inputs of CHO and insulin, by training their sub-model parameters with the most recent CGMS data collected before feeding them into the ARX, producing the corresponding BGC with the most suitable parameters matching the individual. In terms of physiological response, because data collection involved subjects receiving the least intervention within a non-clinical environment, a daily natural behaviour is expected to be present in the data and therefore the discrepancies such as in Gani’s study [88] is avoided to some degree. To allow comparison with the previous studies, the same performance metric of FIT and RMSE will be used.
5.1.2 ARX Model Structure Selection

The ARX model’s structure needs to be selected \textit{a priori} in parametric modelling. Both Finan et al. [49] and Valetta [9] employed a third order ARX and ARMAX models respectively in their studies. The corresponding number of parameters to be estimated in the ARX polynomials $A$, $B_1$ and $B_2$ proposed are in the form (from Section 2.5):

$$A(z^{-1})G(k) = B_1(z^{-1})I_{ex}(k - n_k) + B_2(z^{-1})G_{in}(k - n_k) + \zeta(k)$$

Where $G(k)$ is BG concentration, $(mmol \, l^{-1})$, $I_{ex}(t)$ is exogenous insulin flow $(U \, min^{-1})$, $G_{in}(k)$ is exogenous glucose appearance in the bloodstream, and $(mmol \, min^{-1}$ and $\zeta(k)$ is assumed to be Gaussian white noise. In terms of the order model value, Valetta justified the selection of a third order model by evaluating the quality of fit for different ARMAX model structures as shown in Figure 5.3.

![Figure 5.3: Mean simulation fits obtained from the training datasets for various orders of $n_a$ and $n_b$.](image)

The figure depicts the change in mean fit across the training sets for all 22 volunteers in order to determine the optimum model. This was achieved by simulating the ARMAX models with parameters of increasing orders of $n_a$ and $n_b$ from 1 to 6 while keeping $n_c$ (noise model order) and $n_k$ (delay) at 2 and 1 respectively. Note that the simulations were of MPO (infinite-step ahead prediction). The preliminary tests showed that the mean fit does improve with the increase of orders but only until $n_a$ and $n_b$ reach order 3, the fits stay relatively similar. No significant improvement was observed over increased model complexity that is larger than order 3 and variance across the volunteers increased. $n_k$ was set to 1 since it did not have a significant impact on the model fit because the respective sub-models generating glucose appearance in the bloodstream and insulin flow ($G_{ij}$ and $I_{ij}$ in the ARX case) have already the delayed effect of inputs into the system. The ARMAX(3,3,2,1) was selected and fixed for every participants modelling. In our test, the same ARX model order is selected not just because the training and validation datasets are of the same, but a direct comparison can also be made between the study and those of Valletta’s, Finan’s and also Gani’s who all employed the same fixed parameters.
The aim of determining an effective ARX model is to provide predictions of future BG trajectories given a previous time-history. The ARX model is sufficiently simple and transparent that it can be quickly found within the BG sampling period, 5 minutes. Prediction horizons of 30, 60 and 90 minutes have commonly been used in previous studies as this is generally considered sufficient for MPC type approaches in the artificial pancreas or for short-term clinical decision making. However, such predictions have often been poor and fail to accurately or consistently identify the direction of BG partly because they do not account for the person-specific insulin absorption or glucose production. Here, the aim is to investigate whether an optimisation-based approach tuning the gut and insulin models used with the ARX predictors can improve the quality of prediction of BG for individual diabetics.

5.2 GA-Based Optimisation Method (GA-ARX)

Hemmingsen et al. [36] proposed a relevant case of adjusting parameters within the insulin model coupled with ARX, but it was hampered by one missing vital contributor in the system identification model: the digestion model. Therefore, we wish to include this important parameter into the system by adjusting the existing models (presented in Section 2.3.2 and 2.3.3) to predict better and obtain a more suitable glucose-insulin dynamics representation for individual volunteers and across the cohort. An attempt using Genetic Algorithm would be used as a means for this objective.

The objective function in our case becomes the minimisation of the difference between the predicted BG from GA-generated-parameters and the original BG levels measured from volunteers. Datasets belonging to individuals consisting of inputs and outputs are divided into sections, for the purpose of training and validating using 10-fold validation technique. Each section spans around 3 days of data collection with short gaps where sensors are changed, but still considered contiguous. The model parameters were estimated from the training dataset. During optimisation, each GA iteration constitutes the generation of parameters for the governing equations (both insulin and digestion model) which later produces estimated BG levels, and later its FIT metric against measured BG values. Upon start-up, the original reference parameters were used first, and if need be, adjustments are then made.

The existence of validation data in addition to training data helps the GA operation to validate previously estimated model. Parameters generated are expected over time to fit measured BG levels better. Physiologically, if this succeeds, it means that the model will manage to track some of the patient’s current bodily metabolism parameters in relative to the changes occurring in the glucose-insulin-dynamics. The block diagram of the process is as shown in Figure 5.4.
In Figure 5.4 diagram, initially, the insulin and CHO impulse inputs reported by patients are fed into the respective models, before their corresponding insulin and CHO curves being computed using reference parameters. Afterwards, the relationship between the output and BG levels (output) is modelled by the ARX. The ARX model is then simulated with another unseen data (validation data) consisting of different Insulin and CHO inputs to be validated. The simulated output is then computed of its FIT value against the measured output of BG levels. The FIT value describes a comparison of simulated and actual output, where the simulated ARX model was derived from another input-output response dataset.

Separately, using the FIT value GAs works to achieve its objective function, thereby selecting individual solutions estimates that produces higher FIT. They are selected via crossover and mutation to produce solutions in next generation and with enough iterations, producing the most optimised parameters for the dataset.
In this experiment, 18 out of 22 individuals with Type 1 Diabetes with a broad range of age, HbA$_{1c}$, body mass index (BMI), duration of diabetes, and other physiological parameters were used in the GA-ARX tests, reflecting Type 1 diabetics with heterogeneous attributes. As glycaemic control in individuals naturally varies over time, and the gap between the wearing of glucose sensor to another occurs within a few days to each other, it is desirable in this test that the training and testing data originate from the same glucose sensor. This is to avoid the equilibrium point of the system differing too much over time. For this reason, 4 volunteers were excluded from the test as their dataset each spans only a short span of time.

Independent tests were conducted to optimise parameters within the sub-models of glucose-insulin dynamics, namely insulin, digestion, and then both of the models altogether. Four tests were carried out to assess the performance of the GA-ARX with selected parameters (shown in Table 5.2) namely:

- a) ARX with reference parameters.
- b) GA-ARX with optimised insulin parameters.
- c) GA-ARX with optimised CHO parameters.
- d) GA-ARX with optimised both insulin and CHO parameters.

The reason for the arrangement is that we are then able to contrast performance of each optimised model to another. It is also possible to evaluate which one of these models perform the most improvement in its optimised parameters, and if any other physiological parameters remain better with reference ones. The reference parameters to be adjusted are shown in Table 5.2, taken from the two models in Equation 2.1 to 2.6 presented in Chapter 2.
<table>
<thead>
<tr>
<th>Model to be Optimised</th>
<th>Parameters</th>
<th>Default Parameter Values</th>
<th>Upper bounds</th>
<th>Lower bounds</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insulin Model</td>
<td>$P$ (min$^{-1}$)</td>
<td>0.5</td>
<td>3</td>
<td>0.9</td>
<td>Dimeric production rate or velocity of transformation of insulin into other states.</td>
</tr>
<tr>
<td></td>
<td>$Q$ (rapid-acting) (ml$^2$ U$^2$)</td>
<td>4.75x10$^{-4}$</td>
<td>0.09</td>
<td>0.05</td>
<td>Parameters representing the chemical equilibrium of the transformation of rapid-acting insulin into other states.</td>
</tr>
<tr>
<td></td>
<td>$Q$ (long-acting) (ml$^2$ U$^2$)</td>
<td>3.04</td>
<td>5</td>
<td>2.0</td>
<td>Parameters representing the chemical equilibrium of the transformation of long-acting insulin into other states.</td>
</tr>
<tr>
<td>CHO/Digestion Model</td>
<td>$V_{\text{max}}$ (mmol min$^{-1}$)</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>The maximum gastric emptying rate</td>
</tr>
<tr>
<td></td>
<td>$T_{\text{up}}$ (min)</td>
<td>30</td>
<td>60</td>
<td>10</td>
<td>Duration of increasing gastric emptying rate</td>
</tr>
</tbody>
</table>

Table 5.2: Parameters to be optimised by GA within the Insulin and CHO model.

As depicted in table 5.2, there are three parameters within the Insulin model and two from the CHO model.
5.2.1 Training and Validation
The datasets are partitioned into two subsets: training and validating, but following the 10-fold validation technique, earlier presented in Section 3.10. The training set is used to build the model. The main parameters affecting the absorption profile of insulin and digestion models will be inserted and continuously adjusted with values generated by GA.

ARX works by modelling the input(s)-output from available dataset, and then computing the respective BG concentration. This process continues in each iteration of GA until completion. An initial population corresponding to small perturbations from the original parameters are seeded to GA during the first iteration, thereby ensuring that the GA operation considers initially the reference parameters and improve from it. The FIT metric derived from producing BG using reference parameters therefore becomes the benchmark for GA. This will save computation, time and prevent the GA from getting stuck in local optima (LO). Furthermore, a GA ability allowing us to define designated bounds for parameters is proven to be useful to avoid GA from searching beyond tolerable range and ease the problem of optimisation.

In order to properly evaluate how well the model has been trained, which is dependent on the size of training data and prediction, the model obtained from the previous process is then validated against the validation data, using 10-fold validation method and its average is taken as the value.

The curve is generated by simulating the ARX model obtained from the training, and afterwards the FIT metric is calculated. Following the completion of GA operation, the results were later compared with the original model and previous studies using similar identification systems. There is also a concern over GA’s stochastic behaviour and whether the results will differ in each run. This was addressed by taking the mean results after 10 runs.
5.3 Results

Table 5.3 summarises the results obtained. The total mean FIT summaries the overall FIT over the volunteers.

<table>
<thead>
<tr>
<th>Subject</th>
<th>FIT with ARX (%) (reference parameters)</th>
<th>FIT with GA-ARX (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Insulin optimised</td>
<td>CHO optimised</td>
<td>Both optimised</td>
</tr>
<tr>
<td>1</td>
<td>-27.4</td>
<td>-3.3</td>
<td>-16.7</td>
</tr>
<tr>
<td>2</td>
<td>-12.7</td>
<td>-5.34</td>
<td>-8</td>
</tr>
<tr>
<td>3</td>
<td>9.1</td>
<td>16.3</td>
<td>12.2</td>
</tr>
<tr>
<td>4</td>
<td>-22.2</td>
<td>-9.4</td>
<td>-3.8</td>
</tr>
<tr>
<td>5</td>
<td>-37.6</td>
<td>-5.6</td>
<td>-6.7</td>
</tr>
<tr>
<td>6</td>
<td>-28.2</td>
<td>-17.4</td>
<td>-0.6</td>
</tr>
<tr>
<td>7</td>
<td>-28.2</td>
<td>-16.2</td>
<td>-2.6</td>
</tr>
<tr>
<td>8</td>
<td>-5.1</td>
<td>0.1</td>
<td>4.4</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>6.1</td>
<td>11.6</td>
</tr>
<tr>
<td>10</td>
<td>-2.7</td>
<td>-2.5</td>
<td>2.2</td>
</tr>
<tr>
<td>11</td>
<td>-4.4</td>
<td>-0.6</td>
<td>6.4</td>
</tr>
<tr>
<td>12</td>
<td>-4.5</td>
<td>-2.7</td>
<td>7</td>
</tr>
<tr>
<td>13</td>
<td>-2.0</td>
<td>-1.9</td>
<td>-1.7</td>
</tr>
<tr>
<td>14</td>
<td>6.6</td>
<td>9.7</td>
<td>14.7</td>
</tr>
<tr>
<td>15</td>
<td>-43.9</td>
<td>-43.4</td>
<td>14.7</td>
</tr>
<tr>
<td>16</td>
<td>-7.1</td>
<td>4.8</td>
<td>14.2</td>
</tr>
<tr>
<td>17</td>
<td>3.5</td>
<td>4.5</td>
<td>12.3</td>
</tr>
<tr>
<td>18</td>
<td>-0.7</td>
<td>2.6</td>
<td>0.9</td>
</tr>
<tr>
<td><strong>Total mean</strong></td>
<td><strong>-11.2</strong></td>
<td><strong>-3.6</strong></td>
<td><strong>3.4</strong></td>
</tr>
<tr>
<td><strong>Percentage improvement (%)</strong></td>
<td>9.34</td>
<td>12.78</td>
<td>15.51</td>
</tr>
</tbody>
</table>

Table 5.3: Simulation with MPO (infinite-step ahead prediction).

The first test was done by sliding the ARX fit across the original parameters. The mean FIT obtained was -11.2 % as in Table 5.3 (Note that the negative values are only evaluated in terms of the magnitude). Afterwards, the second and third tests were done with optimisation in each sub-model. The table shows the FIT obtained for each tested volunteer’s data as well as the mean FIT for all of them. Comparatively, the CHO-optimised model shows more improvement over insulin-optimised model that are true in all cases except for only 6 which were otherwise. The percentage-improvement (%) for insulin-optimised and CHO-optimised to original FIT were 9.34 % and 12.78 % respectively. When both of the models were optimised, the result shows the highest improvement than all the other tests, although it was not the sum of both of the insulin and CHO-optimised tests. Nevertheless, improvements can be seen in all tests done. Even with the lowest performed model; the insulin-optimised test, a significant enhancement to original parameters is seen in all the volunteers.
Figure 5.5: GA-ARX model simulation (MPO) (infinite-step ahead prediction) for subject #14 (RMSE = 2.23 mmol l⁻¹ and FIT = 14.27 %).

Figure 5.5 illustrates the comparison between 3 curves—measured BG, ARX simulation and GA-ARX simulation for subject #14. The FIT metric computed for ARX and GA-ARX simulation were 6.62 % and 14.27 % respectively. The ARX simulation used original parameters while GA-ARX used adjusted ones. The latter produced a much better simulation to the former, closer to measured BG. Even without the knowledge of past observations (simulation), still the main peaks were able to be simulated as in the figure. It was found that for prediction purpose, it is best to use a prediction horizon of 60 minutes, as were also done by Gani et al. and Finan et al. The following is a prediction with past observations (prediction) and ARX modelling with a 60 minutes prediction horizon.
The outcome was much more positive, with 38.4 % FIT garnered in GA-ARX compared to just ARX at 36.2 % FIT. The improvement was also true in all other subjects. To test the performance of this method further, we investigated with longer horizons up to 150 minutes (2.5 hours) of prediction.

From Table 5.4 above, over longer periods the prediction was still better with GA-ARX model, with improvements in both FIT and lowered RMSE. It is expected that longer horizons result in less predictive capability. In summary, over longer periods of time both ARX and GA-ARX prediction get considerably worse but the latter was always better than ARX.

Previous study done by Gani et al., Finan et al. and Valletta was compared with our results from Test (a) and (d). The result, presented in Table 5.5 showed that with regards to the ARX test with reference parameters, our result yields fairly similar to Finan et al. but considerably worse than Gani et al. For GA-ARX with insulin and CHO optimised, except for the result of Gani’s, the predictor surpassed all of them in terms of both the performance indicator FIT and RMSE.
Table 5.5: Results from various studies compared for 60 minutes prediction horizon.

<table>
<thead>
<tr>
<th>Work</th>
<th>Model</th>
<th>FIT (%)</th>
<th>RMSE (mmol L⁻¹)</th>
<th>No. of Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gani et al. [49]</td>
<td>AR(6)</td>
<td>n/a</td>
<td>0.7</td>
<td>9</td>
</tr>
<tr>
<td>Finan et al. [88]</td>
<td>ARX(3,3,3)</td>
<td>35</td>
<td>2.2</td>
<td>9</td>
</tr>
<tr>
<td>Valletta [9]</td>
<td>ARMAX(3,3,3,1)</td>
<td>31</td>
<td>2.0</td>
<td>22</td>
</tr>
<tr>
<td>ARX with reference parameters (our study)</td>
<td>ARX(3,3,3)</td>
<td>32</td>
<td>1.86</td>
<td>18</td>
</tr>
<tr>
<td>GA-ARX (our study)</td>
<td>ARX(3,3,3)</td>
<td>35</td>
<td>1.77</td>
<td>18</td>
</tr>
</tbody>
</table>

However, one must note that Gani et al.’s result performing considerably well was probably due to the subjects were actually being hospitalised and confined to an investigational site, where meals and insulin were also well regulated and controlled, hence resulting in a more structured and predictable BG dynamics.

5.4 Discussion
The results, together with comparison from previous studies, confirm that it is feasible to employ the GA-ARX modelling technique to predict better glucose excursions within the short period of time. It is necessary to allow training and validation data to be close apart in the gap between, to ensure that the state of equilibrium of the physiological system does not differ very much over time. This can be due to manifold reasons such as changes in insulin preparations, use of other medications and lifestyle changes, evident by the HbA₁c assay widely used by clinicians.

The need for this kind of technique arises due to the absence of sensors that can measure insulin flow or glucose appearance in the bloodstream for free-living data collection. It is for this cause that the current artificial pancreas has been lacking in terms of better prediction. Even more, the only thing that can be accurately measured is CGMS. Although there is a significant improvement with the use of GA-ARX technique, it is still dependant highly on the ability of subjects to report accurately on the taken amount of insulin injections and consumed meals. Insufficient information on meals and insulin, uncertainty in the actual converted grams of carbohydrate from food consumed, and the timing of recorded food and insulin pose the risk of impeding in the data quality. Therefore, the insulin-to-glucose ratio may be flawed due to incorrect reports.

Another concern is that even if the inputs are well-known, the glucose-insulin dynamics modelling only approximates the general profiles for each insulin flow and glucose appearance with no regards to any group profile or specification, let alone individual. Furthermore, the physiological processes in the individuals are not at all accounted for. Some examples would be the insulin absorption rate that depends on the injection site and dose size and physical activities that affect insulin resistance by the change in blood flow or skin temperature. The proposed GA-ARX to some extent accounts for this matter by having patient-specific profiles BG prediction. Using optimisation, the varying dynamics were addressed to a certain extent if not partially improved with the GA-ARX method. This is a route towards a better glucoregulatory system modelling that is suited to each diabetic using clinical information such as body mass index (BMI), insulin sensitivity
and body composition. Future study could include these variables into the equation as was done by Patek et al. [50].

There are as well practical limitations in the ARX prediction. Short-term prediction is one of them. Despite various prediction horizons presented and the shortest time span being 30 minutes, insulin injection is known to take up to 20 minutes for absorption. The data collection also needs to be contiguous in the sense that the data for training and testing must not be far apart in its duration, or otherwise the physiological equilibrium may have changed. In this study, the minimum time span for two contiguous dataset is a few minutes and the maximum is 3 days, while the intended practice was actually immediate replacement of the wearable sensors.

The hypothesis is that shorter the time span yields more descriptive physiological states in the subject producing a much accurate prediction. The model will also need to be kept updated in its model parameters especially in the application of artificial pancreas, hence the desired practice is the continuous optimisation of parameters preferably embedded in the wearable system. The prospect of using a time varying ARX could also be explored for this objective given that the glucose-insulin parameters vary over time. Having known the varying parameters that were adjusted during optimisation, future work could be done in classifying patients so that treatment suggested would be done accordingly. Parameters that are drawn to certain bounds by the optimisation could mean that they were dictated by the lifestyle and wellbeing, and this may occur in other patients as well.
5.5 Contribution to the Body of Knowledge

In this chapter, we assessed the feasibility of using ARX and GA-ARX models to describe free-living observational Type 1 diabetes data and evaluate their performance. It was shown that an optimisation technique, GA, was able to improve the BG levels prediction by adjusting the governing parameters within the insulin and CHO subcutaneous models. The result is a much more reflective glucoregulatory process that is tuned and individualised accordingly. Personal adaptation of parameters in glucose and insulin models was found to be relevant to investigate. Substantial improvement can be made in the subcutaneous models by adjusting the most significant parameters within them. Adjusted parameters (GA-ARX) that fit individuals' particular physiological model were shown to be more effective than the ARX.

Prediction with short horizon can be demonstrated producing better identification model of BG levels with close fit to measured BG. However, over time the prediction FIT worsens regardless of the prediction horizon. Nevertheless, the feedback capability within GA-ARX will keep updating the parameters and prediction capability so long as this process is continued. Subjects also played a pivotal role in reporting the correct meal and insulin amount evident by the fact that a number of prediction for specific subjects received very good FIT (example: 48.92 % FIT in 60 minutes prediction horizon for subject #7 using GA-ARX) while the others did not (example: 5.84 % FIT in 60 minutes prediction horizon for subject #13 using GA-ARX).

The success of GA-ARX means that there is an inherent need to enhance and improve current knowledge on modelling the insulin-glucose-dynamics, especially within the models tested and found to be vastly improved with optimisation, in our case the CHO model. It is foreseeable that in the future a patient-oriented model will be of high interest and soon thoroughly explored. This study further stresses the importance of it. Since the result found that the proposed technique has managed to track major excursions in patients' BG in a timely manner, this would be helpful to clinicians that they can devise subsequent actions to counter-react any glucose drifting away from the normoglycaemic range.

In summary, ARX model was shown to be able to perform only short-term predictions. However, the prediction horizon is what is desirable by clinicians and patients themselves; being able to identify and treat drifting glycaemic excursions in the most critical time in order to prevent BG levels from worsening and being life-threatening. The need for individual-specific glucose-insulin modelling was shown to be promising. There are a lot more to the dynamics in the insulin-glucose models that were not yet dealt with such as physical activities but in the future, it is hoped that this can be investigated.
Chapter 6: Non-Stationary Gaussian Processes (NSGP)

This chapter presents the argument that regular linear time invariant models cannot fully capture the dynamics existing within the BG data. Physical activity data, though having its own periodicities like carbohydrate and insulin, is very much non-linear, particularly when it comes to data in free-living nature such as that used in this study, as opposed to those collected in a regulated and controlled environment, e.g. hospitals or clinics. It can be observed that no matter how passive an individual is, his/her physical activity still shows very much the presence of short and irregular bursts throughout the day, producing a significant impact on the BG response and subsequently creating difficulties in modelling it. Even with the use of the non-linear gaussian processes model employed by Valetta on the same DUK data, minimal result was found when the activity parameter was added, a matter reported in this chapter. Therefore, a non-stationary gaussian processes technique is then discussed to identify the operating points of the various BG dynamics, with the presence of the extra flexibility associated with using the proposed technique.

6.1 Introduction

Regular LTI systems cannot capture all of the dynamics contained within the blood glucose data. An example of available dynamics existing within the blood glucose data is the saturation exhibited by the glucoregulatory system. This nonlinear behaviour occurs when the kidneys can no longer absorb surplus glucose in the blood exceeding the renal threshold, hence the excretion of it in the urine [89]. Various techniques like neural networks, fuzzy models and swarm optimisers have been applied in the modelling of the glucoregulatory system [82], [90]–[101]. All have drawbacks, primarily due to the number of decisions to be taken a priori like the number of hidden layers and activation functions. Moreover, the issue of the curse of dimensionality also becomes a problem with an increase in the number of input dimensions. Hence, Gaussian Process (GP) models which are a simple, probabilistic, non-parametric modelling which was tested by Valetta in his thesis, is again investigated of its performance. GP, primarily developed by Rasmussen and William [102] and popularised within the machine learning community for static problems have recently been applied to problems in system dynamics and identification as well.

6.2 Gaussian Process Models

The rationale for GP lies within its ability to model the correlations between the input and output rather than an estimation of parameters for a fixed model structure. It is essentially an infinite dimension of multivariate Gaussian Distribution characterised by a mean function \( m(x) \) and a covariance function \( k(x,x') \). A function can be seen as an infinitely long vector with each point representing a random variable. In this case, the function would be the blood glucose data and each reading is considered a random variable, such that whichever finite number of them consists of a joint multivariate gaussian distribution. Due to the infinite number of random variables, the mean vector becomes a mean function and similarly, a covariance matrix turns into a covariance function. Let us take \( x \) as a set of inputs characterising the output, examples for our case could be insulin, food or physical activity. Utilizing this Bayesian framework to obtain the posterior distribution, the prior belief is tuned by the likelihood and observed data's conditional probability model such that:

\[
\text{posterior} \propto \frac{\text{likelihood}}{\text{marginal likelihood}} \cdot \text{prior}
\]
Therefore, the prior contains the initial belief of how the probabilistic model should look like before seeing any data. It is then tuned by the likelihood and conditional probability model of the observed data. An eccentric characteristic of the GP framework is the very fact that the prior is placed on the function class itself, whereas in other Bayesian techniques, the function class is specified beforehand. The prior is applied on the parameters estimated from the data. While the mean functions usually are taken to be zero, in our case, the HbA1c values for each patient are selected as the mean function because this better informs the approximation.

The covariance function conveys vital information about the system such as the stationarity and smoothness, quantifying the detected similarity between training and testing input sets. The output is inferred as in Bayes’ law, effectively modelling the correlations between the inputs sphere. Hyperparameters can be estimated from data using various covariance functions, with the most popular one being squared exponential [102]:

\[
k_{se}(x,x') = \sigma_f^2 \exp\left(-\frac{1}{2}(x-x')^T L(x-x')\right)
\]

Here,
\[
\sigma_f^2 \text{ is the function variance, and } \\
L = \text{diag}(l)^{-2} \text{ is the length-scale matrix.}
\]

The length-scale \(l\) dictates how ‘far’ apart each scalar input \(x\) needs to be for the function output to be deemed uncorrelated. Together with \(\sigma_f^2\), they form the hyperparameters of a GP model and are generally estimated from the data by minimising the marginal log-likelihood. As discussed by Rasmussen et al. [102], the length-scale \(l\) can be used for Automatic Relevance Detection (ARD). An input with a very large \(l\) will have no effect on the inferred output, hence can be considered irrelevant. Using the technique, the most important regressors can then be selected.

It is now important to look at the mathematics behind the inference of the posterior model. Although a GP is of infinite dimensions, inevitably inference is still done on a finite number of data points. Let us consider the problem of using the probabilistic model given a set of test inputs, assuming the observations are in the form:

\[
y = f(x) + \epsilon
\]

where
\[
\epsilon \text{ is assumed to be zero-mean gaussian noise with variance } \sigma_n^2 \text{ and the prior covariance function is given by:}
\]
$$\text{cov}(y, y') = K(X, X) + \frac{2}{n} \sigma^2 I$$

where

$K(X, X)$ is any valid covariance function and

$X$ is a vector of measured data points.

The joint probabilistic model using the assumed prior ($m(x) \equiv 0$ and covariance function given above is:

$$\begin{pmatrix} y \\ f^* \end{pmatrix} \sim N\left(0, \begin{bmatrix} K(X, X) + \sigma^2 I & K(X, X^*) \\ K(X, X) & K(X^*, X^*) \end{bmatrix}\right)$$

where,

$X^*$ are the input points for which the outputs needs to be predicted

$f^*$ is the predicted output

The posterior probability model for $f^*$ , five the observed data $X^*$ is given by:

$$f^* | x^*, x, y \sim N(\hat{f}^*, \text{cov}(f^*))$$

$$\hat{f}^* = k(x^*, x) - k(x, x) + \sigma_n^{-2} l^{-1} y$$

$$\text{cov}(f^*) = \begin{bmatrix} K(X^*, X^*) - K(X^*, X)K(X, X) & + \sigma_n^2 l^{-1} K(X, X^*) \end{bmatrix}$$

In Valetta’s work, he modelled carbohydrate $G(t)$ and insulin dosage $I(t)$ formulated as:

$$G(k) = f(G(k-1), ..., G(k-3), Gin(k-1), ..., Gin(k-3), Iex(k-1), ..., Iex(k-3)) + \xi(k)$$

Initially, Valetta only included carbohydrate and insulin in the GP model. Later, in order to investigate whether exercise could be used as a predictor for BG concentration, physical activity data in the form of METs were added. The exact same regressors were used so that his model could be compared to a linear time-invariant system identification model, ARMAX. He concluded that with the two former inputs, GP models actually performed worse than ARMAX modelling for both short and long-term prediction (mean fit = -3.0±26.8% and -5.7.0±50.6%, respectively). The case was the same with physical activity inputs represented by two dataset: the METs and Heat Flux data, hoped to better represent body responses. Improvements over predictions were only discovered with the training data but not on unseen data (validation data). Short and long-term prediction yield 87.94 % and 92.2 % worse FIT than ARMAX respectively. As seen in the Figure 6.1, although the models typically managed to track changes in BG, they did not however match the magnitude of excursions.
In contrary to the initial inference that more inputs would yield better results, multiple inputs produced worse prediction than that of the carbohydrate and insulin ones alone. This means that if better prediction is our primary objective, more inputs might then not be of help, like adding various additional measurement devices beyond CGMS. Therefore, Valletta noted that the method of system identification itself probably needs further modification with different models for different physiological operating regimes.

Valletta further observed that the poor results were probably due to the non-stationarity behaviour of BG dynamics present in free-living data from volunteers profiles which would be absent with simulated BG data as used in [103]. The stationarity analysis revealed that BG substantially varies over time, and in the longer period of time, HbA1c does too. The author summarised that due to the BG dynamics time-varying nature, the model’s accuracy could possibly be improved with recursive updates of covariance function parameters as new data become available.

Despite BG levels having daily periodicities just like carbohydrate ingestion, insulin dosage and physical activities, this is not always the case, stressing the stochastic nature of BG. Additionally,
cross-correlation analysis reveals a high dependency between the inputs as was the case with meal and insulin inputs. Physical activity however, generally takes place within short periods of time during the day but causes substantial impact on BG response for four hours or more after the activity ceases. It can rapidly change the system’s operating region or state to another. These operating regimes are triggered while they also activate various metabolic pathways as depicted in Figure 6.2.

![Figure 6.2: Various physiological operating regimes that affects blood glucose and their particular metabolic pathways.](image)

Due to the nature of physical activity occupying a small proportion of the free-living datasets, the GP models of Valletta were unable to learn its dynamics which were also masked by the responses to carbohydrate ingestion and insulin administration. In summary, if the learning dataset was unable to capture sufficient system dynamics, the model could not learn correctly. Valletta then concluded that work should be focussed on identifying local models for the different operating regimes to better understand BG dynamics.

### 6.3 Non-Stationary Gaussian Process

Typical Gaussian Processes have limitations, notably computational difficulties for large datasets and restrictive modelling assumptions for complex ones [104]. Also, the curse of dimensionality still remains a problem (albeit reduced by computational advances in recent years), as the training cost for a GP has the complexity of $O(N^3)$, where $N$ is the number of training points. The non-parametric nature of a standard GP can also have high uncertainty about the interpolating function while assuming a uniform noise variance across modelled data.

To address some of these issues, Snelson [105] developed a new Bayesian non-parametric and non-linear regression method for their use in neuroscience. This modified version of GP utilises sparse approximations that selects a subset of the training points of size $M$ to base for its training, thereby reducing the complexity to $O(NM^2)$, where $M$ has much lower value than $N$. The covariance value is parameterised by the location of $M$ pseudo-input points, learnt by gradient based optimisation. The hyperparameters also originate from the same joint optimisation, hence the model can be viewed as a Bayesian regression model with a particular input-dependent noise. In other words, the modified sparse approximation or covariance function made the modelling of an input-dependent noise possible. Another extension from the standard GP is that the Gaussianity assumption of the process was relaxed by the learning of the nonlinear transformation of the outer space, therefore increasing the applicability of GP to model real complex datasets.
To demonstrate this, a data of \( \{X, y\} \) is given, where \( X \) is the training input and \( y \) the target pair. A new pseudo data set \( \mathcal{D} \) of size \( M < N \): pseudo inputs \( \tilde{X} = \{\tilde{x}_m\}_{m=1}^M \) and a pseudo target \( \tilde{f} = \{\tilde{f}_m\}_{m=1}^M \) are created. \( \tilde{f} \) becomes the pseudo targets replacing \( y \) as they are not actually real observations but rather sparsely extracted data, having non-noisy data. The single data point likelihood is as follows:

\[
p(y | x, \tilde{X}, \tilde{f}) = N(y | \mu, \sigma^2)
\]

where \( K_{XM} \) is the covariance between the input \( x \) and the pseudo-inputs \( \tilde{X} \), \( K_X \) is the self-covariance of the pseudo-inputs. Note the parameterised mean function and input-dependent noise model, fixed within the standard regression GP model. The objective then is to find a suitable pseudo-data that represents real observed data well. Rather than maximising the likelihood with respect to \( X \) and \( f \), the pseudo-outputs \( f \) are integrated out, placing the Gaussian prior on the pseudo-outputs:

\[
p(\tilde{f} | \tilde{X}) = N(\tilde{f} | \mathbf{0}, K_M)
\]

By this, the pseudo-data are distributed evenly, closely similar to the real data, hence the term Sparse-Pseudo-input Gaussian Processes (SPGP) used by the developers. With the modifications made to the standard GP model, the SPGP can therefore be assumed to possess a form of non-stationary covariance modelling. In Figure 6.3 below, the comparison between predictive distributions on a synthetic data for standard GP and SPGP modelling is shown. During training, SPGP differs by being able to adjust its pseudo-inputs to the left due to the by-product of non-stationarity of the sparse covariance function [104]. Figure 6.3(b) shows that the noise was modelled much better than with standard GP. The outer lines refer to the upper and lower bounds that reduces the uncertainty with SPGP.

Figure 6.3: The predictive distributions after training on a synthetic heteroscedastic data set are shown for the standard GP and SPGP [104]. The data points are the magenta points. The mean prediction and two standard deviation lines are plotted in black. \( x \) locations of pseudo-inputs are shown as blue crosses (crosses with larger crosses mean lower uncertainty).

Detailed description of SPGP can be found in [104]. However, in this study where we are particularly interested in incorporating the non-stationarity attribute of the model, the model will be referred to as Non-Stationary Gaussian Processes (NSGP) in the coming discussion.
With NSGP, similar to the previous experiments, a number of tests were conducted to assess the performance of NSGP, firstly with only the two parameters (CHO and insulin), and then with the addition of physical activity parameters discussed in Section 3.4.2 to 3.4.3, which are heat flux and METs. The four tests are:

i. 2 inputs NSGP (CHO and insulin).

ii. 3 inputs NSGP (CHO, insulin and heat flux).

iii. 3 inputs NSGP (CHO, insulin and METs).

iv. 4 inputs NSGP (CHO, insulin, METs and heat flux).

The two physical activity parameters were added to NSGP first separately and then together to reveal the respective roles of each parameter. The tests were done to all of the subjects’ dataset, using 10-fold validation method presented in Section 3.1.1 and the average values taken and presented in the result.

6.4 Results

The prediction result will also be compared to the results and works of Valetta who utilised the standard Gaussian Processes model. Because this study investigates the model itself and is not too much constrained by the issue of volunteers’ physiological status changing equilibrium over time, the issue of training and validation data that previously must be close in time does not arise. Therefore, all 22 volunteers’ data including those having short duration of data collection and were excluded in the GA-ARX study before were tested. The dataset belonging to each subject was split for training and validation, to maintain the same physiological condition as in the GA-ARX study. In this study, each of the volunteer of whom at least two datasets were available, one dataset was used to train the NSGP model and the prediction tested on the remaining data sets, according to the k-fold validation protocol. Both 60 minute-prediction horizon (12-time points) and MPO (infinite-step ahead prediction) were evaluated for FIT and RSME values. The results of the NSGP modelling are shown in Table 6.1. Note that the nature of the model is different to GA-ARX modelling because while it will have one specific model tested throughout all patients, GA-ARX is a one-patient-optimisation and focused on optimising only the parameters for the respective test inputs. Therefore, due to the differences and constraints in the GA-ARX model, this model will not be compared to it, rather to the results from the standard Gaussian Processes employed by Valetta.
<table>
<thead>
<tr>
<th>Subject ID</th>
<th>Dataset</th>
<th>Test (i)</th>
<th>Test (ii)</th>
<th>Test (iii)</th>
<th>Test (iv)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>60 mins</td>
<td>0.41</td>
<td>0.31</td>
<td>0.35</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.44</td>
<td>0.35</td>
<td>0.37</td>
<td>0.30</td>
</tr>
<tr>
<td>02</td>
<td>60 mins</td>
<td>0.58</td>
<td>0.42</td>
<td>0.46</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.61</td>
<td>0.44</td>
<td>0.48</td>
<td>0.41</td>
</tr>
<tr>
<td>03</td>
<td>60 mins</td>
<td>0.70</td>
<td>0.50</td>
<td>0.52</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.72</td>
<td>0.53</td>
<td>0.55</td>
<td>0.46</td>
</tr>
<tr>
<td>04</td>
<td>60 mins</td>
<td>0.73</td>
<td>0.52</td>
<td>0.55</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.75</td>
<td>0.55</td>
<td>0.57</td>
<td>0.48</td>
</tr>
<tr>
<td>05</td>
<td>60 mins</td>
<td>0.76</td>
<td>0.55</td>
<td>0.58</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.78</td>
<td>0.58</td>
<td>0.60</td>
<td>0.49</td>
</tr>
<tr>
<td>06</td>
<td>60 mins</td>
<td>0.79</td>
<td>0.56</td>
<td>0.59</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.81</td>
<td>0.58</td>
<td>0.61</td>
<td>0.50</td>
</tr>
<tr>
<td>07</td>
<td>60 mins</td>
<td>0.80</td>
<td>0.57</td>
<td>0.60</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.82</td>
<td>0.59</td>
<td>0.62</td>
<td>0.51</td>
</tr>
<tr>
<td>08</td>
<td>60 mins</td>
<td>0.81</td>
<td>0.58</td>
<td>0.61</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.83</td>
<td>0.60</td>
<td>0.63</td>
<td>0.52</td>
</tr>
<tr>
<td>09</td>
<td>60 mins</td>
<td>0.82</td>
<td>0.59</td>
<td>0.62</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.84</td>
<td>0.61</td>
<td>0.64</td>
<td>0.53</td>
</tr>
<tr>
<td>10</td>
<td>60 mins</td>
<td>0.83</td>
<td>0.60</td>
<td>0.63</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.85</td>
<td>0.62</td>
<td>0.65</td>
<td>0.54</td>
</tr>
<tr>
<td>11</td>
<td>60 mins</td>
<td>0.84</td>
<td>0.61</td>
<td>0.64</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.86</td>
<td>0.63</td>
<td>0.66</td>
<td>0.55</td>
</tr>
<tr>
<td>12</td>
<td>60 mins</td>
<td>0.85</td>
<td>0.62</td>
<td>0.65</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.87</td>
<td>0.64</td>
<td>0.67</td>
<td>0.56</td>
</tr>
<tr>
<td>13</td>
<td>60 mins</td>
<td>0.86</td>
<td>0.63</td>
<td>0.66</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.88</td>
<td>0.65</td>
<td>0.68</td>
<td>0.57</td>
</tr>
<tr>
<td>14</td>
<td>60 mins</td>
<td>0.87</td>
<td>0.64</td>
<td>0.67</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.89</td>
<td>0.66</td>
<td>0.69</td>
<td>0.58</td>
</tr>
<tr>
<td>15</td>
<td>60 mins</td>
<td>0.88</td>
<td>0.65</td>
<td>0.68</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.90</td>
<td>0.67</td>
<td>0.70</td>
<td>0.59</td>
</tr>
<tr>
<td>16</td>
<td>60 mins</td>
<td>0.89</td>
<td>0.66</td>
<td>0.70</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.92</td>
<td>0.70</td>
<td>0.72</td>
<td>0.60</td>
</tr>
<tr>
<td>17</td>
<td>60 mins</td>
<td>0.90</td>
<td>0.67</td>
<td>0.71</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.93</td>
<td>0.71</td>
<td>0.74</td>
<td>0.61</td>
</tr>
<tr>
<td>18</td>
<td>60 mins</td>
<td>0.91</td>
<td>0.68</td>
<td>0.72</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.94</td>
<td>0.72</td>
<td>0.75</td>
<td>0.62</td>
</tr>
<tr>
<td>19</td>
<td>60 mins</td>
<td>0.92</td>
<td>0.69</td>
<td>0.73</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>MPO</td>
<td>0.95</td>
<td>0.74</td>
<td>0.77</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Table 6.1: NSGP prediction identified for each individual, with inputs being data of meals, insulin, METs data, heat flux. Training data is shaded in grey while other datasets were used for validation. Tests were done for 60 minutes ahead prediction and model predicted output (MPO). FIT is a metric used to evaluate fitness in comparison to measured BGC, at times showing negative percentage. Only magnitude is taken into account.
Result from Test (i) for subject #10 shows the predictor attained highest FIT with training data (45.8 %) and a lower FIT (27.6 %) for dataset 3, and an even lower FIT with dataset 2 (0.1 %). Based on the three recorded BG levels shown in Figure 6.4, it is observed that the result was due to BGC in dataset 3 sharing the most similar pattern to a dataset earlier used for training - Dataset 1, especially during the one day highlighted by the brown box. Glucose levels outside the box were not seen to be similar nevertheless. A similar pattern in BG levels in the datasets are a reflection of a rather repetitive and similar intake of food and insulin. This could be due to a firm adherence to the recommended daily intake by clinicians. Nevertheless, the result shows that only when a pattern is very similar reflecting a continuous daily lifestyle could a high FIT of modelling be attained. It also depicts the difficulty in modelling data of a free-living nature, with high spontaneity and variability, in comparison to ones in a regulated and controlled environment, where meal and insulin intake are thoroughly monitored and regulated.

![BG levels graph](image)

Figure 6.4: Recorded BG levels for 3 dataset from subject #10.

On the other hand, Figure 6.5 shows the prediction for subject #15, where it can be seen figuratively that the two validation datasets, although look a bit similar to each other (albeit of different magnitude) are much more different to the training dataset (highlighted by the brown box), as opposed to those in Figure 6.4. Hence, the lower difference of FITs obtained for the two validation datasets (FIT of 27.7 % for dataset 1 and 20.5 % for dataset 3).
Figure 6.5: Recorded BG levels for 3 dataset from subject #15.

The overall summary for the mean FITs from the Table 6.1 above can be seen in Table 6.2.

<table>
<thead>
<tr>
<th>Type of predicted data</th>
<th>60 minutes prediction</th>
<th>Model predicted output</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test</td>
<td>Test</td>
</tr>
<tr>
<td></td>
<td>(i)</td>
<td>(ii)</td>
</tr>
<tr>
<td>Validation Data (%)</td>
<td>1.3</td>
<td>-1.49</td>
</tr>
<tr>
<td>Training Data (%)</td>
<td>56</td>
<td>60.65</td>
</tr>
</tbody>
</table>

Table 6.2: FITs summary of prediction for validation and training datasets.

While Table 6.3 shows the summary for the mean RMSE for the same result.

<table>
<thead>
<tr>
<th>Type of predicted data</th>
<th>60 minutes prediction</th>
<th>Model predicted output</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test</td>
<td>Test</td>
</tr>
<tr>
<td></td>
<td>(i)</td>
<td>(ii)</td>
</tr>
<tr>
<td>Validation Data (%)</td>
<td>2.7</td>
<td>2.77</td>
</tr>
<tr>
<td>Training Data (%)</td>
<td>1.3</td>
<td>1.17</td>
</tr>
</tbody>
</table>

Table 6.3: RMSEs summary of prediction for validation and training dataset.

The discussion will be mostly focusing on results from validation data since they are unseen by NSGP, unlike training data where they have been trained with NSGP previously. From Table 6.2, NSGP with only the insulin and CHO inputs received 1.3 % and -56.5 % in validation data respectively, thereby having better result than with the addition of either the heat flux or METs data, except when the two were added together. NSGP obtained the best result when the two physical activity parameters were added together than any other tests done, with 3.1% of FIT, attained as the highest value for validation data. Coincidentally, the model with added heat flux input performed better in the 60 minutes prediction (1.88 % FIT) but worse than when modelled with only METs added in infinite-step ahead prediction. Nevertheless, the overall result showed
that NSGP worked best with both the physical activity parameters added, but not with any single one.

A comparison of NSGP’s performance to standard GP employed by Valletta with both models having the two physical activity inputs added (Test iv) were recorded in Table 6.4. Although Valletta’s result was better in overall (higher FITs with training data), it was not the case with the unseen data where was no improvement at all on the validation data. The result suggests that standard GP modelling has predictive capability only with training dataset. however this is not surprising given that the dataset was already ‘seen’ earlier, and only with an unseen data that a model’s performance can be evaluated truly.

In the case of NSGP modelling, both 60 minutes and MPO (infinite-step ahead prediction) prediction saw increase of FITs over both the training and validation dataset with the added physical activity inputs. Although standard GP’s result exceeded NSGP’s FITs for training dataset, it is inconsequential since prediction s with unseen data are not anywhere comparable.

<table>
<thead>
<tr>
<th>Type of Prediction</th>
<th>Type of Prediction Data</th>
<th>Standard GP (%)</th>
<th>NSGP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>60 minutes</td>
<td>Training data</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 inputs</td>
<td>61</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>4 inputs</td>
<td>69</td>
<td>60.2</td>
</tr>
<tr>
<td></td>
<td>Validation data</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 inputs</td>
<td>-2.9</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>4 inputs</td>
<td>-5.2</td>
<td>3.1</td>
</tr>
<tr>
<td>Model Predicted</td>
<td>Training data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output (infinite-</td>
<td>2 inputs</td>
<td>10</td>
<td>9.9</td>
</tr>
<tr>
<td>step ahead</td>
<td>4 inputs</td>
<td>29.2</td>
<td>17.4</td>
</tr>
<tr>
<td>prediction)</td>
<td>Validation data</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 inputs</td>
<td>-57</td>
<td>-56.5</td>
</tr>
<tr>
<td></td>
<td>4 inputs</td>
<td>-57.1</td>
<td>-49.2</td>
</tr>
</tbody>
</table>

Table 6.4: Comparison between original GP and NSGP.

A direct comparison based on the number of predictions was also made. In order for a model to be recognised as better than the other, the former must obtain better FIT than the latter for at least half the number of predictions made, which is 22. Out of the 44 total number of prediction for validation data, with NSGP, 30 showed improvement (68 %) in a 2-input model (insulin and CHO), while 4-input modelling depicted an even better improvement of 36 (82% improvement). In terms of the 3-input model, the result obtained was similar to the one presented earlier. With only METs, the 60 minutes prediction improved in 30 datasets, but worsened to 19 out of the 44 in MPO. Models with added heat flux input however showed better result with MPO (25 improved) but lesser improvement in 60 minutes prediction (26 improved). Overall, with the use of NSGP, the two physical activity inputs do not appear to present better fit if added separately, and perform best only when both inputs are added together. Nevertheless, quantity-based-comparison depicts better effectiveness of the NSGP than percentage-FITs-based-comparison (as high FIT margin differences might alter our perception on the model’s performance).
Our study is compared to the previous studies by Gani et al., Finan et al. and Valletta, as compared earlier in Section 5.3. In addition, a comparison was also made to Cescon [83] where both ARX and ARMAX were tested for data from 9 patients in which the subjects were hospitalized for three days and brought the system home under normal living conditions, but without the METs data as additional input. All of this is depicted in Table 6.5. Another related study was by Pérez-Gandía et al. [106], where a connected three-layer Neural Network (with sigmoidal transfer functions in the first two layers and a linear for the output block) was used, with only the concurrent and previous CGM values up to 20 minutes back were taken as inputs, with no insulin nor meal information being used.

<table>
<thead>
<tr>
<th>Work</th>
<th>Model</th>
<th>FIT (%)</th>
<th>RMSE (mmol l⁻¹)</th>
<th>No. of Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gani et al. [49]</td>
<td>AR</td>
<td>n/a</td>
<td>0.7</td>
<td>9</td>
</tr>
<tr>
<td>Finan et al. [88]</td>
<td>ARX</td>
<td>35</td>
<td>2.2</td>
<td>9</td>
</tr>
<tr>
<td>Valletta [9]</td>
<td>ARMAX</td>
<td>31</td>
<td>2.0</td>
<td>22</td>
</tr>
<tr>
<td>Cescon et al. [83]</td>
<td>AR</td>
<td>n/a</td>
<td>1.9</td>
<td>9</td>
</tr>
<tr>
<td>Cescon et al. [83]</td>
<td>ARMAX</td>
<td>n/a</td>
<td>1.7</td>
<td>9</td>
</tr>
<tr>
<td>Pérez-Gandía et al. [106]</td>
<td>Neural Network</td>
<td>n/a</td>
<td>2.5</td>
<td>9</td>
</tr>
<tr>
<td>NSGP (our study)</td>
<td>Non-Stationary Gaussian Processes</td>
<td>17.4</td>
<td>1.6</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 6.5: Comparison of NSGP to previous studies.

Due to the unavailability of FIT values from multiple researchers, the comparison was done for the RMSE values, and this means lower values reflecting better fits. From the results, it can be seen that while Gani’s exceeded our result by a large margin (mainly due to the ambulatory data used), others were not except for with Cescon et al. study, with a slight improvement. On the other hand, despite Pérez-Gandía et al. employing neural network modelling, GA-ARX however performed better. However, as noted earlier, although Cescon et al. [83] study only did just better, it did not at all account the physical activity data parameter, and Pérez-Gandía’s et al. [106] did not even include the insulin and meal data into the model. With these settings, the studies would be nowhere as comprehensive as the data from DUK, and any exercise-induced-effects would never be observed and accounted for, despite other sensors efficiently reporting on the normal living conditions of the subjects.

A figurative comparison between Valletta’s prediction (standard AR, same DUK data) and ours to the actual measured BGC can be seen in Figure 6.6 below.
Figure 6.6: Plots comparison of NSGP (red), standard GP (blue line) and measured BG (black) for subject #15. The plots are of MPO prediction and have been normalised to account for subject’s HbA1c value.

Here, NSGP was shown to predict better than standard GP, which has tracked the trend of the actual BG better with lower magnitude excursions from it. This is an important improvement as any therapeutic adjustment or control made on the basis of a prediction should not have an adverse impact on the humans. Overly high predictions by the standard GP indicating the need for insulin could result in unwanted hypoglycaemia.

Example plots of 60-minute prediction and MPO (infinite-step ahead prediction) BG prediction from three subjects in Test iv are shown in Figure 6.7 and Figure 6.8 respectively. The figures show predictions from the validation (unseen) data, selected from among the best (subject #11, dataset 3), average (subject #18, dataset 1) and worst (subject #23, dataset 4) predictions. Predicted BG is normalised to subject’s average glycaemic control (HbA1c) by removing the mean of the output as all changes in the output occur with respect to this mean (representing subject’s equilibrium [9]), produced by the following equation [107]:

\[
\text{Average Glucose (mmol l}^{-1}\text{)} = 1.59 \ast \text{HbA1c(%)} - 2.59
\]

Note that arranged plots of prediction from the same volunteers will be continuously presented throughout this thesis for consistency. Predictions with horizon longer than one hour are presumed to possess prediction FITs varying between plots in Figure 6.7 (60 mins-prediction) and Figure 6.8 (MPO), with shorter horizons having better FIT, and vice-versa. Subject #23’s prediction has BG obtained being the most deviated from the measured values, at times by a significantly high magnitude. Others however showed a slightly better fit. Nevertheless, the NSGP has been shown figuratively to adequately and also efficiently model various datasets.
Figure 6.7: One-hour BGC prediction for subject #11(a), #18(b) and #23(c).
Figure 6.8: Model Predicted Output of BGC prediction for subject #11(a), #18(b) and #23(c).
6.5 Conclusion

For these cohort of volunteers, NSGP modelling was shown to improve BG prediction over prediction with standard GP models. Although the improvement is relatively small, the results presented in this chapter suggest that the use of physical activity inputs can in fact produce increased predictive capability.

Nevertheless, the results concur with the fact that only when a pattern is very similar reflecting a routine daily lifestyle could a high FIT of modelling be attained. A strict compliance of the timing and amount of carbohydrate ingestion, insulin intake and physical activity would reveal routine periodicities and is typically encouraged by clinicians as part of the patient's therapy to maintain safe glucose levels. This would also help in understanding the nature of these parameters to researchers as in this study.

This chapter also reveals the difficulty in modelling data of a free-living nature. This kind of data contains high stochasticity on top of the daily periodicities, in comparison to data collected in a regulated and controlled environment. Physical activity that occurs generally in short and irregular bursts throughout the day while producing a significant impact on BG responses have resulted in difficulties in modelling it, thereby could only be captured better by the identification of local models for the different operating points. This could be due to the shifted equilibrium state of the system from one operating system to another abruptly, triggering various metabolic pathways (Section 6.3). Moreover, because the only truly measurable variables are BG (using CGMS) and physical activity (using armband), while the food intake and insulin dosage were self-reported, the data collection are thus susceptible to various errors such as incomplete data for particular meals/insulin, miscalculation in converting food diaries into equivalent carbohydrates and incorrect recorded timings of food and insulin taken. All these factors, to a certain extent contribute yet more spontaneity to the nature of the free-living data collected.

With NSGP, the presence of the extra flexibility associated with moving the pseudo-inputs can to a certain point model the non-stationarity of the free-living data. As the covariance function hyperparameters are time-varying, the non-stationary GP employed is able to adapt to the nonlinearity in the BG signal better. Standard GPs despite being very flexible, were limited by the form of the covariance function available.

The result showed that both the physical activity inputs (Heat Flux and METs) were needed for better prediction in the NSGP models, producing slightly better result when they are modelled together, and not with each one. This could be attributed to one of the sensors, the armband, where various models of the SenseWear® Armband were reported to tend to overestimate or underestimate energy expenditure during various activities by 15-70 % [108], which is arguably a substantial percentage that could have the effects on modelling. One study showed METs values were overestimated during light to moderate activities [109]. In the case of heat flux sensor, its accuracy could have its readings impaired in the case of different environment temperatures, where exposed limbs could have excessive heat loss in cool condition [110]. A study also reported that a noticeable difference in heat flux measurements observed between left and right arms, suggesting that the vent placement and orientation of the device is an important consideration [108]. The specified errors from each sensor could then be compensated or validated by the other for a more accurate reading of the energy expenditure, as also corroborated by the result from our study.
6.6 Contribution to the Body of Knowledge

In this chapter, a non-parametric modelling was proposed which is an improvement over the standard Gaussian Processes to predict BG using carbohydrate, insulin and physical activity. It was shown that the addition of physical activity into the model actually improves the prediction as opposed to using standard GP, albeit only to a small extent. However, the result suggests that the use of physical activity inputs can further increase the model’s predictive capability.

The use of free-living data complicates more of the modelling, especially since the insulin and carbohydrate data used are subject to human errors, where both were self-reported and prone to various errors. Examples of this would be as when translating food diaries into equivalent grams, unreported snacks, sizing of meals and vague description of the meals, and inconsistent timing of report and consumption. Other unaccounted factors known to affect BG includes menstrual cycle [111], psychological stress [112], [113], and the effect from the previous day, for example the initial state of glycogen depots in liver and muscle.

The use of NSGP has helped model the glucose-insulin dynamics with added physical activity parameter over the standard GP as presented. Although the standard GP employed by Valletta is already a flexible model, it is limited to the form of covariance function. Considering the complexity of the physical activity data, more complex covariance functions could be a viable option. The SPGP covariance function although constructed from an underlying covariance function $K$ (which is possibly stationary), is heavily parameterised by the locations of the pseudo-inputs $\mathbf{X}$ (non-stationary). Hence, it provides a flexible covariance function much like a non-stationary one, thereby able to model the physical activity parameter as reported better.

Both ARX, a parametric modelling and NSGP, a non-parametric modelling disregard the physiological nature of the blood glucose concentration. The complexity of modelling the physical activity parameters prompts the need for a physiologically-based model to understand primarily more on the role of physical activity in the insulin-glucose dynamics. This could provide more insights on the characteristics of this parameter and hopefully provide better prediction of BG in Type 1 diabetes patients. Chapter 7 will focus more on the development of a physiologically-based model.
Chapter 7: Dynamic Modelling of BGC

The previous chapters have highlighted some of the complications in devising empirical models of BGC. This chapter focuses on the role of physical activity through semi-empirical compartmental models, mainly those originating from years of research based on the minimal model of Bergman et al. [12], [114]. It also investigates the effects that physical activity has on the metabolic processes and whether current models have adequately present these causes and effects involving this complex parameter. As frequently highlighted, the main troubling issue in the previous studies is the use of synthetic data affecting the modelling and prediction of BGC, being vastly different to our free-living data. Even one study which tried to rationally reflect the physical activity responses using physiological-based model, the Roy and Parker’s (R&P) [51] model, they had the parameter constants estimated from healthy individuals.

This chapter will test the inference of R&P’s model and investigate better use of PAEE in such a model using real data as opposed to the synthetic ones normally employed in such studies.

7.1 Introduction

As previously discussed, different to carbohydrate and insulin parameters of which their roles are far better understood - raising and lowering of BG, physical activity induces both of them, complicating the efforts to understand its actual effects, despite it being well recognised. This chapter initially investigates Bergman-type models with just the insulin and glucose inputs against our volunteer datasets. Then, the model will be extended to include parameters from physical activity energy expenditure, this time using physiological-based modelling to try and improve the modelling fidelity as in previous chapters.

7.2 Bergman’s Minimal Model

Bergman, a pioneer in the modelling of glucose-insulin dynamics in Type 1 diabetes, proposed a three-compartmental model of BG regulation. Compartment I, X and G represent plasma insulin (µU/ml), remote insulin (µU/ml) and plasma glucose (mg/dl) concentrations as can be seen in Figure 7.1.

![Bergman Minimal Model Diagram]

Figure 7.1: Reproduced from Roy and Parker’s [133]. Bergman minimal model of insulin and glucose dynamics.
The model assumes that the required insulin is totally infused exogenously ($M_i$), showing the completely insulin-dependent nature of a T1 diabetes patient. Once the infused insulin reaches the remote compartment ($X$) from the circulatory system, it actively stimulates the uptake of plasma glucose into the hepatic (liver) and extrahepatic tissues.

Bergman’s minimal model describes the relationship between compartments as:

$$I(t) = -p_2 I(t) + p_3 M_i(t); \quad I(0) = I_b,$$

where $M$ is insulin absorption after injection,

$$X(t) = -p_4 X(t) + p_3 (I(t) - I_b); \quad x(0) = 0,$$

where $I_b$ is basal insulin, and

$$G(t) = -p_1 G(t) - X(t) G(t) + p_4 G_b + \frac{M_G}{V_{ol_G}}; \quad G(0) = 0,$$

where $M_G$ is the glucose absorption from food and $V_{ol_G}$ is the volume distribution space. The values corresponding to these parameters can be obtained from Table 7.1 [12]. Note that while in Section 5.2 the parameters of the insulin and carbohydrate models were optimised to best fit each individual, this chapter will use the original reference parameters to compute the insulin and glucose quantitative inputs. Parameter $p_1$ represents the rate at which glucose is removed from the plasma space independent of the influence of insulin. The rate constant $p_2$ represents clearance of plasma insulin while $p_3$ indicates rate constant of insulin absorption after injection. $p_4$ and $p_5$ govern the rate of appearance of insulin in, and disappearance of insulin from the remote insulin compartment respectively. $G_b$ and $I_b$ refer to basal glucose and insulin levels while $V_G$ indicates the glucose distribution space.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
<th>Initial Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>0.035</td>
<td>min$^{-1}$</td>
<td>G(0)=$G_b$</td>
</tr>
<tr>
<td>$p_2$</td>
<td>0.142</td>
<td>min$^{-1}$</td>
<td>I(0)=$I_b$</td>
</tr>
<tr>
<td>$p_3$</td>
<td>0.098</td>
<td>ml$^{-1}$</td>
<td>X(0)=0</td>
</tr>
<tr>
<td>$p_4$</td>
<td>0.05</td>
<td>min$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$p_5$</td>
<td>0.000028</td>
<td>ml/µU/min$^2$</td>
<td></td>
</tr>
<tr>
<td>$G_b$</td>
<td>4.4</td>
<td>mmol/L</td>
<td></td>
</tr>
<tr>
<td>$V_G$</td>
<td>117</td>
<td>dl</td>
<td></td>
</tr>
<tr>
<td>$I_b$</td>
<td>[not defined]</td>
<td>µU/ml</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.1: Parameters of the Bergman Minimal Model

### 7.3 Modelling Blood Glucose Dynamics without the Exercise Model

The first simulation was done with all the inputs except physical activity from subject #1. The individual’s data was selected for this test as it portrays a typical profile for METS, insulin and carbohydrate data as seen in Figure 7.2 below. The BG levels only exceeded the $4.0 - 10.0$ mmol/l normoglycaemic band at the end of day 3 data - indicating a good BG control. The most crucial parameter for the selection of this subject is the physical activity data, or specifically METs as depicted in Figure 7.2(a). Despite the fact that this initial test does not consider its effect, it does
however account to some extent the influence of it towards the overall BGC concentration. As mentioned previously, physical activity data have the least understood behaviour. However, because the subject observed, subject #1, bears low spontaneity and more stationarity in his/her METs data and the components, is an advantage whereby the data itself already contain less uncertainty. The insulin and carbohydrate profiles are calculated from Equation 2.1 to 2.5 and Equation 2.6 as seen before using the default physiological parameters.

The minimal model was implemented in Simulink using ODEs evaluated with the Dormand-Prince method using a mixed fourth/fifth order solver which aims for precision and speed (rk45). Simulink was used as a consistent environment to develop this and later models in Chapter 8. The Simulink model of Bergman’s equations with the respective inputs and outputs are as shown in Figure 7.3.

![Figure 7.2](image_url)
7.3.1 Results

Using the insulin and carbohydrates inputs shown in Figure 7.2(b) and Figure 7.2(c) implemented using Simulink model of Figure 7.3 (labelled as I and CHO on figure), the corresponding infinite-step ahead prediction is shown in Figure 7.4. The basal glucose input labelled as \( g_b \) in Figure 7.3 with its initial BG value at \( t = 0 \) is taken from the first CGMS data point. It can be seen in Figure 7.4 that the main peaks of actual BGC are actually reasonably predicted, albeit much lower in terms of magnitude, by the Bergman model. FIT value for the two plots is 9.6 %, a low value despite having only I and CHO inputs were considered. It was also observed that the BGC is largely influenced by the glucose intake CHO parameter, especially where the major peaks are present and the measured BGC was successfully tracked. The insulin parameter in Figure 7.2(b) also follows closely the CHO pattern, showing persistency and discipline in the volunteer’s daily routine, i.e. injecting insulin for each substantial meal intake. This also portrays the effect from the right balance of meal, insulin and physical activity - more predictable BG levels. The right amount of insulin at the right time after meal consumption ensures that BG does not rise uncontrollably as observed in the volunteers’ data.
In the case of the other volunteers with more spontaneity components in their data, they appear to show incomparable results. Figure 7.5 shows BGC predictions from subject #11 (dataset 3), #18 (dataset 4) and #23 (dataset 3) which each garnered FITs of 3.2 %, -3.8 % and -8.5 % respectively. Apart from the poor predictions which at times failed to track even the major peaks while ignoring much of the variations, the magnitudes for each prediction were also much lower than those of subject #1’s. This applies to the rest of predictions not shown. Note that the high dip in initial BGC prediction exists in all the predictions, which is due to an imperfection within Bergman’s model whereas it does not model the phase peak of insulin release, thus the initial values are ignored until after the first few instances [115].

Figure 7.6 shows the corresponding METs (a), computed insulin (b) and calculated glucose appearance (c) in the bloodstream for subject #23, revealing the worst FIT among the three predictions. The figure depicts the exact inputs as the ones in Figure 7.2. There exist significant differences in the way subject #23 managed his/her glucose and insulin intake, as well as physical activity done to the way subject #1 did. There were irregular consumptions of meals and insulin, probably low adherence to the advice of clinicians, and also many spontaneity and bursts of physical activity in the METs data, albeit this parameter was not added to the model. There were also missed or unreported events of insulin injections following ingested meals as outlined in Figure 7.2(c), leading to the poor prediction of BG levels. It is unsurprising that the difference level of control and discipline adhered by subject #1 and subject #23 have resulted in the different performance of FITs obtained.

In summary, Bergman’s minimal model can capture some of the dynamics in well-controlled individuals but less able to do so in more poorly controlled individuals (such as subject #23) with more spontaneous PAEE variation. The model was actually introduced in 1979 [12] before it was possible to continuously monitor BG levels such as using the CGMS. Nonetheless, Bergman’s minimal model provides a scientific window into how the hormone insulin functions in human beings. Complex interactions were described with ease, in particular the interactions between the insulin sensitivity (muscle and liver), pancreatic b-cell function and the previously underappreciated insulin independent factors. The minimal model also simultaneously allows clinicians to assess metabolic function and predict which patients are at increased risk. In specific, its major contribution was to provide means of estimating insulin sensitivity thereby avoiding the glucose clamp [26]. The next section will investigate whether the efficacy of the model can be improved by adding parameters of physical activity.
Figure 7.5: Predicted and actual BGC for subject #11(a), #18(b) and #23(c).
Figure 7.6: (a) METs, (b) computed glucose appearance and (c) calculated insulin profile from subject #23.
7.4 Modelling Blood Glucose Dynamics with Exercise Model

Raw PAEE data utilised for prediction did not yield improvements in the performance of glucoregulatory system models as hoped for, even with non-stationary GP. On the other hand, researchers have also tried to account for quantitative exercise models [27, 51, 116]-[119] rather than raw PAEE data [55], [120]-[122]. They comprise a number of differential equations (DEs); of interest here is the R&P’s model [51]. It was extended from the minimal model to account for exercise and contains nine DEs, including six for the effects of exercise. Parameter estimates in the model were derived from data from healthy subjects performing simple exercise protocols over short period of time (<4 hours). It is however unclear how the model would now perform with free-living data collected in the DUK study. This chapter will test the inference of it and investigate real PAEE in such a model.

An important aim of this work is a reliable model built with the free-living data representing real-life conditions of the volunteers rather than the case of simulated data that do not accurately reflect actual daily experience. Such a model especially for the use of an artificial pancreas should possess good performance under realistic conditions. Thus, the proposed approach tries to combine free-living data from CGMS, food intake, insulin, and quantitative physical activity.

7.4.1 Physical Activity Minimal Model

R&P adopted the original Bergman minimal model for use in Type 1 diabetes by including terms for exogenous insulin, meals and physical activity. Six DEs were included to account for the effect of physical activity: One for \( \Delta V_O^\max \) (specified as \( E \) later), one for integrated activity intensity (\( A \)), and the others each constituting the activity-induced effects on hepatic glucose production (\( H; \text{mg/kg/min} \)), insulin clearance (\( Z; \text{\(\mu\)U/ml/min} \)), glucose uptake (\( U; \text{mg/kg/min} \)), and decline in rate of glycogenolysis (\( K; \text{mg/kg/min} \)).

Bergman’s minimal model is now extended with the addition of dietary absorption from food \( \left( \frac{M_G}{Vol_G} \right) \):

\[
\dot{G}(t) = -p_1[G(t) - G_b] - X(t)G(t) + \frac{W}{Vol_G}[H(t) - K(t) - U(t)] + \frac{M_G}{Vol_G}G(0) = 0,
\]

(7.4)

where \( W \) is weight (kg) and \( Vol_G \) is the glucose distribution space (dl). The blood insulin DE is modified by the influence of \( Z \) and insulin absorption after injection \( (M_I; \text{\(\mu\)U/min}) \):

\[
\dot{I}(t) = -nI(t) + p_4M_I(t) - Z(t),
\]

(7.5)

where \( I_b \) is the basal insulin, insulin action is given by

\[
\dot{X}(t) = -p_2X(t) + p_3(I(t) - I_b).
\]

(7.6)

Similarly, \( \Delta V_O^\max \), a measure of physical activity intensity is modelled by a DE used to describe the delay in reaching the steady state value at the start of activity (intuitively, the delay in increased oxygen uptake and heart rate):

\[
\dot{E}(t) = -p_6E(t) + p_7M_E(t),
\]

(7.7)

where \( M_E \) is the actual intensity of activity above basal level (taken as 8% \( V_O^\max \approx 1\text{MET} \)). \( M_E \) therefore spans 0-92% of input to model (used later as \( \Delta V_O^\max \)). The coefficients \( p_6 \) and \( p_7 \) is set both to 0.8 (min\(^{-1}\)) in order to reach an approximate settling time of five minutes to be consistent
with physiological studies. Apart from that, DEs representing the processes on hepatic glucose production \((H)\), glucose uptake \((U)\) and insulin clearance \((Z)\) are given as below:

\[
\dot{H}(t) = p_8 E(t) + p_9 H(t),
\]

\[
\dot{U}(t) = p_{10} E(t) + p_{11} U(t),
\]

\[
\dot{Z}(t) = p_{12} E(t) + Z(t),
\]

From the DEs, it can be seen that the rate of each process above increases along with the increasing of activity intensity. The decline of glycogenolysis rate (glycogen in liver breaks down heavily due to conversion to glucose for energy) occurring when hepatic glycogen stores are depleted during prolonged physical activity is modelled by:

\[
\dot{K}(t) = \begin{cases} 
0, & A(t) < A_{th} \\
p_{14}, & A(t) \geq A_{th} \\
-a_8 K(t), & M_E(t) = 0, 
\end{cases}
\]

where \(A\) is the integrated activity intensity given by

\[
\dot{A}(t) = \begin{cases} 
M_E(t), & for \ M_E(t) > 0 \\
-p_{16} A(t), & M_E(t) = 0 
\end{cases}
\]

and \(A_{th}\), a function of exercise intensity and duration is given by

\[
A_{th} = M_E(t)[-1.152M_E(t) + 87.471].
\]

At the start of activity, rate of glucose uptake \(H\) increases until energy expenditure \(A\) exceeds the \(A_{th}\) critical threshold. Reaching this threshold means that exercise is now prolonged and the decline of glycogenolysis rate \(K\) starts rising, at the rate given by \(p_{14}\). This is due to the depletion of liver glycogen stores, reducing the net hepatic release. Post activity sees the decline in glycogenolysis returns towards zero as glycogen stores starts to be replenished again, by the gluconeogenesis process. Likewise, integrated activity intensity \(A\) also rapidly returns to its initial condition of zero.

The corresponding Simulink diagram is shown in Figure 7.7. All the coefficients and parameters presented earlier can be seen in the Simulink diagram with insulin, carbohydrates and physical activity inputs (labelled as I, CHO and PVOREL in figure) on the left end. Note the switches used for value comparison, integrators for differential equations, and the sum and gain block for math operations forming a complete diagram of the equations presented. The parameter estimates and initial values presented in R&P are given in

Table 7.2.
Figure 7.7: Simulink diagram for R&P’s physiological model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
<th>Initial Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>0.035</td>
<td>min$^{-1}$</td>
<td>( G(0)=G_0 )</td>
</tr>
<tr>
<td>$n$</td>
<td>0.142</td>
<td>min$^{-1}$</td>
<td>( I(0)=I_b )</td>
</tr>
<tr>
<td>$p_4$</td>
<td>0.098</td>
<td>min$^{-1}$</td>
<td>( X(0)=0 )</td>
</tr>
<tr>
<td>$p_2$</td>
<td>0.05</td>
<td>min$^{-1}$</td>
<td>( E(0)=0 )</td>
</tr>
<tr>
<td>$p_3$</td>
<td>0.000028</td>
<td>ml/µU/min$^2$</td>
<td>( H(0)=0 )</td>
</tr>
<tr>
<td>$p_6$</td>
<td>0.8</td>
<td>min$^{-1}$</td>
<td>( U(0)=0 )</td>
</tr>
<tr>
<td>$p_7$</td>
<td>0.8</td>
<td>min$^{-1}$</td>
<td>( Z(0)=0 )</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.00158</td>
<td>mg/kg/min$^2$</td>
<td>( K(0)=0 )</td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.056</td>
<td>min$^{-1}$</td>
<td>( A(0)=0 )</td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.00195</td>
<td>mg/kg/min$^2$</td>
<td></td>
</tr>
<tr>
<td>$a_4$</td>
<td>0.0485</td>
<td>min$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$a_5$</td>
<td>0.00125</td>
<td>µU/ml/min</td>
<td></td>
</tr>
<tr>
<td>$a_6$</td>
<td>0.075</td>
<td>min$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>0.0108</td>
<td>mg/kg/min$^2$</td>
<td></td>
</tr>
<tr>
<td>$p_{15}$</td>
<td>0.1667</td>
<td>min</td>
<td></td>
</tr>
<tr>
<td>$p_{16}$</td>
<td>1000</td>
<td>PVO$^{\text{max}}$</td>
<td></td>
</tr>
<tr>
<td>$G_b$</td>
<td>80</td>
<td>mg/dl</td>
<td></td>
</tr>
<tr>
<td>$V_G$</td>
<td>117</td>
<td>dl</td>
<td></td>
</tr>
<tr>
<td>$I_b$</td>
<td>[not defined]</td>
<td>µU/ml</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.2: Parameter estimates for R&P’s model.
7.4.2 Testing PA Model and Free Living Data

The proposed PA model was evaluated using free living data from the DUK study. Note that the parameter $M_E$ in the form of $PVO_2^{max}$ was estimated from METs data, also collected in the DUK study. There are various ways that researchers have proposed to calculate $PVO_2^{max}$, with many multiplying METs value to 3.5 ml/min/kg (resting oxygen uptake) [56], [123], [124]. However this has been criticised as being too general and actual measurement actually shows that the value actually varies according to age, body size, fitness quintiles, sex and others as pointed in [125]-[132]. Here, $M_E$ was approximated from METs in terms of its percentage relative to maximum METS, as shown in (7.12) below. Therefore, the measured physical activity being converted is called relative $rPVO_2^{max}$:

$$rPVO_2^{max} = \max \left(0, \frac{\text{METs}}{\text{METs}_{max}} \times 100 - 8 \right), \quad (7.12)$$

where METs is the maximum METs achievable by the individual, and basal activity (–8% $VO_2^{max}$, equivalently (~1 METs)) is adjusted to 0. The test was initially done to the same individual (subject #1) for assessment of model performance, and further adjustment could then be made accordingly to other subjects.

7.4.3 Results

The DEs were evaluated as earlier, numerically solved using the Dormand-Prince method of fourth/fifth-order solver and implemented in Simulink. Using the probe function available in Simulink, the simulation from time to time can be readily observed. Figure 7.8 shows the corresponding Simulink simulations for parameters $I$, $X$, $H-K$, $K$, $A$ and $G$ for subject #1. The term and plot of $H(t) - K'(t)$ can be thought of representing the overall contribution of liver to BGC. The others represent the insulin plasma ($I$), glucose plasma ($X$), glycogenolysis process ($K$), integrated activity intensity ($A$) and finally glucose concentration ($G$), respectively.
Figure 7.8: Corresponding simulations for parameter I(a), X(b), K(c), H-K(d), \( \Lambda(e) \) and \( \Gamma(f) \) for subject #1.

With regards to the overall result, the model was unable to accurately reflect BGC behaviour as being expected for a prediction for Type 1 diabetes patients. There were large differences of prediction performance between models without (Bergman minimal model) and with the physical activity parameters, as evident in Figure 7.4 and Figure 7.9(a). The latter can be seen to have poorly predicted BGC as compared to the former. Discrepancies to actual bodily response were also found where BGC and insulin action were predicted to have negative concentration as in the same Figure 7.9(a) and Figure 7.9(c), which realistically are not possible. The major cause of this is the activity-simulated insulin clearance rate, \( Z \). Insulin clearance was seen to overwhelmingly increase above absorbed insulin after the injection, leading to negative insulin concentration afterwards. Apart from this, the model predicts frequent negative contributions from the liver as depicted in Figure
overwhelming the process K, when the intended effect of the glycogenolysis sub-model is only to dampen the effect of process H. The occurrence of excessive hepatic glucose uptake was opposite to the assumptions made, given that the individual physical activity data did not actually exceed even 50% of VO_{2\text{max}} while also not persistently maintain any activity above basal level longer than the threshold \( A_{\text{th}} \).

When free-living activity data were compared to the data used to build the PA model, it was clear that they were markedly different, mainly due to the use of healthy volunteer’s data. There was also an assumption of non-fluctuating activity data throughout the data collection period, resulting in an over-simplification of the nature of physical activity. Free-living data, as evident in this study, appear to be more variable than synthetic data used to design such models and also rarely return to basal level (1 MET) for an extended period of time (as was previously seen in Figure 3.5(c)). R&P-type generalisations may work better with data that are non-fluctuating or from healthy individuals, nonetheless they can lead to an excessive decline in rate of glycogenolysis (K) when tested with actual data. In summary, this section highlights that a model designed for synthetic data is not able to effectively predict blood glucose when real-world data are used for PAEE, I and CHO. The synthetic data are over-smoothed and follow a non-stochastic distribution due to little or no human spontaneity, hence producing a predictable model. This has resulted in the model’s failure when tested with real data such as those collected from the DUK study, especially when the PAEE parameter is added.

Chapter 7: Dynamic Modelling of BGC

The parameter estimates used by R&P were also inaccurate, probably as a result of being derived from healthy subjects. The subjects also undertook controlled short-term exercise protocols for parameter estimation that are unlikely to reflect real daily activities. The argument cannot be overstated and has been demonstrated from the results using free-living data derived from people with Type 1 diabetes. Figure 7.10 illustrates that the PA model is actually very sensitive to small changes in the parameter estimates used. The two BGC profiles were predicted to be very different despite their very close basal glucose values (7% difference). It is apparent that the structure of the model needs revising considering the nature of free-living data we wish it to predict.

Figure 7.9: Results for subject #Z’s modelling using R&P’s model.
Figure 7.10: BGC profiles for two different basal glucose values, $G_b=4.34 \text{ mmol/l}$ and $G_b=4.06 \text{ mmol/l}$.

7.5 Contribution to the Body of Knowledge

In this chapter, a modern, physiological-based method for a glucose-insulin compartmental model was presented. A new compartmental model derived from R&P, with the rational of understanding physical activity parameters in Type 1 diabetes patients has been developed. R&P used synthetic data and parameters estimated from healthy individuals and resulting in unrealistic and unrepresentative BGC in people with Type 1 diabetes.

The model’s performance was tested using real human data rather than on synthetic and showed that it did not perform equivalently with real data. Therefore, it is imperative that real data and their characteristics are to be used, reflecting the nature of Type 1 diabetes, rather than the synthetic data used previously. METs data were also shown to be more practicable to measure than $P\text{VO}_2^{\text{max}}$ which is a percentage based on the maximum oxygen consumption - it is not feasible to do this analysis in the free-living environment.

In summary, the R&P-based model has some predictive capability albeit with very significant flaws with the physical activity model. However, the model remains a rational model in comparison to a purely mathematical model with physiological basis for the constituent parts and is potentially suitable for development with improved characteristics.
Chapter 8: Non-Stationary Physiological Based Modelling (NSPM)

Chapter 7 describes an attempt to model the insulin-glucose dynamics based on a method developed by R&P [133] that fails to reflect accurately a real person’s BGC profile. Model-estimated BGC was found to drop below zero and blood insulin concentration returned negative-value when using real data rather than the synthetic data the model was designed for. The primary reason for the poor performance in the previous chapter is the impact of the physical activity data on the function of internal organs (i.e. the liver). A general assumption of the exercise model is that it returns to basal level (1 MET) after exercise, but real data from DUK study show that none have returned to basal level for an extended period of the day. As a result, the modelled responses from the glycogenolysis and insulin clearance processes become disproportionately large.

The impact of the PAEE sub-model, and the subsequent activation of other processes, motivate further study of the PAEE sub-model and what parameters of PAEE are best suited to be incorporated in a BG dynamics model. In this chapter, the physical activity sub-model is reviewed and the non-stationary GP model of Chapter 6 is revisited to evaluate whether its predictive capabilities can be enhanced. In Chapter 9, the R&P-based model will also be revisited with the same intention. This chapter will start by reviewing and modifying the processes in the R&P model, the physiological basis of the modelling that are significantly affected by exercise. The exercise model is then further developed and tested on the non-stationary GP model of Chapter 6.

8.1 Process Evaluation

8.1.1 Insulin Clearance
The revision of the model is to steer the physiologically-based model to a much practical response expected in people with Type 1 diabetes. Hence, we should look at the process Z (the effect of physical activity on blood insulin concentration) originally introduced by R&P, derived from two earlier studies [134], [135] of which the parameters of the Equation 7.8 were fitted to and validated against. These two studies were both tested on healthy subjects, where the observed blood insulin concentration decrease may well be due to the decreased insulin secretion, instead of insulin clearance Z. This was confirmed by the study of Zajadacz [136] on diabetes patients, where no change in insulin clearance was observed during activity. Petersen [137] also reported on no decrease in blood insulin at all in diabetic volunteers during medium intensity exercise. This would mean that Z would not exist within Type 1 diabetes patients and this process is thus removed from the model.

8.1.2 Basal Insulin
In the case of basal insulin term $I_b$, the notion itself does not seem reasonable and present in an individual with diabetes. Basal insulin suggests that whenever blood insulin concentration drops below basal level, the flow of it into the remote compartment would reduce to contain itself within the safe bounds. In the case of diabetics, this is self-contradictory. Physiologically, it is due to the absence of the regulation of exogenous insulin that hinders the proper flow of blood insulin. If bodily response could be regulated by matching blood insulin to basal insulin, then the individual would not be Type 1 diabetic. Type 1 diabetes implies a complete inability to regulate insulin, requiring the need for exogenous insulin delivery. This means that this term does not exist in this
form in Type 1 diabetics and can be removed from the model too. It was because of this basal insulin term that in hypoinsulinaemic conditions, the model insulin action became negative.

8.1.3 Decline of Glycogenolysis Rate
Ewings, in his study [51], omitted the process K. He noted the disproportionate and unrealistic influence of it in R&P's model and determined that only short to medium physical activity at minimal intensity, such that it has negligible effect on the hepatic glucose release, was appropriate for BG prediction. However, the process K will be retained here as it presents a logical explanation of effects due to sustained physical activity exceeding a certain threshold.

8.1.4 Insulin Model
Georga et al. [120] proposed a good schematic representation involving free-living data using Support Vector Machines for Regression (SVM). However, it did not make a distinction between Type 1 and Type 2 diabetes (this was rectified later but with a different model - see [138], [139]). Georga et al. also based their study on R&P’s parameters, but further adding two components, $G_{exer}$ and $I_e$, to account for the variations in circulating glucose and insulin concentrations during and shortly after exercise. Insulin plasma concentration $I_p$ was added to Tarin’s original insulin model as in equation 8.1 below:

$$I_p = \frac{I_{ex}(t)}{V_d} - k_1I_p(t) + k_2I_n(t) + k_3I_i(t),$$

8.1

However, because Type 1 diabetics is completely insulin deficient and not just impaired, $I_p$ does not apply to our test group and therefore removed from the governing equation. However, the exogenous flow $I_{ex}$ as originally proposed in Tarin’s insulin model (Equation 2.6) remains viable and be used instead.

Another reason for the maintaining of the $I_{ex}$ parameter proposed by Tarin [34] is that since Type 1 diabetes patients are completely insulin deficient, circulating insulin concentrations will be entirely dependent on the injected dose and the diffusion from the subcutaneous depot to the capillaries. While many authors attempted to model the time-evolution of insulin after administration, with Nucci and Cobelli critically reviewing the models [33], most only catered the two compartmental models: the subcutaneous depot and blood plasma. The shortcoming of them is, none was able to describe a wide spectrum of insulin preparations. This was overcome by the work of Tarin et al. describing various insulin preparations from rapid-acting to long-acting, covering most insulin preparation. Hence, this is seen as a viable selection (as presented in Section 2.4 previously) and will thus be used in the modified PA model.

8.1.5 Basal METs
The reason that the parameter for integrated exercise, $A$, increases throughout the day (as presented in Section 7.4.1) is due to the overly-estimated decline in the rate of glycogenolysis. This means that to the model, physical activity rarely returns to basal level - 1 MET, ~8% $VO_2^{max}$. Therefore, an adjustment is made to better reflect the bodily response to physical activity's basal level. Basal level will now be made relative to maximum METs ($MET_{max}$) to ensure $A$ increases and returns to basal level as close to our actual bodily-response as possible.

Relative $rVO_2^{max}$ is now calculated as 20% of the percentage of $MET_{max}$. The value was determined by testing across the range of values and 20% was found to best fit with free-living
physical activity data and a lucid return to basal level. With this set up, any values that fall below the basal level will be adjusted to 0. The higher the choice of threshold, the greater the number of values requiring adjustment to 0. The selected bound allows the glycogenolysis process to occur, but not excessively, hence mimicking the actual process occurring in the body. Figure 8.1(a), as was previously presented in Figure 7.2 depicting METs data of a volunteer, is converted to the respective \( r \hat{\text{PVO}_2}^{\text{max}} \) values as shown in Figure 8.1(b). It is evident that with this new basal level, METs values are observed to return more frequently to basal rate level. Unsurprisingly, this is because values within the 20\% threshold already cover about 80\% of the whole data, and hence represent more fluctuations in the METs data compared to using 1 MET as the threshold. This leads to more variations in physical activity intensity, and not just increasing throughout the day. Because each person will have a unique basal level, having a percentage bound and not a finite value will cover a much wider range of people. This accounts for the existence of different METs basal levels in people [140]–[143], not least the discrepancies that exist in various ways to adjust METs according to individual’s attributes (as also presented in Section 7.4.2).
8.1.6 Exercise Model \((G_{\text{exer}})\)

The above discussion has identified areas of the R&P model that require modification to be able to employ METs in the physiological model. Georga et al. [120] added \(G_{\text{exer}}\) as an additional input variable to the BG model, in addition to insulin and glucose inputs, reflecting glucose appearance as a result of exercise. The term describes the blood glucose variation during exercise and post activity as:

\[
G_{\text{exer}} = (H - K) - U
\]

Other parameters remain the same.

8.2 Method and Implementation

The new schematic representation of the method is as shown in Figure 8.2. The standard approach on the left reflects the study discussed in Chapter 6. While on the right, METs input is modified and now evaluated to become a quantitative input, \(G_{\text{exer}}\). The Georga et al. [120] model was developed from R&P and Ewings [144], and here has been modified to account for more rational processes, such as the removal of \(I_p\), as discussed in Section 8.1.4.

![Diagram](image)

**Figure 8.2:** Schematic representation of the proposed method. Reproduced and modified from Georga [120].

While these modifications hopefully would enable better prediction, the non-stationarity nature of the free-living data cannot be overlooked. Therefore, this model will be tested using Non-Stationary Gaussian Processes (NSGP) initially utilised in the previous Chapter 6 and the physical activity DEs will be evaluated using Simulink. This is again a dissimilarity to Georga’s study that employs only SVM to execute the above. Hence, the model’s name being Non-Stationary Physiological-based Modelling (NSPM).

Three tests were done to assess the performance of these physical activity parameters, mainly represented by METs and Heat Flux data. Using the principle that one form of how body dissipates heat into the environment is by convection, the sensor in the SenseWear™ armband measures the part of the total thermal energy dissipated to the surroundings [145]. This means that heat lost during physical activity are recorded, with more heat lost being attributed to more work being done by the body [146]. The three tests were:
i. 3 inputs NSPM (CHO, insulin and $G_{exer}$).

ii. 4 inputs NSPM (CHO, insulin, $G_{exer}$ and Heat Flux).

iii. 5 inputs NSPM (CHO, insulin, METs, $G_{exer}$ and Heat Flux).

NSPM is implemented the same as was done in Chapter 6 using NSGP and the same volunteers, but now with the addition of $G_{exer}$ as an additional input. Primarily, tests were done to assess the performance of the added input $G_{exer}$. The first test was the addition of $G_{exer}$ as the sole physical activity data without heat flux, the second included the addition of both, while the third included the two together with METs data, even though $G_{exer}$ was actually derived from it, just to determine whether the added METs input will improve the prediction.

Other tests that do not include the $G_{exer}$ parameter were not tested as they amount to the same tests done and presented in Section 6.3. In terms of data type, the same data from all volunteers were used, as well as the same plots from three volunteers (subject #11, #18 and #23) will be figuratively presented for comparison of the models’ performance, arranged by those which perform the best, average and poorest.

In reference to Figure 8.2 (b), $G_{exer}$ will first be calculated from METs using DEs, numerically solved using the Dormand-Prince method of fourth/fifth-order solver and implemented in Simulink. CHO and insulin data are modelled as presented in Section 2.3 and 2.4 into quantitative inputs, $G_{in}$ and $I_{ex}$, respectively.

Inputs consisting data of $G_{in}$, $I_{ex}$, CGMS data, heat flux ($Hf$) data, and $G_{exer}$ are then modelled using the Non-Stationary Gaussian Processes formulated as in Section 6.2, with regressors as follows:

$$ G(k) = f(G(k-1),...,G(k-n),G_{in}(k-1),...,G_{in}(k-n),I_{ex}(k-1),...,I_{ex}(k-n),Hf(k-1),...,Hf(k-n),G_{exer}(k-1),...,G_{exer}(k-n),Gin(k-1),...,Gin(k-n)) + \zeta(k) $$

(8.3)

The value for $n$ refers to the number of lagged variables reflecting the range of time constants for each variable which were verified by simulations. In our case, since the sample time is five minutes, the $n=3$ number of lags correspond to lags of 15 minutes, determined to be the most reasonable for the model structure to capture the required system dynamics.
Figure 8.3 shows the process within the NPSM modelling. Initially, data collected using the SenseWear® armband were converted into quantitative data, where insulin and CHO data were modelled by separate DEs, producing the respective $I_{ex}$ and $C_{in}$. On the other hand, METs data were modelled by Simulink into $G_{exer}$. All these parameters then become regressors to the NSPM model as presented in Equation (8.3). Using non-stationary Gaussian processes modelling, past observation of glucose levels over a couple of days help it to model the regressors for a desired time span. The model then checks whether the desired prediction period matches the total prediction window set, and until it does, the posterior mean of the output - 15 minutes predictions (3-step ahead) on the validation dataset is fed back into the NSPM model. The process is repeated iteratively until the total prediction window set is met, completing the prediction. The FIT metric as presented in Section 2.8 is again being used to evaluate the prediction performance.
8.3 Results

Table 8.4 summarises the NSPM’s performance for the whole volunteer cohort. The discussion starts with individuals’ results followed by the model’s performance as a whole.

Figure 8.4 shows the plot for the one-hour prediction horizon and in Figure 8.5, the MPO for the three same volunteers stated earlier. It can be seen that for the one-hour prediction horizon, the model was able to moderately track the major variations in BG, despite missing minor ones. Subject #23’s prediction shows that the model was unable to track one major peak at 10 A.M., missing by a magnitude of 6 mmol/l. As expected, the MPO shows much poorer results, missing even the major curves by a high magnitude. Subject #23’s prediction however produced a slightly better fit than that in the previous model presented in Section 6.4.

As in previous discussion, the result can be divided into two: prediction with training and validation data. The latter would be a more noteworthy result to look at as it consists of unseen data which will better test the predictive capability of our model.

The summary for the mean FITs from the whole cohort’s result (Table 8.4) can be seen in Table 8.1 below.

<table>
<thead>
<tr>
<th>Type of predicted data</th>
<th>60 minutes prediction</th>
<th>MPO (infinite-step ahead prediction)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test i</td>
<td>Test ii</td>
</tr>
<tr>
<td>Validation Data (%)</td>
<td>-8.3</td>
<td>-6.1</td>
</tr>
<tr>
<td>Training Data (%)</td>
<td>65.2</td>
<td>67</td>
</tr>
</tbody>
</table>

Table 8.1: FITs summary of prediction for NSPM tests.

From the results, Test ii shows the highest FIT over Test i and iii (in the case of negative percentage, lower percentage means higher FIT). Model with added $G_{exer}$ showed better result only when it is modelled together with the other activity inputs, heat flux (Test ii). The addition of METs as in Test iii showed even poorer result than with and without the heat flux input, which is unsurprising given the redundancy of the two parameters - METs and $G_{exer}$. Another observation that can be seen is that the NSPM predicts better with training data but performs poorly for validation data.

Comparisons of mean FITs to the previous NSGP tests and to Valletta’s work [9] using standard GP were also done and presented in Table 8.2, comprising tests considering CHO and I as the default parameters for all the models. The comparison is made on models with added physical activity inputs presented in Section 6.4, where NSGP Test iii (heat flux added) and Test iv (heat flux and METs added) are compared to NSPM Test i ($G_{exer}$ added) and Test iii ($G_{exer}$ and Heat Flux added) and also to standard GP modelling (Heat Flux and METs added) from Valletta’s.

<table>
<thead>
<tr>
<th>Type of data</th>
<th>60 minutes prediction</th>
<th>MPO (infinite-step ahead prediction)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GP NSGP Test</td>
<td>NSPM Test</td>
</tr>
<tr>
<td></td>
<td>(iii)</td>
<td>(iv)</td>
</tr>
<tr>
<td>Validation Data (%)</td>
<td>-5.2</td>
<td>1.9</td>
</tr>
<tr>
<td>Training Data (%)</td>
<td>69</td>
<td>57.8</td>
</tr>
</tbody>
</table>

Table 8.2: FITs summary of prediction for validation and training datasets.

The result from NSPM modelling is also compared to the previous researches, as well as from the work of Georga et al., where they included both insulin and carbohydrate digestion parameters in
the SVM, depicted in Table 8.3. Additionally, the exercise-induced glucose and insulin absorption variations were also considered as inputs in the rest of the studies stated.

<table>
<thead>
<tr>
<th>Work</th>
<th>Model</th>
<th>FIT (%)</th>
<th>RMSE (mmol l⁻¹)</th>
<th>No. of Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gani et al. [49]</td>
<td>AR</td>
<td>n/a</td>
<td>0.7</td>
<td>9</td>
</tr>
<tr>
<td>Finan et al. [88]</td>
<td>ARX</td>
<td>35</td>
<td>2.2</td>
<td>9</td>
</tr>
<tr>
<td>Valletta [9]</td>
<td>ARMAX</td>
<td>31</td>
<td>2.0</td>
<td>22</td>
</tr>
<tr>
<td>Cescon et al.</td>
<td>AR</td>
<td>n/a</td>
<td>1.9</td>
<td>9</td>
</tr>
<tr>
<td>Cescon et al.</td>
<td>ARMAX</td>
<td>n/a</td>
<td>1.7</td>
<td>9</td>
</tr>
<tr>
<td>Pérez-Gandía et al.</td>
<td>Neural Network</td>
<td>n/a</td>
<td>2.5</td>
<td>9</td>
</tr>
<tr>
<td>Georga et al.</td>
<td>SVM</td>
<td>n/a</td>
<td>1.4</td>
<td>7</td>
</tr>
<tr>
<td>ARX with reference parameters (our study)</td>
<td>ARX</td>
<td>32</td>
<td>1.86</td>
<td>18</td>
</tr>
<tr>
<td>NSPM (our study)</td>
<td>Physiological-Based Model</td>
<td>-6.0</td>
<td>2.8</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 8.3: Comparison of NSGP to previous studies.

From the results, although there is a comprehensive literature backing up the hypothesis, it is evidently shown that NSPM not only failed to improve upon the previous NSGP tests, it was actually worse than the other non-physiological-based models form past researchers discussed. The probable causes for this revelation are further discussed in Section 8.4.
Figure 8.4: One-hour BGC prediction for subject #11(a), #18(b) and #23(c).
Figure 8.5: Model Predicted Output of BGC prediction for subject #11(a), #18(b) and #23(c).
<table>
<thead>
<tr>
<th>Subject ID</th>
<th>Dataset</th>
<th>Test i</th>
<th>Test ii</th>
<th>Test iii</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>60 mins</td>
<td>RMSE</td>
<td>MPO</td>
</tr>
<tr>
<td>01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>06</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>08</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.4: Result from physiological based model.
8.4 Discussion

One observation that can be made is that the NSPM predictions performed very well only for trained datasets, something that is not surprising due to the ‘seen’ nature. In fact, the majority of tests saw higher FiTs for prediction with training data using NSPM over other models, but vice-versa with validation data (unseen data). Hence, the model is shown to produce a relatively acceptable prediction with capabilities limited only for predicting seen data and not otherwise. On the other hand, standard GP shows average performance compared to the other two, for both validation and training dataset. Predictions using NSGP modelling remains the best at producing good results even with unseen data.

It can also be observed that with NSPM modelling (unseen data) of which the tests utilised $G_{exer}$, a quantitative measurement of physical activity, poorer result was obtained than both NSGP with only raw METs used as well as standard GP containing only insulin and CHO inputs. It can be understood that the presence of physical activity data complicates the modelling process, hence poorer prediction could be expected. But the fact that the result was poorer than standard GP without the presence of physical activity input means that the modelling does not properly reflect the underlying physiology, processes and time constants at all well. Despite raw METs being an input to GP that in its form lacks physiological basis, it has yielded better prediction. Therefore, it can be assumed that we are still far from understanding the actual nature of physical activity in Type 1 diabetes.

Additional tests on the NSPM model were with the absence of heat flux parameter (NSPM Test i) and with the addition of raw METs (NSPM Test iii). The former did slightly better in both short and long-term predictions, but both yielded poorer predictions than NSPM Test ii (heat flux with $G_{exer}$). Raw METs data that initially were resampled at the same time constant as the CGMS data were also tested with longer intervals to see whether the sampling rate had any influence; and it did not. A sampling time of 5 minutes, the same as CGMS, was found to be the most appropriate.

The basal rate bound value that was later set to 20% in the test was found to have a significant impact towards the performance of the predictor. The 20% bound was selected as it was the average value that produced reasonable prediction compared to the higher values. It appears that every volunteer had a different basal rate, resulting in varying prediction performance that varies relative to the bound employed. As was discussed earlier, optimum basal level allows more returns from intensely active activities while also preserving much of the physical activity curve. A change in the value may vastly improve prediction or worsen it further and hence must be chosen wisely. Henceforth, this bound could also be included in the optimisation so as to improve the prediction capability.

In comparison to Georgia et al. work [120] from which the literature was derived from, she provided compelling results with the use of Support Vector Machines (SVM). Their results have generally shown much better results than from this study. However, the SVM machine acts more like a parametric predictor with less regards to the physiological basis, and the performance capability can be more likely attributed to the machine itself - it describes the data and not the processes varying that data. While in the physiological-based study where Georgia et al. proposed the $G_{exer}$ parameter, there was no distinction between Type 1 and Type 2 diabetes model. The two were generalised in terms of the response and this alone would have hindered the performance of the model. In the study too, $\text{PVO}_2^{\text{max}}$ was derived directly from METs by the simple multiplication by 3.5,
when this is an oversimplified approach as explained in Section 7.4.2. Basal rate was also set to be at its lowest MET value (1 MET). This would have caused a devastating effect to the predictor because integrated activity intensity will always rise and never return to its basal rate. This leads to an excessive decline in the rate of glycogenolysis followed by negative concentrations of blood insulin, glucose and predicted BGC. There was also no settling time of 5-7 minutes of the PVO2\textsuperscript{max} threshold, and the presence of insulin clearance parameter that exists only in Type 2 diabetes patients.

In terms of data training, the good prediction can also be attributed to the long training time, constituting more than half of the data used (66 % of the whole data) [121] and also longer time lags for the exercise-related inputs (varying between 60 minutes to 180 minutes) [120], [121]. If only the discrepancies in the physiological attributes were to be accounted for in the model and not the functionality, the prediction performance would not have been acceptable.

Additionally, the literature involving R&P’s exercise model alone would have led to the poor prediction. The model accounts for mild to moderate exercise but the parameter estimates were derived from fitting the model against data of healthy volunteers and tested against synthetic data. The two studies that parameters of the equations were fitted to and validated against were both based on healthy subjects, and could be the reason that blood insulin concentration was observed to decrease; due to the decreased insulin secretion, and not increased clearance. Hence the removal of process Z in the later modified PA model.

Another related factor could also be attributed to the use of clinical data taken from subjects in a controlled environment where they performed rigorous exercises. From the validation data, R&P derived a number of constants to model the physical activity dynamics that largely dictate the overall model. However, they were originally taken from healthy subjects. This is completely different to our data which are of free living and collected only from Type 1 diabetics. Thus, there are two significant points that influence the performance of our model here: the different nature of subject’s data and the state of individual’s health (diabetics or not). One way to improve these parameter values to account for people with diabetes and free-living data are by incorporating an optimisation technique into the model, which is the subject of the next chapter.
8.5 Contribution to the Body of Knowledge

A modified compartmental model derived from the physical activity minimal model presented by R&P was established. The modifications were done to enhance the physiological basis while ensuring that the model was valid for data collected in free-living conditions. The use of free-living data had helped us understand properly the bodily response and the highly variable nature of the physical activity data. In turn, this has enabled us to significantly improve the prediction capability of the model proposed by R&P albeit not improving the prediction over other models presented in this thesis.

Basal insulin and METs level were modified to account for real diabetes data, resulting in the complete removal of the former and adjustments of the basal level in the latter. A METs with a percentage-based basal rate was shown to be a more accurate description to account for a variety of basal levels in the volunteer data considered here. The addition of the notion $G_{exer}$, the variations in circulating glucose during and shortly after exercise proposed by Georga et al. as an addition to R&P’s model was shown to be rational. With $G_{exer}$, METs data were converted into a data type relative to the physical response during and post activity. Apart from this, because of the variability in free-living data and especially in METs data, a non-stationary Gaussian processes shown in Chapter 6 to improve prediction was employed. Despite this model accounting a detailed physiological basis backing up the literature, the performance was lower than results from tests in Chapter 6. However, the physiological-based modelling remains rational in comparison to the other parametric-oriented predictors.
Chapter 9: Multi-objective Optimisation in Physiology-Based Modelling

In Chapter 5, we discussed the use of optimisation to find the optimum parameters for insulin-glucose dynamics, and have found that significant improvements of the prediction of the linear system identification model (ARX model) could be achieved. This chapter will elaborate on the prospect of using multi-objective optimisation technique to fine-tune the parameters in R&P model derived from healthy individuals, to better match those metabolic processes within Type 1 diabetics. This is to overcome limitations explained in the physiological model encountered in Chapter 8. The attempt and rational to use this technique is also explained in this chapter. An important difference in using optimisation in this Chapter and that utilised in Chapter 5 will also be discussed. Simply put, while Chapter 5 focuses on using optimisation to continually adapt glucoregulatory-sub-models to the bodily response in an individual (intra-patient), this technique aims to fine-tune them towards the whole dataset of Type 1 diabetes cohort (inter-patient) in our study. It is hoped that with this arrangement, the T1 diabetes community is better represented, and finally distinct classifications of diabetes patients is suggested for a more efficient and responsive treatment.

9.1 Introduction

In the simple R&P model, derived parameters were obtained by fitting them against data from healthy individuals within ambulatory environments [133]. There is therefore a discrepancy when one attempts to use this model with data from people with diabetes, especially those with Type 1 diabetes. This is due to the different physiological bodily responses between them. We can see inter-group variations within the study cohort, with more expected of a community that is completely different in their nature e.g., healthy, pre-diabetic, metabolic syndrome, Type 1 and Type 2 diabetics. The poor prediction, as evident in the previous chapter, may be ameliorated by using optimisation for parameter fitting to the study cohort. BG was reasonably well tracked when physical activity data were not included in the modelling. Inclusion of physical activity data, in some form, generally resulted in poorer prediction performance despite there being well known effects in Type 1 diabetes that should be able to be exploited to account for physical activity and improve prediction. Therefore, in this chapter, we will employ optimisation-based parameter-fitting to investigate whether this will allow the effective use of physical activity data to improve BG prediction.

As the problem statement in our case is to find a set of solutions that improves the prediction of BG levels, and in specific raising the closeness-of-fit metric (FIT) of predicted against measured values, GA is one of the many search techniques to this matter.

Especially when the objective involves fine-tuning a set of solution into better values, GA is a predominantly efficient technique to find exact or approximate solutions for this problem. As opposed to neural networks, they are a non-linear statistical data modelling tools, that primarily used for finding patterns in data or modelling complex relationship of input and outputs. But, whenever a problem can actually be quantified of its solution, GA can perform a better directed search of the solution space (e.g in our case, the adjusted R&P parameters). Hence, past studies showing that neural networks solution did not improve over even a standard non-stationary GP models, as depicted in Table 9.6.
9.2 GA-Based Parameter Optimisation

Similar to that presented in Chapter 5, a genetic algorithm will be incorporated in the modelling for the optimisation of the parameters. Table 9.1 shows the parameters associated with physical activity in the R&P model that were derived from healthy subjects. It is reasonable that these parameters are to be optimised to fit Type 1 diabetes volunteers and address the previous limitations. As noted earlier, R&P derived the parameters by fitting and estimating them to the data from [134]. For plasma insulin dynamics, parameters \( a_5 \) and \( a_6 \) were estimated to quantify the depletion of plasma insulin during exercise and its repletion during the recovery period, by having blood samples taken at regular intervals to measure the plasma insulin level. On the other hand, for the glucose model, blood samples were measured at regular intervals for changes in the hepatic glucose production rate (\( H; \text{mg/kg/min} \)) and the glucose uptake (\( U; \text{mg/kg/min} \)), thus producing the estimated parameters \( a_1 \) and \( a_2 \) for the former and \( a_3 \) and \( a_4 \) for the latter. Therefore, it is viable that the parameters from \( a_1 \) to \( a_6 \) are to be optimised in this study, as shown in Table 9.1. Note that the upper and lower limits calculated by R&P satisfy the 95% confidence intervals.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>R &amp; P Value</th>
<th>Lower limit</th>
<th>Upper limit</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 )</td>
<td>0.00158</td>
<td>0.00013</td>
<td>0.0019</td>
<td>mg/kg-min²</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>0.056</td>
<td>0.0441</td>
<td>0.0679</td>
<td>1/min</td>
</tr>
<tr>
<td>( a_3 )</td>
<td>0.00195</td>
<td>0.00015</td>
<td>0.0024</td>
<td>mg/kg-min²</td>
</tr>
<tr>
<td>( a_4 )</td>
<td>0.0485</td>
<td>0.0355</td>
<td>0.0617</td>
<td>1/min</td>
</tr>
<tr>
<td>( a_5 )</td>
<td>0.00125</td>
<td>0.001</td>
<td>0.0015</td>
<td>μU/ml-min</td>
</tr>
<tr>
<td>( a_6 )</td>
<td>0.075</td>
<td>0.0588</td>
<td>0.0912</td>
<td>1/min</td>
</tr>
</tbody>
</table>

Table 9.1: Parameters derived from healthy individuals as in R&P’s study, values to be optimised by GA.

People with diabetes are slightly physiologically different to healthy ones in that there is no pancreatic insulin production which also affects the processes of other organs, e.g. kidneys and liver. Although attributes are largely similar across the Type 1 diabetic community, there are small individual variances. Examples of this would be the different renal thresholds for extraction of blood glucose in the urine and mean blood glucose level itself. However, the common parameters are expected to be largely similar and the GA can be used as a tool for optimisation that could be helpful in discovering this.

This optimisation is markedly different to the one presented in Chapter 4 where optimised parameters were already derived from Type 1 diabetes subjects. If we imagine looking at parameters of healthy individuals and diabetes patients on a 2D view, we would see there would be distance between them as there are physiological differences. With optimisation, the idea is to bring the original parameters closer to the (unknown) parameters found in people with diabetes.

Within these unknown parameters there are potentially local optima (LO). One way to speed up the optimisation and avoid these LOs is by seeding the initial population with the referenced parameters in Table 9.1. They are reasonably well tested, validated and accepted by the research community, hence are reasonable to be evaluated first. An initial population was generated with the R&P values appearing in some individuals along with variations from these. Constraints were also placed on the GA, where the farthest values that can be viable would be limited to certain values. As an example, Figure 9.1 shows the generated initial population for the two parameters \( a_1 \) and \( a_2 \) with its population constrained within [0.0013, 0.0019] and [0.0441, 0.0679], with the range satisfying the upper and lower limit presented in Table 9.1, respectively. The figurative example
shows two individuals (subject #1, subject #2) having parameters very close to reference ones (0.0158, 0.056) while subject #3 and subject #6 have theirs being close to parameter $a_1$ and one belonging to subject #4 close to $a_2$. Subject #5’s parameters do not appear to be close to neither parameters. Other blue dots depict random points generated by GA on the same plane.

![Figure 9.1: Points of $a_1$ and $a_2$ for 6 volunteers with randomised populations.](image)

Chapter 5 has as well discussed the rationale of training and validation apart from pure optimisation. Optimisation searches any viable solution that satisfies the constraints placed while achieving the objective function. Predicting better BGC using a number of techniques has been the same objective throughout the study. Specifically, the objective is to minimise the RMSE or maximise the FIT between predicted and measured BGC.

In terms of a patient’s diabetes prediction, a desirable solution is not one that could predict well in one dataset while performing poorly in another, but one that predicts acceptably well in both such that a prediction would not be dangerous for an individual to use in their therapeutic regimen. Thus, we might reasonably expect that there will be solution parameter sets that can optimise prediction for an individual and others that will give a good mean performance for the whole cohort studied here – which is what this chapter focuses upon.
9.3 Cohort-Driven Optimisation with Multi-Objective Optimisation

The aim of this investigation is to determine if parameters identified via optimisation from data from Type 1 diabetics can be used instead of those reported in the literature derived from healthy individuals. This is a non-trivial task, as the volunteer cohort is not homogenous with considerable variation in physiological parameters, e.g. age, weight, duration of diabetes, etc. This is different to the optimisation employed in Chapter 5 as there, the objective was intra-patient optimisation, while here, the inter-patient.

Multi-objective optimisation allows for multiple objective functions to be considered simultaneously. In the case here, it should be helpful to accommodate the diverse parameters present in Type 1 diabetes patients. The overall objective is to find a satisfactory compromise solution that works generally for all Type 1 diabetics considered in the study. Without overlooking the importance of intra-patient parameter fitting, it could benefit future research by determining physiological parameters relevant to the internal dynamics found within people with Type 1 diabetes.

In previous chapters, the main objective was to find the best fit (using the metrics of good fit as presented in Section 2.8: FIT or RMSE) applied on intra-patient optimisation. It is also desirable to minimise the FIT differences between other patients as well. This is so that any fit improvement made will be applicable to all individuals within the study. Therefore, the objective functions would be:

1. Maximising the mean FIT across individuals:

\[
\max \frac{\sum \left(1 - \frac{\sum_{k=1}^{N} (g(k) - \hat{g}(k))^2}{\sqrt{\sum_{k=1}^{N} (g(\bar{k}) - \bar{g})^2}} \right) \cdot 100\%}{n}.
\]

(9.1)

2. Minimising the standard deviation (SD) of FIT across individuals tested:

\[
\min \sigma \frac{\sum \left(1 - \frac{\sum_{k=1}^{N} (g(k) - \hat{g}(k))^2}{\sqrt{\sum_{k=1}^{N} (g(\bar{k}) - \bar{g})^2}} \right) \cdot 100\%}{n},
\]

(9.2)

where \(n\) is the number of individuals.

In general, there are two approaches to multi-objective optimisation. The first one, by combining the individual objectives into a single composite function, using various methods such as weighted sum method, utility theory and others, but still, the problem exists in the correct selection of the
weights or utility function characterising the decision-makers preferences (in our case, between maximising the mean FIT and minimising the FIT SD).

Although the multiple objectives do not directly conflict each other, in the instance of a successful iteration in the first objective (mean FIT incremented), the value of SD for all the predictions FIT will much likely also be incremented, hence the second objective being the minimisation of the latter. In simple terms, any change to one of the objectives will result in multiple pareto front or solutions.

As a proof, without any loss of generality we may (using the mean as the origin and the SD as the unit) choose units of measurement in which the \( n \) numbers are \( x_1, x_2, \ldots, x_n \) with \( \sum x_i = 0 \) and \( \sum x_i^2 = n \). Let the variance and SD be both 1, and the new number be \( x_0 \).

\[
\frac{1}{n+1} (x_0^2 + \sum_{i=1}^{n} x_i^2) - \left( \frac{1}{n+1}(x_0 + \sum_{i=1}^{n} x_i) \right)^2 - 1
\]

\[
= \frac{x_0^2}{n+1} + \frac{n}{n+1} - \frac{x_0^2}{(n+1)^2} - 1
\]

\[
= \frac{n}{n+1} (-1 + \frac{n}{n+1} x_0^2).
\]

From Equation 9.3, the change in the variance is found by subtracting 1 from the variance of all \( n+1 \) numbers, which will be negative if and only if \( nx_0^2 < n + 1 \) (the sign is not dependent on the units of measurement). Thus, the variance will increase when \( x_0 \) is higher than \( \sqrt{1 + 1/n} \) standard deviations of the mean, but will decrease if \( x_0 \) is within it from the mean.

Therefore, it is proven that mathematically, introducing a new value to the set of data (in our case, a new mean FIT following multiple GA iterations) will result in the change of SD value. The statement is especially true when one objective function (Equation 9.1) serves to increase the mean FIT values as its objective, inadvertently increasing the spread of data (SD value) averaged between the previous and current mean FIT. In short, a new higher mean FIT driven by the first objective (maximisation) results in a higher SD and hence, a point farther away from the second objective (minimisation). This is the evident of the conflicting objectives, formed by the first function itself, henceforth the MOGA to be used.

The reason why the second objective (Equation 9.2) functions to minimise the SD FIT values, is to keep the margin between new and previous SD values low, thereby preventing a wider spread between the FITs values. This scenario is figuratively depicted in the result (Section 9.7).

Intuitively speaking, the first objective function can be easily understood as it relates to the model performance over the whole study cohort. The second objective however is intended to ensure that while minimising the mean RMSE across the cohort, the differences between them remain small. For example, the value 10 could be obtained by the addition of 4, 3, 2 and 1 or 6, 3, 1 and 0. However, both of these sums are undesirable because the RMSE values (fit) are unevenly distributed. This may well fail the cohort-driven prediction, which may result in optimised parameters that work well only for a few but poorly in others. By having the second objective, the optimiser should be constrained to prefer individual solutions that also minimise the spread within the multiple FITs, preventing a wide difference between the FITs values throughout the subjects datasets. Therefore, in the case of the stated example, the best solution might be 2,2,3,3, i.e. little difference between each constituent value of objective 2.
In terms of GA operation, in each run the GA searches for probable points in the search plane. While searching for the lowest mean values for every search, only parameters with evenly distributed values will be acceptable and get to reproduce. The result is hopefully parameters binding and reflecting the whole cohort.

While single objective optimisation may have an exclusive optimal solution, multi-objective ones contain sets of compromised solutions, known largely by Pareto-optimal solutions. They are optimal in the sense that no other solutions in the search plane are better to them when all objectives are considered together. Figure 9.2 shows a possible distribution of points in the search plane, with the two objective functions and the curve line depicting Pareto front. Solutions that lie along the Pareto front are non-dominated solutions while those that lie inside the line are dominated because there is always another solution on the line that has at least one objective with better value. In Figure 9.2, orange dots depict initial solutions that are either better only in one objective or the other. Brown dots represent possible solutions after multiple iterations of optimisation, and finally, convergence much likely ends near the green dots called Pareto-optimal solutions. They are deemed optimal in the sense that there is no better solution in both objectives. One cannot say the other is better among them since an improvement in one objective means a degradation in another. The figurative contradictory relationship between the two objectives is presented in the result.

![Figure 9.2: Population within the search plane.](image)
9.4 Guarantee of Convergence and Time

In optimisation, a solution is deemed optimal when the search converges to a point where no other better solutions can be found. This optimality can be divided into two: Local Optimum (LO) and Global Optimum (GO). While the former represents the optimal point within the limited candidate solutions or within a neighboring set of candidate solutions, the latter represents the optimal point for the whole candidate solutions and not just those in a particular neighbourhood of values. A depiction of LO and GO is shown in Figure 9.3 below.

![Optimality regions within the space, with the candidate solutions.](image)

The optimality plane in Figure 9.3 contains at least three LO and one GO. If the solution gets trapped into the smaller slope, the heuristic will direct the search towards the bottom of LO, usually occurs when the algorithm covers only limited ranges of candidates. This leads to a premature stop at the various LO. As GA works in a stochastic and unpredictable manner, a random sampling of its solution, determined by the crossover and mutation rate, helps to create new candidates solutions and a wider coverage of them in the subsequent generations, shown by the drastic jumps made by the solution from LO1. The altering of the nearby genes within the group also allows some small perturbations which further optimizes the trajectory to the GO as seen in the figure. Another cause for premature halt of the search process is by a no progression after a sustained period of time, called stalling. In other words, poorly formulated problems can often lead to premature convergence and suboptimal solutions [147].

The choice of parameters (population size, crossover rates, etc.) can have a significant impact on the computational complexity and convergence characteristics. In general, the most significant parameters impacting the performance of the solver are: population size, crossover rate and mutation function [148]. A proper balance between the exploration and exploitation ability of GA is desirable but difficult to predict a priori. In intuitive explanation, exploration means the searching of the search space as thoroughly as possible while exploitation means the discovery of potentially good solution concentrated in one space. Mutation operators are mostly used to provide exploration while crossover operators are used to promote exploitation. Concurrently, while the crossover works to converge to a specific point in the search space, mutation tries to avoid
convergence and potentially explore all areas of the search space. Vasconcelos et al. [148] described multiple GA configurations and highlighted the importance of the balance in mutation, crossover rate and population size. Siamak [149] also investigated the parameters affecting GA performance with population size of 100. In general, as the GA is a stochastic optimisation method, there are no absolute rules for determining these parameters.

However, it is generally accepted that more exploration is appropriate in the beginning of the search process, ensuring the population has the widest coverage while maintaining a certain level of diversity. Furthermore, exploitation is generally better suited to the end of the process to ensure convergence of the population to the global optimum, or GO, as seen in Figure 9.3.

9.4.1 Population Size
Smaller size GA population generally yields faster convergence but the algorithm can be more easily trapped in local optima as there will be less diversity [150]. A large population size however would help the solver as the greater diversity will by necessity cover more of the search space, at the cost of more resource [151].

9.4.2 Mutation Rate
Mutation is a divergence operation intended to occasionally introduce new points into the population away from the current optimal solution, guaranteeing that the probability of searching any given point is always greater than zero, and a drastic jump would increase the likelihood of locating the global solutions and specifically, sifting throughout the candidates for GO, such as those depicted in Figure 9.3.

However, this should not happen too frequently as it can be quite disruptive to convergence, hence a low value (0.005 to 0.01) is typically recommended [152], [153], otherwise convergence may be delayed or not achieved. The Matlab GA Toolbox [154] contains a helpful function in which the Adaptive Feasible Mutation Rate [155] can be utilised. It works by randomly generating directions and step length that are adaptive with respect to the last successful or unsuccessful generation.

9.4.3 Crossover Function
Crossover behaves like a convergence operation intended to pull the population towards the optimal point(s). Since the end goal is to bring population to a convergence, crossover could desirably be higher than the mutation rate. Recommended crossover probability for large search spaces would be typically > 0.5[152]. Here, the initial crossover rate was set to 0.75, experimentally feasible according to the past studies (see, for example, [152], [156]).

9.4.4 Number of Generations
In the general case, the best way to identify the probability would be to do a sensitivity analysis, by running multiple trials in error tests with different probability of mutation and crossover function rates, and to compare the results as will be presented later. Having discussed all of the above, if the problem is already a benchmark problem tested and verified by past researchers, it is reasonable to start from the parameter values suggested in the literature. In our test, the original parameter values from R&P’s model will be used as a basis for seeding the population.

Experiments were performed to get the best GA configurations with GA population size varied between 20 – 100, crossover rate varied between 0.1 -1.0 and the mutation rate varied in the range
of 0.005 to 0.01. Each experiment was repeated 10 times and the mean of performance is presented. The test is done to all of the subjects’ dataset, using k-fold validation method as presented in Section 3.1.1.

Figure 9.4 depicts the various population sizes and the respective FITs. Generally, the use of a large number of population size gets the best performance because the search can be done more widely and the chances of the solution getting stuck at LO reduced. The small population size could also mean a much longer time and more generations are required before a high FIT is attained. Figure 9.4 depicts that a population size of 20 garnered the lowest FIT and improvement even after over 100 generations, while higher population sizes see increased FITs, especially with 100 population.

On the other hand, in a small population size, the crossover and mutation rate are the high determinant for its performance, evident in Figure 9.5 and Figure 9.6. It was shown that a crossover fraction rate of 0.6 and 0.8 were the better values, and others which shown less FITs may show that it may require more time for the search, or the search can end prematurely. In Figure 9.6, the mutation rate of 0.006 and 0.007 were shown to obtain the two highest FITs. The figure also depicts a solution that was probably stuck in a LO, where in the test with mutation rate set at 0.005, the
FIT initially decreased but then increased, only to decrease again, most probably due to insufficient rate of mutation preventing the solution to expand presumably from a LO. However, in this case, it appears that a higher mutation rate does not actually guarantee a faster and more efficient solution, with mutation rate of 0.01 did not perform the best, probably due the search plane being too much widened and the exploration requiring more time.

Based on the result from the varied population size, crossover and mutation rates, we then tested a combination of mutation and crossover rates to observe the corresponding FITs. This time, the population was set to 60 to match the earlier commendable performance shown in Figure 9.4. The result gave out the combination of 0.6 and 0.007 (crossover and mutation rate respectively) producing the best FIT within the lowest time as displayed in Figure 9.7. This also means that the best combination of the rates did not necessarily come from the highest attained FIT in each separate test.

![Figure 9.7: Various sets of mutation and crossover rates and the corresponding FITs.](image)

Another assessment was done to evaluate the convergence of solutions, in specific, the performance of FITs alongside the needed iterations limit (Note that the number of iteration and generation may differ). With the test, a time limit can be set accordingly to allow sufficient processing time while reducing CPU wastage.

During the simulation, the iteration limit was gradually increased from 1k to 50k at every hour, incremented in each test, and the FITs value obtained was recorded. Two tests catering two sets of the combination of different mutation and crossover rates, were done for comparison and selection of the most appropriate setting. The result is presented in Figure 9.8.

Figure 9.8 shows the trend between the two investigated sets of mutation and crossover rate. It can be observed that at lower iteration (1K-12K), only a handful of them converged at FITS of 3-10%, indicating the inadequacy of time to complete the search, ending the solution with some premature results. However, as the limit being increased (e.g. 12K-22K) the results show some improvement as better convergence and high FITs are attained, applying to both of the sets (see zone A).
A further increase of the limit (e.g. 20K-32K) shifted the FITs obtained into zone B, showing better FITs than the earlier solutions. In essence, the algorithm was shown to mostly converge at this range. Allowing higher iterations further increased the FIT to 32% and 34.5%, with obtained FITs showing comparable difference between them, where the blue dots solution (mutation rate 0.007, crossover rate 0.8) achieved higher FIT, before they stalled at around 35%. In the case of the red dots solution (mutation rate 0.006, crossover rate 0.6), the solution stalled lower, at 32 % FIT.

At this point, any increase of the iteration only shows limited improvement, depicting unnecessary further increase of the iterations. Essentially, higher iterations limit set will only lead to wastage of CPU usages as the algorithm will continue to run until the limit is reached as observed in zone C, while only keeping the FITs value stagnant. Therefore, the following tests will utilise a maximum iteration of 35k.

Figure 9.8: Performance of sets of different mutation and crossover rate and their respective iterations.
9.5 Multi Objective Genetic Algorithm-Driven Non-Stationary Physiological-Based Model (MOGA-NSPM)

A diagram that shows the flow process of MOGA-NSPM is illustrated in Figure 9.9. Initially, a number of values are set for the GA parameters such as the population size (set at 60), mutation and crossover rate (0.07 and 0.8 respectively), the number of objective functions (two), the number of parameters to be optimised (6), stopping criterions (time limit, number of generations, number of stall generations) and also the plot function.

Initial solution was then generated with the set population size, including the reference parameters derived from R&P studies, as presented in Section 9.2. In the first iteration, one BG dataset from subject $m=1$ is selected randomly for training of the model. Following this, other datasets ($n^{max}$) from subject $m$ are then simulated and for each simulation, the RMSE value was calculated against measured BG to find their FIT. The process was repeated ($n+1$) until the FITs for all datasets were calculated for subject $m$. Afterwards, the same process was repeated for subject $m+1$ until all volunteers within the cohort were evaluated. With all the FITs obtained from the subjects tested, their mean FIT and mean SD were then calculated. Then, these two variables set as maximisation and minimisation problems are evaluated. The operations repeat with the next generated solution until the stopping criterions are satisfied, and one final solution is then produced at the end of operation, denoting the optimised parameters.

In short, a set of parameters is evaluated on every individual's glucoregulatory system, modelled and fitted to their measured BGC data, and afterwards the mean FIT and standard deviation FIT are computed. Then, using GA, a new parameters set is generated and fitted again. Multiple repetitions of this process will refine the set of parameters until finally the process stops upon meeting the stopping criterions. Since the operation was done throughout all volunteers, it is hoped that this will result in optimised parameters which after numerous enhancements eventually become feasible to the whole cohort.
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Figure 9.9: Block diagram of the MOGA-driven Non-Stationary Physiological-based Model (MOGA-NSPM).
9.6 Implementation

The test will be done in the Matlab environment using the built-in GA toolbox [43]. Optimisation is a resource-hungry operation, particularly for non-gradient based methods such as this. Our test has 6 variables to be optimised and these are to be evaluated across 22 volunteers. In practical, the test spans all of the volunteers consisting various status and lifestyle for a diverse and unbiased result. A multi-objective optimisation task, with multiple volunteers each having 3-4 datasets of many days, therefore requires high computational resources to find suitable solutions for the parameter sets.

To ameliorate the very large computational burdens, the University of Southampton’s powerful supercomputer cluster, Iridis 4 [157], will be utilised. Notable specifications for the supercomputer are login nodes bearing 2.6GHz Intel Sandybridge processors, with each compute node having 16 cores and at least 4GB of RAM per core. These specifications are sufficient to perform the optimisation.

9.6.1 Parallel Approaches to Speed Up Operation

The multi-core functionality will be utilised fully by using the Matlab Parallel Computing Toolbox [158] that lets us solve data-intensive problems capitalizing on the multicore processors in the computer cluster [159].

The nature of this optimisation task is highly repetitive, where GA-generated parameters are tested with the equations inside our model until the conditions are satisfied. A useful Matlab function called the parfor loop, designed for parallel-tasking problems where statements within the loop body are iteratively executed not within the same machine, but distributed by the host to the workers (dependent on number of cores) as in Figure 9.10. Each worker has its own unique workspace. Therefore, data needed for calculations are sent from the client to the workers, before being sent back to the client and pieced together. Due to this, Matlab requires knowing which information will go to which worker and what variables will be returning to the client, prompting the need for data transparency and placed constraints when using this function [160]. Examples of such constraints are global variables which cannot be defined within the body of a parfor-loop. Sliced variables in loops must also be indexed appropriately so that parfor can easily distribute the right part of the variable to the right workers [160]. Figure 9.10 depicts the distribution of jobs from the client to workers in a parfor operation. The job is distributed to three workers, typically representing the three processors used in the node. The number of processors usable in one node vary between supercomputers. In our case, the maximum number of processors that can be used are 16 (1 node).
9.6.2 Technical Issues in Implementation

A number of technical issues with parallel implementation of GA on the supercomputer platform under Matlab were encountered. They are briefly described below together with their solution.

1. **Cholesky decompositions failed to compute.**
   A requirement while implementing Gaussian processes and their approximations require an inversion of a symmetric positive definite matrix [105]. The efficient way to do this is via the Cholesky decomposition. Because the GA generates the random eigenvalues numerous times to test for optimal solutions, there are at times the generated eigenvalues becoming non-positive, resulting in a non-positive matrix, followed by the failure in the Cholesky decomposition computation. Failure in the computation was found to be derived from numerical precision errors, due to very small negative eigenvalues being very close to zero.

   The issue was resolved by evaluating each particular matrix in each computation and when eigenvalues are found to be negative, conversion to the nearest Symmetric Positive Definite Matrix as was proposed by Higham [161] was implemented. Finally, because the matrix is converted to unit diagonals to represent a covariance matrix, it thereby now has values very close to the original solution generated, as well as being positive-definite.

2. **Inability to monitor progress in cluster environment.**
   Matlab graphical user interface environment by default provides a user-friendly preference to see the progress while a program is executing. Using the plot functions, GA can plot for use the respective Pareto front, current best fitness, score diversity, best individuals and others. There is also a stop button function on the plot for the ease of stopping during execution, a convenient feature where a user can stop the program (which can go up to days) while still keeping the result. This is very helpful, otherwise the time limit must be predefined by the user and then cannot be stopped during operation or the loss of data occurs, unless this function is utilised. Unfortunately, for the computer cluster used, there is no user interface (UI). Because the cluster environment was designed for multiple platforms and various programming languages, it can only cater for a minimal UI, significantly reducing a user’s ability to monitor and respond to a running program. Hence, the time limit must be wisely chosen by the user because it can no longer be altered once
it starts operating, until executions finishes. With the Iridis cluster, you can only see the status of submitted jobs and fetch the results once they complete.

3. Time limit option ignored in optimisation run.
   Albeit a time limit has been predefined in the optimisation options, it appears that the programs executed always exceed the pre-set stop time. Numerous times, programs failed to complete after days of waiting due to this problem. Because the cluster environment only allows limited wall-time limit, the running program will automatically be halted whenever it fails to adhere to the requested wall-time, resulting in a total loss of data. Although this can be resolved by increasing the wall-time limit, there is a limit of 120 hours of maximum allowed cluster time in Iridis 4. Apart from this, an ample extra time (up to 20 hours) has been allocated to the GA and yet the program still failed to finish within the allocated time.

   The situation is further made difficult by the lack of monitoring, while a lot of time have been wasted due to the waiting time only to find that it failed to complete within the stipulated wall-time. There is no other way other than via UI to stop Matlab manually while keeping all data. There are a number of possible reasons that could result in the above problem.

4. TimeLimit option available in Matlab GA was ignored due to the way parfor function works.
   Because parallel computation works by the distribution of jobs by the host to workers, the host does not incur CPU time at all while waiting for the results. Upon the results being returned back to the host, they were only to be speedily computed for a new population and then sent out to the workers again. As a result, significant amounts of actual time are overlooked leading to job being over-run. One way to solve this is by specifying extra wall-time, adequate enough for the host to complete the whole run using CPU time. Another way to do this is by incorporating a stop function whenever an output function is called, by having the actual time of the cluster PC made as reference rather than the default CPU time. The latter solution was found to work with this problem.

5. Related to the previous problem in (c), one of the reasons for the failure of completion within predefined time limit is the infrequent call of the output functions, whereby it is only called in each iteration, and not every time an objective function is called. Each iteration however could be function evaluations over each individual in the whole population, running to the thousands of iterations. The way to cope with this is to find the balance between mutation rate, crossover rate and population size. All of these variables give particular convergence rate dependent on the trade-off between them, best done using sensitivity analysis and multiple tries of different configurations.
9.7 Results

Using the final solution generated, the value of FITs and RMSEs (as presented in Section 2.8) for all subjects’ datasets are calculated for a direct comparison against the result in the previous chapters. The summary of the FITs and RMSEs are recorded in Table 9.2 and Table 9.3.

The respective Pareto Front, depicting the conflicting objectives with their solutions is displayed in Figure 9.11. It can be observed that there are much more points scattered around the first objective plane, and much less on the second, before they converge together at the trade-off curve. The less scatter of solutions depicting low marginal differences between them in the second objective’s plane was due to the fact that it is actually dependent on the changes in the first objective’s solutions. As discussed earlier, the conflict occurs only when a new better solution was introduced in the first objective (increase of mean FIT), raising its current SD. However, MOGA then sets to find solutions to minimise the second objective, counter-reducing the SD. With the many iterations, as more and more solutions produced values of FIT close to each other, their mean increased but their spread (SD) decreased.

![Figure 9.11: Pareto front of the two objectives, mean FIT and SD.](image)

From Table 9.2 and Table 9.3, it is noticeable that MOGA-NSPM performs significantly better than the rest of the models. This includes models tested previously like the standard GA, NSGP and NSPM. In this result, not only the average percentage of FIT is much higher (32.7 %) compared to predictions using standard GP (-5.2 %), but better predictions are seen in terms of the number of predictions made (From all 44 predictions of unseen data, 33 achieved better FITs than standard GP). The better average FIT for MOGA-NSPM is also seen over NSGP and NSPM models, with the former taking 3.1 % and the latter -6.1 % FIT for short term prediction horizon. They remain true also in the long-term prediction horizon (MPO). Note that the comparisons are made to all models which included Heat Flux and METs data as the physical activity inputs (NSGP (Test iv) and NSPM (Test ii). The detailed one-to-one result comparison can be seen in Table 9.6.
Based on the results, this shows that a model which utilises a multi-objective optimisation technique, along with the reference parameters from R&P studies as the initial solution, is indeed a feasible and worthwhile experiment to test upon.

Another relevant observation is that, surprisingly, predictions with seen data did not show better performance than those of unseen data. In terms of average FITs, they also did not show improvements over prediction using standard GP, while the total number of prediction also showed that out of 22 predictions (with seen data), only 5 were better than that of standard GP. This is a contrast to the better predictions with unseen dataset. However, this does not mean that they perform inadequately. Despite the lower average and total number of FITs, all the values were already adequate for general control-predictive purposes and all predictions actually succeeded in tracking BG levels (average FITs for just training data were 10.9 % and -47.4 for short and infinite horizon, respectively). A depiction of this statement is in the prediction plot of ‘seen’ data in Figure 9.12. It can be observed that despite the downsides mentioned, the model can still track sufficiently measured BG albeit missing some magnitudes. Plots for prediction of ‘unseen’ data are illustrated in Figure 9.13 and Figure 9.14 for the same volunteers as presented earlier (They show that even with the data from the poorest-predicted BG in subject #23’s result, oscillatory behaviour was tracked by MOGA-NSPM with ease, as illustrated in Figure 9.14(c)).

The fact that prediction with seen data does not make better FITs indicates that the optimised values themselves are already good enough for prediction, even without the use of dataset training. Therefore, the enhanced prediction was not due to the performance of the GP model but actually the accuracy of parameters obtained from optimisation themselves.

This is valuable and desirable to clinicians interested to improve prediction ability of BGC in diabetes patients. One of the multiple sets of optimised values from the pareto front, alongside those proposed by R&P are shown in Table 9.4.
It can be seen that although there is little difference between optimised values and original ones, the former still produced vast improvements over conventional GP models in terms of the model’s prediction capability. Note that both the upper and lower limits set pre-optimisation were also observed, indicating values lying within the reasonable range. We can confidently say that the values can be used in future research or clinical assessments.

As usual, a comparison from MOGA-NSGP results (RMSE values) to the previous studies is made, depicted in Table 9.5.

<table>
<thead>
<tr>
<th>Work</th>
<th>Model</th>
<th>FIT (%)</th>
<th>RMSE (mmol l⁻¹)</th>
<th>No. of Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gani et al. [49]</td>
<td>AR</td>
<td>n/a</td>
<td>0.7</td>
<td>9</td>
</tr>
<tr>
<td>Finan et al. [88]</td>
<td>ARX</td>
<td>35</td>
<td>2.2</td>
<td>9</td>
</tr>
<tr>
<td>Valletta [9]</td>
<td>ARMAX</td>
<td>31</td>
<td>2.0</td>
<td>22</td>
</tr>
<tr>
<td>Cescon et al.</td>
<td>ARX</td>
<td>n/a</td>
<td>1.9</td>
<td>9</td>
</tr>
<tr>
<td>Cescon et al.</td>
<td>ARMAX</td>
<td>n/a</td>
<td>1.7</td>
<td>9</td>
</tr>
<tr>
<td>Pérez-Gandía et al.</td>
<td>Neural Network</td>
<td>n/a</td>
<td>2.5</td>
<td>9</td>
</tr>
<tr>
<td>Georga et al.</td>
<td>SVM</td>
<td>n/a</td>
<td>1.4</td>
<td>7</td>
</tr>
<tr>
<td>MOGA-NSPM</td>
<td>Phycological-Based Model with GA Optimisation</td>
<td>32.7</td>
<td>1.3</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 9.5: Comparison of MOGA-NSPM to previous studies (one-hour prediction).

This time, MOGA-NSGP managed to surpass tests from all works, even with the one that include physical activity incorporated into the model (Georga et al.). It also shows that the comprehensive literature finally shows the much-awaited improvements, without disregarding the bodily physiology behind.
Table 9.6: Results in various models with Heat Flux and Mets.
Figure 9.12: One-hour BGC prediction of seen data (training data) for subject #7(a), #10(b) and #20(c). (FITS were 49.5 %, 54 % and 55.5%).
Figure 9.13: One-hour BGC prediction for subject #11(a), #18(b) and #23(c).
Figure 9.14: Model Predicted Output of BGC for subject #11(a), #18(b) and #23(c).
9.8 Contribution to the Body of Knowledge

In this chapter, an optimisation-based approach to modelling the BG response is proposed that is shown to improve the predictive capabilities of the original model. In a sense, this chapter presented a refined version of the R&P model that has been designed to predict BG values over a range of different volunteer characteristics rather than the one for an idealised human with synthetic data as originally presented. Physiologically, the parameters of the model have been identified from people with Type 1 diabetes rather than healthy volunteers as in the original work. Further, these parameters have been defined from a cohort of heterogeneous volunteers with a wide range in, for example, age, BMI, duration of diabetes and lifestyle parameters. Thus, the revised model should reflect the underlying system physiology more faithfully and has resulted in improved prediction when used with data from people with Type 1 diabetes.

The optimisation technique employed has been shown to improve the prediction ability by focusing on the parameter values within the model. The combination of non-stationary Gaussian processes multi-objectively tuned to the parameters identified by R&P was directed to improving the FIT measure between volunteers rather than for the training data. GA-ARX model in Chapter 5 with single objective optimisation saw successful refinements made onto the diabetes modelling parameters, but only confined to the same dataset. Indeed, the method provides better result but only for the respective person tested on, and cannot be generalised into a bigger group.

The use of a large-scale compute resource allows sufficient iterations to solve this computational intensive problem such that viable solutions that work for all the volunteers can be found. It is realistic to expect that if the NSGP model parameters has been identified with data from narrower subgroups, such as similar ages, BMI, gender, lifestyle, etc. that these predictions could be improved even further.
Chapter 10: Conclusions and Future Work

A variety of modelling approaches were tested using real free-living data from an open, non-randomised and uncontrolled DUK Study of people with Type 1 diabetes. The research continued from the work of Valletta [9] which studied the relationship between daily energy expenditure and glycaemic control using patient-acquired data in a free-living environment. In this study, the patient-acquired data were used to identify mathematical models for the response of blood glucose to carbohydrate ingestion, insulin administration and physical activity. The work presented here focused on developing a better model from those previously available to predict glucose-insulin dynamics alongside the complex parameters of a physical activity model.

10.1 Conclusion

The first part of this work focused on discovering any hidden and correlated patterns exist within the volunteers’ blood glucose data. A number of investigations were made to allow this objective to be achieved, such as allowing the algorithm to search for a predefined pattern in multiple datasets by concatenating them together. The latter was done to allow a motif search to be made throughout all volunteers’ datasets to see if there were any recurring patterns that might reflect some correlation in lifestyle, eating behaviour, and physical activities. However, this motif search was inconclusive and found either non-related motifs or poor detection in other areas of the datasets. This might have been due, in part, to inaccurate or unreported impulses arising from meals and/or insulin intake.

An optimisation technique, GA-ARX, was employed to improve BGC prediction of a linear time-invariant ARX model, which saw an improvement in intra-patient modelling. The physiological equilibrium point of the body varies over time due to manifold reasons such as changes in insulin preparations, use of other medications and activity levels. Using the GA to regularly update the ARX model, some of these changes can be accounted for and tested against the individual’s datasets. This helps to ensure that the model can follow some of the patients’ current bodily metabolism despite any changes in the glucose-insulin-dynamics. However, to ensure the reliability of the model remains high, GA-ARX must update frequently with a short horizon of prediction.

Empirical Non-Stationary Gaussian Process models were able to describe local blood glucose response to carbohydrate ingestion and insulin administration, as well as the effects from physical activity. Physical activity data did improve the quality of the identified dynamic models although only to a small extent.

Due to the complications devising empirical models, the physiology behind glucose-insulin dynamics in Type 1 Diabetes was further investigated. The modelling of blood glucose dynamics without and with the presence of psychical activity was tested. A new compartmental model derived from R&P [133] but using free-living datasets from people with Type 1 diabetes was tested. Previously, such models have only been evaluated with synthetic data and parameters derived from healthy individuals. It was found that that the model did not perform comparably with this real data prompting further research.

The physical activity sub-model in the R&P model was reconsidered and, using relevant physiological basis, the modelling significantly affected by exercise was able to be improved. The final model, NSPM, was achieved by combining this model to the empirical model non-stationary Gaussian processes, which had shown noteworthy results with the physical activity parameter
added earlier. However, despite the well-founded physiological basis, the NSPM model did not manage to improve BG prediction, having poorer result than the previous NSGP.

With the intention of better PAEE sub-modelling, the R&P model was revisited and the parameters initially derived from healthy individuals was reconsidered. It was thought that this needed modification as a model based on parameters derived from healthy individuals might not reflect the dynamics of someone with Type 1 diabetes – the physiological constants are unlikely to reflect those in the individuals studied. Making use of the multi-objective genetic algorithm, two simple statistical measures were exploited for the objective functions to determine better physiological parameters for prediction. The heterogeneous cohort of Type 1 diabetics’ data were used to drive the MOGA-NSPM model in search for better-suited parameters for the exercise minimal model. The combination of non-stationary Gaussian processes and multi-objectively tuned parameters for physical activity energy expenditure managed to improve the FIT measure between volunteers, thereby allowing intra-patient parameter values to be determined. This was indeed a different model than the GA-ARX model in Chapter 5 with single objective optimisation which saw successful refinements made onto the parameters, but only confined to the same dataset or volunteer.
10.2 Further Work

In general, the methods developed in this work have demonstrated that the result of MOGA-NSPM algorithm shows that the objective of this research was achieved. The combination of several methods that built the model appeared to produce a fruitful result. Some improvements and enhancements are proposed and highlighted as follows:

- Use a more user-friendly supercomputer to refine the models. The multi-objective optimisation method used was computationally expensive and largely time consuming. Some difficulties and limitations were discussed in Section 9.6.2, along with the minimal interface for using the supercomputer. In part, this is due to the university’s facility having to cater for many software applications, apart from Matlab, hence the limited support. Various types of supercomputers have also created various different configurations that at times being troublesome when connected to the Matlab Parallel Computing Toolbox [162]. The use of a cloud-based-supercomputer, like the Amazon EC2 which powers Matlab workers on its own clusters [163], could be a better alternative allowing larger and more complex studies.

- The study data used here was heterogeneous by way of covering a wide range of ages, lifestyles and other volunteer demographics. Collecting free-living data from a more homogenous cohort (similar lifestyle, age, body composition, etc.) may help elucidate the factors contributing to differences in glycaemic control. It would be interesting to see how MOGA-NSPM would work within such a cohort and further investigations into the parameters derived for the PAEE-based model could be made.

- Identify the general model structures for blood glucose dynamics that can be personalised by adjusting parameters which characterise the individual, for example age, total fat mass, insulin sensitivity and cardiorespiratory fitness.

- Predict BG levels from further Type 1 diabetic cohorts using the modified physiological-based-model in Chapter 9 to test the viability of the estimated parameters. This opens the prospect of further studies on an artificial pancreas based on these models combined with model-based controllers.
References


[60] R. Kohavi, “A Study of CrossValidation and Bootstrap for Accuracy Estimation and Model...
References


References


[89] J. P. H. Wilding, “The role of the kidneys in glucose homeostasis in type 2 diabetes: Clinical


[104] E. Snelson and Z. Ghahramani, “Variable noise and dimensionality reduction for sparse Gaussian processes,” in *22nd Conference on Uncertainty in Artificial Intelligence (UAI*


[159] University of Southampton, "The Iridis Computer Cluster.".


Appendix A

Additional information on the Clinical Tests done in the Diabetes UK Study

Microvascular measurements (leg blood flow)

- This will be measured using a non-invasive and painless technique, that have no known effects on skin or muscle:
  Whilst lying flat, an elastic gauge will be placed around your calf and a cuff will be placed around your thigh. In addition two low-intensity laser probes (skin and muscle probe) will be attached to the skin of your calf. Small increases in pressure will then be applied via the cuff and maintained. Each step will last approximately 4 minutes. The cuff will then be rapidly inflated for 3 minutes. The whole process will take no longer than 1 hour.

Measurement of peripheral circulation

- **Ankle / Brachial Pressure Index (ABI)** - is a simple measurement for assessing peripheral macrovascular function (blood flow in legs). Low ABI (<0.9) is an independent predictor of increased cardiovascular disease risk. We want to assess relationships between ABI and other measures such as physical activity levels and fitness. With you rested and lying flat on your back, blood pressure cuffs will be placed bilaterally on your upper arm (brachial pressure) and ankle and then inflated. An ultrasound probe will be placed over your arm and leg arteries in turn. This is a painless and very safe procedure.

Measurement of muscle strength

- **Handgrip strength** - We also wish to examine the relationship between how active you are and how strong your muscles are. We can do this simply by asking you to squeeze a small measuring device that you hold in your hand (a Jamar dynamometer). We will use for the analysis the best score out of the total three measurements from each hand. The Jamar dynamometer is simple to use, accurate, reproducible in its measurements and the most widely used and reported upon devices assessing muscle strength.

Measurement of fitness

- **VO₂ max** - By breathing into a mask while exercising on a treadmill, we can measure the amount of oxygen you breathe in and how much carbon dioxide you breathe out. We will gradually increase the difficulty of the exercise until the maximal oxygen consumption is recorded (VO₂ max). People with type 1 diabetes are usually young and physically active; this will give us an indication of the fitness level of each and every volunteer which we can then relate to their glycaemic control.

Measurement of metabolic rate

- **Indirect calorimetry** - By breathing into a mask while you are lying on a bed we are able to measure how much oxygen you breathe in and how much carbon dioxide you breathe out. From these measurements, we can calculate the respiratory quotient (the ratio of the volume of carbon dioxide produced to the volume of oxygen consumed) and the resting energy expenditure (calories you ‘burn’ up at rest).

Blood test

- The usual blood test which is used to assess various conditions, specifically kidney, liver and thyroid functions, glycated haemoglobin (HbA₁C - gives an indication of the glycaemic control during the last three months) and cholesterol levels (lipid profile).

Measurement of protein excretion
- **Microalbuminuria** - This test measures the levels of albumin (the most abundant protein in the blood plasma) in the urine. Microalbuminuria is a marker of increased risk of cardiovascular and kidney diseases.

**Measurement of body composition**

- **Bioimpedance** – A small current of fixed frequency is passed through the body. The recorded impedance (opposition to flow of current) can be used to estimate the amount of body fat.
- **DEXA Scan** – Uses two X-ray beams of different energy levels which scan the whole body. Depending on the X-ray's absorption, an estimate of the amount of body fat can be obtained.
- **Bod Pod** – Calculates the body volume by measuring the volume of air displaced while the person is sitting inside a comfortable chamber. Using the volume and the mass of the person (measured by an electronic scale), the density can be calculated. This is then used to calculate the proportion of fat and lean mass by using scientifically derived equations.
Appendix B

Guardian® Real-Time Continuous Glucose Monitoring System

The Guardian® Real-Time System continuously measures glucose levels, even while a patient sleeps and displays an updated version every 5 minutes. This information can be downloaded to a computer which can then be used to analyse the daily trends in glucose levels. This system is indicated for use in diabetes patients 18 years and older.

System Components

The Guardian® Real-Time System uses three components, a glucose sensor, a transmitter and a monitor.

Glucose Sensor

- The glucose sensor is a tiny electrode which is worn by the patient for up to 3 days.
- The sensor is easily inserted by patients, caregivers or healthcare professionals under the skin using the Sen-sert®, an automatic insertion device.
- As many as 288 glucose readings are recorded by the sensor each day.

Transmitter

- The transmitter connects to the glucose sensor and attaches to the skin by an adhesive patch (1.5” x 0.8”).
- Using radio frequency, the transmitter sends glucose values from the sensor to the monitor every five minutes.
- The transmitter is small (1.4” x 1.1” x 0.3”), lightweight (less than ¼ of an ounce), ergonomically shaped (won’t pinch with movement) and designed to minimise skin irritation.
- The transmitter is waterproof; hence patients can shower, bathe or swim while wearing both the transmitter and the sensor.

Monitor

- The monitor receives continuous sensor readings from the transmitter and displays glucose values every 5 minutes.
- To calibrate the system, a minimum of two meter measurements are entered into the monitor each day (every 12-hours). A fingerstick measurement is required to confirm high or low sensor values prior to making a self-management decision.
- The monitor should not be exposed to water; however, patients can easily shower or bathe without interrupting their glucose data since the monitor will receive a signal as long as it is within 2 metres of the transmitter.
Monitor

Complete System