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VISUAL CUES: CHANGING HOW PEOPLE PERCEIVE SMART SYSTEMS’
PERFORMANCE

by Pedro Garcia Garcia

In this thesis, we report twelve studies. In more detail, four lab studies and eight
follow-up studies on the crowd-sourcing platform designed to investigate the potential
of visual cues to influence users’ perception of three smart systems: a vacuum robot,
a handwriting recognition and a part-of-speech tagging system. The findings from the
first three studies indicate that physical motion cues can influence people’s perception
of vacuum robots’ performance. The subsequent three studies indicate that indeed
animation cues can influence a participant’s perception of handwriting recognition and
part-of-speech tagging systems’ performance. The subsequent three studies, designed to
try and identify an explanation of this effect, suggest that it is related to the participants’
mental model of the smart system. The last three studies were designed to characterise
the effect more in detail, and they revealed that different detail of animation does not
seem to create substantial differences and that the effect persists even when the system’s
performance decreases, but only when the difference in performance level between the
systems being compared is small. Finally, the last study focused on analysing the effect
of varying the speed of the animation, and we found that the effect persists even the

variation of speed in the animation.
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Chapter 1

Introduction

There is a growing number of smart systems that can automatically perform actions on
behalf of users. Such systems are becoming increasingly widespread for non-specialist
applications, such as in school environments, where the aim is to support teachers in
their task of teaching and managing their classroom activities. Examples of this par-
ticular type of system include: Learning Management System (Cheema et al. (2016)),
smart boards® (the smart board uses touch detection for user input in the same way
as PC input devices allowing users to interact with presentations that are displayed in
whiteboards), and smart tables? (the smart table can track and identify multiple ob-
jects simultaneously when placed on top of its surface and user can interact with the
data and information that are displayed on it). Additionally, more systems are becom-
ing part of the domestic environment to help people in their daily activities, such as
water sprinkling®, smart thermostats? and floor vacuuming and mopping®. Moreover,
as the domestic environment becomes increasingly instrumented with sensors through
the Internet of Things (IoT), it can be expected that these systems will become even
more common. Furthermore, smart systems might even become essential to manage the
wealth of data sensors generate, such as data mining for hierarchical inhabitant model
for controlling a smart environment based on sensor observation (Youngblood and Cook
(2007)), relieving their users of significant cognitive and physical workload involved in
performing their daily activities. Some examples are: ambience-control®, iSmart”, and
vocera® that control the temperature of a room, ambient lighting, appliances’ activation,
security, and hot water through different sensors (i.e. temperature sensors, motion sen-

sors, light intensity sensors, and smoke sensors) that control actuators (i.e. lights, plugs,

"https://education.smarttech.com/en.

Zhttps://smarttech.com/en/support/browse+support/product+index/hardware+products/
smart+table/442i.

Shttp://www.rainbird.com/homeowner/products/systems/32ETI . htm.

‘https://nest.com/.

Shttp://www.irobot.co.uk/home-robots/.
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security cameras, and heaters). In summary, these smart systems have the capacity to

automate or reduce people’s everyday activities decreasing their workload.

While the potential benefits of smart systems are clear, there are open questions around
users’ perception of, understanding, and interaction with such systems (Norman (2013)).
Some studies have shown that some people have problems understanding how smart sys-
tems perform their task or even worse believe that the systems do not perform their task
(Kato et al. (2014)). Kato et al. ran a field study with a to-do list interface for shar-
ing tasks between human and multiple agents including software and robots. In this
study, they found that one participant was concerned that the robot did not perform
its task (i.e. vacuuming the house), even though the robot worked perfectly. This find-
ing suggests that people can perceive that robots do not function properly, regardless
of the fact that the robots actually worked. Other studies have shown that people do
not understand how systems perform their task or the rules the systems follow to fulfil
them (Alan et al. (2016); Forlizzi and DiSalvo (2006); Tullio et al. (2007); Yang and
Newman (2012)). Alan et al. (2016) ran two field studies where two different automat-
ing energy tariff-switching were developed and evaluated. Both systems offered flexible
autonomy”. However, people understood the tariff agent system to be smarter than it
was (the system was not learning over time, but some participants reportedly perceived
it to). Forlizzi and DiSalvo (2006) ran an ethnographic research on the use of Roomba
(vacuum cleaning robot) in the domestic environment. From the interviews they con-
ducted with their participants, they found that participants perceived that the robots
were not smart enough because they did not quickly memorise their environment. How-
ever, Roomba robots do not memorise rooms as people expect, as such, people find it
difficult to understand how Roomba robots navigate through rooms. Moreover, Tullio
et al. (2007) ran a six-week field study to analyse whether intelligibility can help office
workers improve their understanding of how a system predicts their managers’ interrupt-
ibility. They found that people were able to understand the system prediction better,
even if the overarching structure of their mental model stayed stable during the study.
Additionally, Yang and Newman (2012) focused on analysing how people understand
smart systems (i.e. smart thermostat Nest). They ran a diary study to analyse how
people perceive and adapt to the system through the web and their physical interface.
In the interviews that Yang and Newman conducted, they found that sometimes there
are gaps between user’s expectations of the Nest and actual system design. From these
findings, we observe that the lack of understanding of how the systems perform their
task lead people to misunderstand the system. Hence, people perceive that the systems
did not perform well as they expected. As such, as designers, we need to focus on finding

an approach that influences people’s perception of smart systems.

As Yang and Newman (2012) claim, designers need to ensure that users can understand

how their systems work and improve how users perceive them. Hence, they propose that

9Systems will sometimes be required to work entirely autonomously, but will often be controlled by
users.
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systems need to provide information that makes the system intelligible by describing cur-
rent systems’ task. Eslami et al. (2015) showed an implementation of intelligibility as a
feedback. In more detail, Eslami et al. ran a user study with Facebook users to observe
their perceptions of the Facebook News Feed curation algorithm. For the study, the
majority of the users were not aware of the existence of an algorithm to manage the
news they received. Their findings suggest that the people’s satisfaction levels on the
news they received did not increase after they became aware of the algorithm’s pres-
ence and when they understood how the algorithm worked. However, they found that
users interacted more on Facebook and they started to feel more in control of the site.
Moreover, Herlocker et al. (2000) ran a study to understand how and why designers
should implement explanation interfaces for automated collaborative filtering systems.
They found that it is not straightforward to design meaningful explanations that can
explain how the systems fulfil their task because the systems’ complex mathematical
models. Moreover, they found that the explanation they designed was too complex for
non-expert users, while in contrast, expert users understood the explanations. In addi-
tion, Lim and Dey (2011b) ran a study with two context-aware systems (HearMe and
LocateMe). Their results suggest that the impact of explanations on users impressions
depends on the systems’ certainty and behaviour appropriateness. Hence, explanations
are helpful for systems with high certainty, but it is also harmful if the systems’ cer-
tainty is low. As such, they propose that designers should be cautious that systems
are sufficiently certain before they design and implement explanations on context-aware
systems. Additional to these findings, Ehrlich et al. (2011) showed that the implemen-
tation of explanations require time and high cognitive workload for users to understand
the explanations given. Furthermore, these explanations may even lead to lower decision
quality for some users. As such, designers need to find a way to design explanations that
can be understandable for any user. In contrast, another approach to improve people’s
understanding of how smart systems work is information visualisation!?. As Verbert
et al. (2013) claim, researchers have been focusing on the development of algorithms to
improve the accuracy of systems’ rather than support exploration and control by end
users. Hence, they ran a study with a recommender system (TalkExplorer) to analyse
how information visualisation can improve people’s understanding of how the system
generates recommendations. Verbert et al. (2013) implemented TalkExplorer to anal-
yse how people perceived relevance and meaning in the recommendation process. They
found that people value the visualisation as a way to gain insight into systems’ recom-
mendation and they performed better in finding relevant information that helped them
to attend a conference. These findings have demonstrated that the implementation of

explanations is a useful approach for some systems.

There is an inherent tension between making the system’s operation visible to its users

and hiding its complexity (e.g. regarding pattern recognition, artificial intelligence,

Ynformation visualisation is the study of interactive visual representations of numerical and non-
numerical data to reinforce human cognition of smart systems behaviour and performance.
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or machine learning models). Moreover, the design of adequate explanations can be
difficult and requires time, previous knowledge, and effort on behalf of the user to process
and understand the information embedded in the explanations (Ehrlich et al. (2011);
Herlocker et al. (2000); Lim and Dey (2011b)). Furthermore, there is a potential cost
at design time and effort from users. As such, Vermeulen (2010a) proposes a different
approach to explain systems’ decision. In their study, animations were used to show
the process that a system follows when it makes a decision, given how a user interacts
with its inputs (e.g., switch) or sensors (e.g., motion detector). Findings from their
study suggest that participants understood decisions and actions taken by the system
due to the explanations they received. This approach demonstrates that an animation,
as feedback, can help people understand a system’s decisions. However, participants

also found it difficult to track the animation at times, thereby confusing them.

Even though there are studies that have been analysing how to improve people’s under-
standing of how the systems perform their task, there is a research question that needs
to be addressed around how to implement a feedback that can modify the perception
of users without complicating the systems or increasing user’s mental workload. Hoff-
man and Vanunu (2013) focused on analysing how to change people’s perception in an
external event that is related to the system’s task. However, they used a pet-like robot
(Travis) that used motion feedback and physical characteristics to enhance how peo-
ple perceive an external event. In more detail, how people perceive the music that was
played by Travis. These findings are relevant for our research because they demonstrated
the possibility to implement visual feedback to change people’s perception without deliv-
ering any explanations. However, this study opens a new research question: Can visual
cues influence how people perceive smart and autonomous systems’ performance? In
particular, visual feedback that is intrinsic to the system (i.e. part of system function-
ality rather than changing systems’ physical design) or requires small implementations

or modifications that can trigger the visual cues that we want to implement.

In summary, previous studies have demonstrated that the lack of knowledge of how
smart systems perform their task affects how people perceive them. Hence, researchers
have proposed to make systems’ decisions clear and how to perform their task through
meaningful explanations. However, providing explanations require time, high mental
workload or even worse people find it difficult to understand the explanations. Even if
people do not understand how smart systems work or perform their task, designers can
change how people perceive smart systems. Hoffman and Vanunu (2013) have shown that
it is possible to change how people perceive the systems without delivering explanations

and keeping the interaction with the user as simple as possible.

Against this background, in this thesis, we focus on finding an approach that can im-
prove how people perceive smart systems’ performance with the implementation of visual
feedback that is intrinsic to the systems’ task. In more detail, first, we focus on analysing

how visual feedback as a physical motion cues affect how people perceive robots’ system
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performance (i.e. domestic cleaning robots’ task). Additionally, we are looking to anal-
yse different approaches that can show wvisual feedback remotely (e.g. streaming videos
as a visual feedback). As Woods et al. (2006) showed in their study, people were in agree-
ment between live and video-based human-robot interaction trials. In more detail, these
results suggest that people can observe equally a robot in a video as a one physically.
However, we need to analyse if a video implementation can have the same effect on peo-
ple’s perception as seeing the robot working physically. Second, we want to find a visual
feedback that shows motion in screen-based systems (i.e. optical character recognition
and text processing systems) that can have the same effect as a visual feedback that a
robot system can show. However, we need to consider that the implementation of motion
as a visual feedback is not intrinsic to screen-based systems as it is on robot systems, as
such, we need to find an approach that shows motion as a feedback without complicat-
ing the design of such systems. Moreover, we need to understand what characteristics
the visual feedback need to have to change how people perceive the performance of the
systems. From previous studies (Norman (2013); Park and Lee (2010); Tremoulet and
Feldman (2006)), we learned that the characteristics to be analysed in the design could
be: detail of movement displayed, a motion that is human-like, or movement that repre-
sents people’s mental model of how they consider a system perform its task. As Healey
and Enns (1999) claim, people detect rapidly and accurately detect features in objects
that display movement on a screen independent of the total of amount of elements dis-
played. However, we need to analyse whether the details of movement displayed affect
people’s perception. Additionally, Rousseau and Hayes-Roth (1997) and Mateas (1999)
suggest that robots should exhibit naturalistic behaviour and in some cases appropriate
emotions to affect how people perceive them. Moreover, they found that people require
little or no knowledge or effort to understand and interact with the robots. Thus, we
consider that the design of the wvisual feedback requires a human-like motion to influ-
ence people’s perception. Finally, as Norman (2013) suggests, mental models, play a
fundamental role in how people interact with the objects and systems. When people
have an erroneous mental model of the system, they can find difficulties in using such
systems. In contrast, when the mental model is valuable in providing understanding,
people can predict how systems will behave. Hence, we consider that people’s mental
model needs to be discussed in the design to ensure that the design of the visual feedback
can have an influence on people’s perception. All these implementations and designs are
analysed in this research to inform designers how they can affect people’s perception of

the performance of robot and screen-based systems.

1.1 Research Questions

In summary, this thesis attempts to answer the following research question: can wvi-

sual cues influence how people perceive smart and autonomous systems’ performance?
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In particular, the question is assessed through showing physical motion cues for au-
tonomous robots and animation cues for screen-based systems. First, we decomposed
the question how physical motion cues affect how people perceive autonomous robot

systems’ performance in small ones. These questions are:

e Can physical motion cues, which are intrinsic to the systems, influence people’s

perception of the performance of autonomous robots?

e Do physical motion cues are more effective than video-based cues at influencing

how people evaluate an autonomous robot that shows such cues?

e Can video-based cues influence people’s perception of autonomous robot’s perfor-

mance?

These research questions are extensions of how people perceive robot systems after they
receive a visual cue (Hoffman and Vanunu (2013)). Additionally, we focused on under-
standing how animation cues affect how people perceive screen-based systems’ perfor-
mance. Hence, we also focused on answering the following question: what characteristic
(e.g. detail of animation, a motion that is human-like, or movement that represents
people’s mental model of how they consider a system perform its task) these cues need

to have to make a positive influence rather than a negative one? These questions are:

e Can animation cues influence people’s perception to score higher smart system’s

performance?

e Do animation cues have an effect on people’s perception of a smart system’s per-
formance if the animation of the system processing the task is similar to how a

human would process the task?

e Do animation cues have an effect on people’s perception of a smart system’s per-
formance only if the animation is consistent with people’s mental model of how

the system works?

e Can higher detail of animations better influence people’s perception of smart sys-

tems than a lower detail of animations?

e What level of imbalance in the performance level of the system being compared

would “break the illusion” created by the animation cues?

e Does varying the speed of the animations would “break the illusion” created by

the animation cues?

These research questions will help us to propose an effective approach that can help

designers in designing effective visual cues (i.e., physical motion cues and animation
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cues) that will affect how people perceive the performance of robot and screen-based
systems respectively. In the following section, we present our research contributions that
show two studies that talk about the effect we found with the implementation of physical

motion cues in robot systems.

1.2 Research Contributions

This thesis resulted in the following contributions. In more detail, these are the following

research contributions that we present in UbiComp’16:

e We present two lab studies designed to investigate whether showing physical motion
cues, which is showing the process of a system through movement (that is intrinsic
to the system’s task), of a vacuum cleaning robot as it completes its task, affects
how users perceive its performance. Our results suggest that physical presence

does yield higher performance ratings.

e We present findings from one lab study and seven follow-up studies on the crowd-
sourcing platform designed to investigate the potential of animation cues to in-
fluence users’ perception of two smart systems: a handwriting recognition and a
part-of-speech tagging system. Results from the first three studies indicate that
indeed animation cues can influence participant’s perception of both systems’ per-
formance. The subsequent three studies, designed to try and identify an explana-
tion for this effect, suggest that it is related to the participants’ mental model of
the smart system. The last two studies were designed to characterise the effect
more in detail, and they revealed that different amounts of animation do not seem
to create substantial differences and that the effect persists even when the system’s
performance decreases, but only when the difference in performance level between

the systems being compared is small.

The research presented in Chapter 3 was also published in the following full papers at

international conferences:

Pedro Garcia Garcia, Enrico Costanza, Sarvapali D. Ramchurn, and Jhim Kiel
M. Verame. 2016. The potential of physical motion cues: changing people’s
perception of robots’ performance. In Proceedings of the 2016 ACM Interna-
tional Joint Conference on Pervasive and Ubiquitous Computing (UbiComp
'16).

Finally, a journal paper about the work presented in Chapter 4, 5, and 6 is currently

under review:
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Pedro Garcia Garcia, Enrico Costanza, Jhim Kiel M. Verame, Diana Nowacka,
and Sarvapali D. Ramchurn. 2017. Seeing (Movement) is Believing: the Effect
of Motion on Perception of Automatic Systems Performance. In, Human-

Computer Interaction (under review)

1.3 Thesis Structure

The remaining chapters of this thesis are structured as follows:

Chapter 2 — Related Work — The chapter starts by reviewing transparency for the
intelligibility of software and robotic systems, which focuses on delivering meaningful
explanations describing systems’ behaviour. An overview of research related to the
perception of motion in screen-based systems, robots, and interactive artefacts, followed
by a discussion of the perception of robots motion through video and animation. The
chapter concludes with references to cognitive bias to analyse what makes people take

a decision or persuade them.

Chapter 3 — How Physical Motion Cues Change People’s Perception of Vacuum Clean-
ing Robots Systems’ Performance— The chapter presents three laboratory studies that
were designed to test the effect of physical motion cues in robots systems. We used a vac-
uum cleaning robot (Roomba) to implement the physical motion cues that we presented
to our participants. To this end, we compared three conditions: (i) motion condition,
participants saw the robot moving as it docks into its charging station in person, (ii)
video condition participants saw the robot docking through a video-based notification,
and (iii) no-motion participants saw the static robot that has already docked to the

charging station.

Chapter 4 — How Animation Cues Change People’s Perception of HWR and POS
Screen-based Systems’ Performance — This chapter reports one laboratory study and
two crowdsourcing studies to analyse the effect of animation cues in smart systems.
We implemented a Handwriting Recognition system (HWR) and Part-of-Speech tagging
system (POS) to test the effect of animation cues on people’s perception of screen-based

system’s performance.

Chapter 5 — What Makes Animation Cues Affect People’s Perception? — This chapter
summarises three crowdsourcing studies that were designed to address the question
why animation cues influence people’s perception of systems’ performance. We tested
whether the animation designed could be considered as for how a human can perform
the task, or because the animation matches people’s mental model are the reason behind

the effect of animation cues.

Chapter 6 — The Effect of Varying Other Dimensions of the Animation Cues — This

chapter reports three crowdsourcing studies that focus on analysing the varying of other
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dimensions of animation (e.g. amount of details, the number of errors, and speed).
In more detail, the first study focuses on testing how much animation needs to be
shown in all the elements related to the system’s task, for it to have an impact on
how people perceive the performance of screen-based systems. Additionally, the second
study focuses on observing for how long the positive effect of animation cues on people’s
perception persists even the system’s performance starts to degrade. Finally, the third
study analysed whether the varying of animation cues’ speed can be a factor that can

change how people perceive system’s performance.

Chapter 7 — General Discussion and Conclusions — The last chapter summarises and
discusses the main achievements of this thesis. Furthermore, the implications design for
future implementations of physical motion cues and animation cues as visual feedback.

Finally, we also summarise the thesis in this chapter.






Chapter 2

Related Work

Our research aims to analyse how wvisual cues through physical motion in autonomous
robots and animation in screen-based systems can change people’s perception of smart
systems’ performance. To this end, in what follows, we survey prior research that has
studied cognitive biases and how the different framings of information impact people’s
perception. Then, we discuss transparency for the intelligibility of software and robotic
systems; The role of motion in users’ perception of robots, interactive artefacts and

screen-based systems; and perception of robots motion through video and animation.

2.1 Transparency and Intelligibility of Software Systems

Prior research has examined the effect of increased intelligibility on people’s understand-
ing of smart systems. In particular, previous studies have suggested that smart systems
should generate and provide meaningful explanations for systems’ actions, behaviour or
outcomes (Lim et al. (2009); Lyons (2013); Tullio et al. (2007)). For example, Lim et al.
[Ibid.] ran two experiments to analyse the effect of meaningful explanations describing
why and why not a context-aware application behaved in a certain way. Their findings
suggest that users have a better understanding of a system’s behaviour and a higher
feeling of trust in it when it provides explanations. Moreover, Tullio et al. (2007) ran
a six-week field study to analyse whether intelligibility can help office workers improve
their understanding of how a system predicts their managers’ interruptibility. They
found that people were able to understand the system prediction better, even if the
overarching structure of their mental model stayed stable during the study. However,
explanations can also cause information overload, possibly confusing and overwhelm-
ing users (Lim and Dey (2011a); Yang and Newman (2013)). Similarly, another study
investigated Laksa, a context-aware software which used eight question type explana-
tions (e.g. Why, Why Not, What If) to explain its decision to the users (Lim and

11
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Dey (2011a)). To evaluate the software, participants used the software in three situ-
ational dimensions (exploration, fault finding, and social awareness) that allowed the
researchers to observe whether participants do or do not understand software decisions.
They noted that quickly consumable explanations of a system’s output are crucial and
additional, richer explanations should be easily accessible. Lim and Dey [Ibid.] observed
that prior knowledge plays an important role in both understanding of such systems and
also interpreting the explanations given. The lack of previous knowledge can lead people
to misunderstand or misuse a system. Complementing this prior work, our aim is to
understand whether it is possible to change people’s perception of smart systems with-
out increasing their cognitive workload by, for example, providing additional cues (e.g.

through animation) that can expose to users that a smart system is doing work.

Another way of improving system intelligibility is through information visualisation,
which is the use of visual representations of data structures and algorithms to help
people analyse data (Card et al. (1999); Ware (2012)). The concept of information vi-
sualisation is considered a method to make a system understandable without providing
explanations of its process. For example, O’'Donovan et al. (2008) ran a study where
participants interacted with PeerChooser, an interactive visualisation system for collabo-
rative filtering. The system generated a peer-graph which is centred on the current user.
The graph showed a visual representation of their peer group or neighbourhood allowing
participants to manipulate connections with their neighbours. This interaction allowed
participants to visualise recommendations from the system based on their preferences.
Their findings suggest that a visual-interactive approach can improve the accuracy of the
recommendations provided by the system and also enhance user experience (O’Donovan
et al. [Ibid.]). In our case, instead of using interactive visualisations, we explore visuali-
sations of a system’s process through motion (animations) that represents its execution

of a task.

An example of a study that uses motion as a visual feedback to explain a system’s decision
is presented by Vermeulen (2010b). In their study, animations were used to show the
process that a system follows when it makes a decision, given how a user interacts with its
inputs (e.g., switch) or sensors (e.g. motion detector). Findings from their study suggest
that participants understood the decisions and actions taken by the system because of the
explanations they received. This approach demonstrates that animation, as a feedback,
can help people understand decisions made by a system. However, participants also
found it difficult to track the animation at times, thereby confusing them. We build on
this idea and want to explore further how people’s perception changes depending on the

animation.
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2.2 Transparency and Intelligibility of Robots

Robots are part of people’s everyday life in homes and public areas (e.g. in hotels,
trade shows, workplaces, museums) (Schulz et al. (2000)). Therefore, robots should
be transparent about their decisions and actions so that people would feel that they
understand their behaviour (Kim and Hinds (2006)).

In the study by Kim and Hinds [Ibid.], they examined the impact that different levels
of transparency had on people’s judgment of autonomous robots. For the study, they
made use of Pyzxis HelpMate, a robot that can deliver medication in the hospitals. In
particular, the robot provides audible feedback about its status when it malfunctioned.
However, they did not focus on understanding how people perceive the performance of
the robot with the different levels of transparency that the robots provided through
the audio feedback. Their interest was to understand whether users blame themselves,
other users or the system itself in a situation where the robot malfunctions and pro-
vide different levels of transparency through an audible explanation. They found that
transparency allowed participants to attribute responsibility to others rather than the
robot. Boyce et al. (2015) ran an experiment with a simulated autonomous robotic
squad member. They implemented an external interface (screen display) to display the
robots and the different level of transparency of the robots. Their results showed that
increasing transparency could help users understand a robot’s environmental conditions
and status. In contrast to both of these studies, we do not enhance the existing structure
of robots. Instead, we utilise their existing (unaltered) setup as a way to keep the design

of the robots as simple as possible.

2.3 The role of motion in users’ perception of screen-based

systems

Research has looked at how people perceive motion in screen-based systems. Animacy,
as Tremoulet and Feldman (2000) state, is when people perceive an object as being
alive, through the pattern of its movements. They mention that the movement of an
object does not need to be dramatic to show animacy (Fritz Heider (1944); Reeves and
Nass (1996)). As a consequence, people attribute motivations or intention in objects’
movements from the patterns that these objects follow. This means that people can
infer objects’ intentions through their movements (Gao and Scholl (2011); Michotte
(1963); Pantelis and Feldman (2012); Schlottmann and Surian (1999)). This has also
been observed during people’s interaction with physically actuated interfaces such as
helium balloons (Nowacka et al. (2015)). Therefore, through designing the movement, it
is possible to affect how people perceive objects. Michotte (1963) showed in their study

that if two objects are in the same frame and suddenly change their direction, people
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can infer that both objects have a causal interaction. Pantelis and Feldman (2012) ran a
study with multiple objects moving around on a screen. They found that, after watching
multiple objects moving on a screen, people make interpretations of the intention and
behaviour of the objects. Moreover, in their experiment, people were able to distinguish
if an object behaved friendly or hostile when it was moving around other objects. This
body of work makes us believe that - by showing people an animation - they can be
convinced that a system is working on a task. As such, we presume that people perceive
a system that somehow communicates that it is doing work perform better than a system
that hides how it works.

However, it has also been shown that some features of animations can confuse people
and negatively impact people’s perception. These features include but are not lim-
ited to: interaction between multiple objects (Gao et al. (2010)), trajectories that are
too complicated (Dittrich and Lea (1994); Tremoulet and Feldman (2000)), unnatural
movements (Popovié et al. (2003)), or static backgrounds that are too complex (Gelman
et al. (1995)). Hence, it is important to ensure such issues are avoided when providing

feedback about a system’s execution of tasks.

Prior research has also analysed affective qualities of an interface depending on how
the information and motion are presented on a screen (Detenber and Reeves (1996);
Park and Lee (2010)). Park and Lee [Ibid.] ran a study to understand how motion
(i.e. transition effects between objects) influences the affective quality of an interface to
improve user experience. They presented an image viewing interface that allows users
to browse through a set of photos as they shift horizontally from one to another. Their
results show that motion influenced how people rated affective qualities of the interface
(e.g. youthfulness, calmness, and uniqueness). Also related to the effect of animation on
user emotion, Bakhshi et al. (2016) reported that social network users have a tendency
to share content more frequently if it involves animations, compared to content that is
purely static. In contrast to this prior work, our interest lies in observing if motion has

an effect on how people perceive systems’ performance rather than on people’s emotions.

2.4 The role of motion in users’ perception of Robots and

Interactive Artefacts

Prior studies in HCI, HRI, and UbiComp have examined whether people can infer in-
tentionality, emotions or are motivated to interact with robots or artefacts through
visualisation of motion (Bretan et al. (2015); Dragan et al. (2015); Jung et al. (2013a,b);
Mortensen et al. (2012); Nowacka et al. (2015)). Mortensen et al. [Ibid.] run a lab
study with a motorised TV. The aim of the study was to analyse if motion can com-

municate agency related attributes such as social status or likeability. The experiment
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was between-participants; five participants interacted alone with the TV and ten par-
ticipants interacted with the TV in pairs. Their results show that some participant felt
that the motorised TV “liked” them. However, some participants did not like that the
movement of the TV was autonomous. On the other hand, they observed that some
participants felt that the TV was rude to them when it follows only one participant
in the pair condition. In the study by Nowacka et al. (2015), they tested an actuated
helium balloon Diri, which interacted as a social agent. For the study they developed
two systems: Diri #1 was designed to move randomly in the environment, and Diri #2
was autonomously moving around its environment avoiding obstacles. For the study,
they ran a workshop where the participants interacted with the robots. Their results
suggested people try to make sense about the behaviour and movement of autonomous
systems (e.g. avoiding obstacles). Moreover, they found that people associate mechan-
icals systems with animal forms, especially to pets. Additional to these findings, Jung
et al. (2013a) ran an experiment with three prototypes of moving products (water-dock,
assignment box, and recycle-bin). The aim of these interactive artefacts was to conduct
user experience field studies to test the effect of motion in the visceral, behavioural, and
reflective perspectives. They found that people react to the movements of the objects,
making them interact more with the products. Moreover, people found intentions on
products’ movement, and they made sense of anthropomorphic meaning from the move-
ments. These studies aimed to understand which emotions were triggered when people
see artefacts in motion. Furthermore, their results suggest that motion makes people
link artefacts with living beings. Instead, in our study, we use the motion of a robot as

a visual cue to change how people perceive the robot’s performance.

Closer to our work, Hoffman and Vanunu (2013) conducted a study where a pet-like
robot, Travis, was used as a speaker dock and music listening companion. Participants
observed, listened and evaluated songs played by Travis. For some participants, Travis
moved on-beat with the songs played. In contrast, other participants interacted with a
moving Travis, that was off-beat with the songs. The rest of the participants were intro-
duced to a static Travis. Their results showed that participants rated songs significantly
higher when the robot is moving on-beat with the songs than the other two conditions.
Indeed, they pointed out the role of “personal robots as contributors to, and possibly

amplifiers of, people’s evaluation of external events”.

These findings focus on the evaluation of events that are external to the system e.g.
asking people whether they enjoy what they hear, instead of asking them the quality of
the sound produced by the system. In contrast, we focus on how people evaluate auto-
matic systems’ performance. Moreover, they centred their research on pet-like robots.
Instead, we are particularly interested in everyday systems (e.g. systems that are used
in everyday situations such as cleaning robots). However, it would be neither practical
nor feasible to reinvent everyday systems to be anthropomorphic. As such, we focus on

maintaining the simplicity of such systems.
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2.5 Perception of robot motion through video and anima-

tion

Previous studies showed how people perceive robots through their physical movement
that is related to robots’ task (Hoffman and Vanunu (2013)). However, there are other
alternatives to interact with robots, such as videos and animations. Such modalities
allow people to visualise robots remotely without physical interaction with the system.
Takayama et al. (2011) examined people’s perception of virtual animated robots through
a lab study. For the study, the robot covered a variety of activities, such as opening
a room door, delivering a drink, requesting help from a person to plug into an outlet,
and ushering a person into a room. Their results suggest that people are positively
influenced by animations showing the outcome of robot’s task, and more specifically
that they read robot’s behaviour with more certainty. However, while the focus of their
study is on training, we are interested in real-time interaction with robots. Additionally,
while their work is based on virtual animated robots, ours use physical ones. Wainer
et al. (2007) ran a study with participants that interacted in a collaborative task with
an embodiment robot! vs. Non-Embodiment robot (e.g. simulated and video). In more
detail, participants resolve a Towers of Hanoi puzzle following the instructions of the
robots. Their results suggest that people perceive an embodiment robot to be more
helpful and enjoyable in comparison with a non-embodiment robot. However, they did
not analyse whether people perceive that one type of robot works better than the other,

which is instead our key contribution.

2.6 Cognitive Biases

Studies in psychology and behavioural economics have shown that people’s perception
of how well a system or process works can be influenced by different cognitive biases.
For example, Tversky and Kahneman (1985) showed that people could be influenced by
the way outcomes are described to them. In a survey, participants were presented with a
problem and two possible solutions. These two solutions had the same outcome, however,
one emphasised its positive aspects, while the other emphasised the negative aspects.
Results suggest that people had a tendency to choose the solution that emphasised the
positive aspects. As another example, Ariely (2008) ran a study to analyse if the price
on medicine has a placebo effect on people’s perception of how they feel after they
took medication. One group received the medicine with the actual price and a second
group received the medicine with a 10 cents discount (off an original price of $2.50).
The results showed that while almost all participants in the first group experienced
pain relief from the pill, only half of the participants who were given the “discounted

medicine” experienced pain relief. While such studies motivate our work, none of them

'Embodiment requires a coherent physical realisation to persist over time.
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has looked at the whether different framing, through wvisual cues, can also influence

people’s perception of smart systems.

Our interest in using motion as a wisual cue to change people’s perception of system
performance is motivated by a large body of work from cognitive psychology, which
investigated how motion and other sensory cues influence our perception of the world.
In psychology “perception” is defined as the process that people follow to identify, in-
terpret, and understand their environment, with the support of sensory (i.e. physical)
and cognitive cues (referred to as high-level of knowledge) that the nervous system pro-
cesses (Schacter et al. (1978)). Studies have shown that humans can extract high-level
information from very basic motion cues (Johansson (1973)). However, in some cases,
physical cues are insufficient for the brain to interpret the environment. Hence, the brain
uses existing knowledge as a way to make sense of sensory signals (e.g. sight) (Richard
(1998)).

Our perception of the world is sometimes influenced by more than one sensory channel.
For example, McGurk and MacDonald (1976) demonstrated that both sound and vision
influence speech perception. Vines et al. (2006) reported a study where participants
rated how much they liked audiovisual clips of clarinettists, to investigate how differ-
ent visual cues affect people’s evaluation of the musicians’ performance. They found
that participants gave a lower score to a clarinettist who did not move compared to a
clarinettist with more expressive body motion. This result suggests that an appropriate
visual cue can improve people’s evaluation of something that is not visual. Building
on such a corpus, we set out to explore whether motion can be leveraged to influence

people’s perception of smart systems.

2.7 Summary

Having analysed the various existing frameworks in detail in the previous sections, we
now proceed to present a summary that highlights what has been archived in the field of
transparency and intelligibility of smart systems, how users perceive the motion of smart
systems, and cognitive bias. In this way, we aim to identify and propose a modality that

can affect users’ perception of smart systems.

In summary, previous studies have shown that people’s perception of how the systems
perform their task can be affected because of the lack of knowledge that they have about
systems’ behaviour. Thus, researchers have proposed that automatic system should
generate and provide meaningful explanations for systems’ actions and behaviour (Lim
et al. (2009); Lyons (2013); Tullio et al. (2007)). However, researchers have noted that
prior knowledge plays a major role in supporting people’s understanding of how the
systems work and also interpreting the explanations that the systems generate (Lim and
Dey (2011a)).
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Against this background, Vermeulen (2010b) showed that the implementation of motion
as a visual feedback to explain systems’ decision is an approach that can support users’
understanding of how systems perform their task. In particular, Vermeulen proposes an
animation that showed the process that a system follows when it makes a decision. How-
ever, users can find difficult to follow the animation at times, thereby confusing them.
We are building on this idea and want to explore further how visual cues (animation
cues and physical motion cues) as a feedback affect people’s perception rather than use
visual feedback to explain system’s decision. Hence, we focused on analysing the role of

motion in users’ perception of smart systems.

Building on this prior work, Hoffman and Vanunu (2013) have shown that it is possible to
change how people perceive the systems without delivering explanations and keeping the
interaction with the user as simple as possible. In more detail, they found that people
rated significantly higher a robot system’s outcome when this one shows movement
while is performing its task (i.e. movement is not related to main robot task). However,
our focus is on how people perceive the performance of smart systems (e.g. robot and
screen-based systems). Additionally, we are particularly interested in everyday systems
(e.g. systems that are used in everyday situations such as cleaning robots). Hence,
we focus on keeping the simplicity of the systems, such as, using robots’ movement or

implementing small animations that represent systems’ task for screen-based systems.

In addition, we consider that the implementation of visual cues as feedback can influ-
ence people’s decision-making. As such, we found different studies in psychology and
behavioural economics that have shown how people’s decision can be influenced by dif-
ferent cognitive biases (Ariely (2008); Tversky and Kahneman (1985)). However, none
of them has analysed whether visual cues, can also affect people’s perception of smart

systems.



Chapter 3

How Physical Motion Cues
Change People’s Perception of
Vacuum Cleaning Robots

Systems’ Performance

We designed three studies to observe the effect of physical motion cues on people’s
perception of vacuum cleaning robots systems’ performance. To this end, we used a
Roomba robot to test how people react once they observe briefly a robot system docking
(i.e. robot moving to its base station). In the following chapter, we explain the design
of the three studies we conducted to address our first three research questions. In more
detail, Study 1 (N=16) was designed to address the question “ Can physical motion cues,
which are intrinsic to the systems, influence people’s perception of the performance of
autonomous robots?”. In addition, Study 2 (N=16) was designed to address the research
question “Do physical motion cues are more effective than video-based cues at influencing
how people evaluate an autonomous robot that shows such cues?”. Furthermore, we
designed Study 3 (N=16) to address the third research question “Can video-based cues
influence people’s perception of autonomous robot’s performance?”. Finally, we present

and discuss our findings to understand their implication for design.

3.1 Study 1 — Physical motion cues vs. no-motion

We selected the Roomba robot because it is an off-the-shelf product designed for every-
day domestic use. The aim of using this robot was to help us to analyse whether physical
motion cues, which are intrinsic to the system, can influence people’s perception of the

performance of autonomous robots.
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Figure 3.1: Picture of one room where the Roombas worked in their task.

3.1.1 Method

3.1.1.1 Study Design

In our first study, a fully counterbalanced, a within-participants design was used to com-
pare the effect of physical motion cues and its absence on the same set of participants.
Participants evaluated and compared the performance of two Roomba robots in vacu-
uming the carpets in two rooms where each robot was located. Two conditions were
defined in our study: no-motion and motion condition. In more detail, for the motion
condition, the robot showed movement. This movement is the physical motion cue at the
centre of our study. In practical terms, the motion condition was implemented through
a Wizard of Oz approach whereby an experimenter activated the robot seconds before

participants arrived.

Additionally, we designed a consensus-oriented reward system to try and ensure that
participants would provide a significant and thoughtful evaluation when they choose
which system they considered to have the best performance. We told the participants
that the majority who selected the system to has the best performance they will be
rewarded at the end of the study with a £10 voucher. Moreover, external validity was
a key factor. Therefore, we were particularly careful in keeping a number of variables
that could affect participants’ perception of the performances of the Roombas constant.

These variables were determined through pilot studies:

e Cleanliness of carpets: The Roombas did not actually clean the carpets during the

study.

e Robot’s environment: The rooms used in the study were similar to maintain the
same conditions (see Figure 3.1). Moreover, the robots were switched between the

two rooms to maintain a fully counterbalanced study design.

e Roomba task completion time: Both of the Roombas were simulated to vacuum

the room in 10 minutes and were working simultaneously.
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e Robot’s model: The robots that we used for the study was iRobot Roomba 500

for both conditions.

e Evaluation time: Participants were allowed only 15 seconds evaluating the carpets
in each room (avoiding that participants spent more time in one room than the
other).

3.1.1.2 Participants

A total of 16 participants (12 female, 4 male) took part in the study, and 15 of these were
members of the University: PhD and Masters students, none of which had a technical
background (e.g., not from Computer Science or Engineering). One participant was a
homemaker. The ages of these participants ranged from 24 to 53 years old (M = 32.00,
SD = 7.46).

3.1.1.3 Equipment

The study was run in a lab environment, where two iRobot Roomba 500 were installed
in two similar rooms. We developed a web page to display the evaluation questionnaire

1

and a puzzle game" in a 13” laptop.

3.1.1.4 Procedure

At the beginning of each study, participants were told that the task was to compare two
different algorithms implemented on each of the two robots. After this introduction,
participants were asked to visit two rooms and were given a questionnaire asking them
to evaluate on a 5-point Likert scale the cleanliness of the carpet (from “1 - dirty”
to “5 - clean without any chance to improve”). They were then asked to move to a
different room to wait until the Roombas finished vacuuming the carpets. Participants
were explained that they had to wait in a different room because the algorithms were
still work-in-progress so we did not want their judgement to be influenced by the robots’
trajectories. Figure 3.2 shows the layout of the room. As we mentioned in the subsection
study design, two conditions were designed for the study. In more detail, in the motion
condition (the ‘treatment’ condition) participants saw the robot moving as it docked in
its charging base, having completed its cleaning duties. Half of the participants saw first
the robot in the motion condition, vice versa for the other half. Moreover, the rooms
and the robots were also alternated: half of the participants saw the robot in the motion
condition in Room A and the other half saw the robot for the same condition in Room

B. The first robot participants saw was referred to as simply ‘robot A’, and the other

"ttp://www.kongregate . com/games/Gibton/blocks.
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Figure 3.2: This figure shows a layout of the rooms where we conducted the
first study.

one ‘robot B’, regardless of the condition (so that the naming would not influence the

results).

While participants were waiting, they were asked to play the puzzle game that we chose
for them to keep participants busy while they waited for the robot to finish. When
the two robots had completed their tasks, participants received a text-based notification
shown on the laptop indicating that they could go and evaluate the performance of the
Roombas. After receiving the notification, participants visited both rooms one after
the other. As described above, in one room they found that the Roomba has already
docked, while in the other room they saw the Roomba docking. After participants had
seen the robot docking, we told them that the robot’s action of docking was not related
to the robot’s task of cleaning the carpet. As such, they were allowed to see this part

of the robot’s process.

After visiting each room, they were asked to continue the questionnaire and evaluate
whether there is an improvement in the cleanliness of the carpet on a 5-point Likert scale
(from “stayed the same, did not have an improvement” to “better than before”). The
post-task question was phrased differently from the pre-task questions, so the answers
cannot be directly compared. Once they evaluated both rooms, participants were asked
to compare the performance of the Roombas. Participants were asked which of the
Roombas they thought most people would select the one with the best performance
(including the option that both Roombas performed at the same level). This question
was the one we designed for the consensus-oriented reward system. To check whether
participants subjective judgement of the Roombas differed from what they expected the
majority of people to choose. After they answered the first question participants were
presented with a second question, asking them which robot they consider to be the one

with the best performance, regardless of other people’s opinion, and the reward. Indeed,
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this second question (referred later as a non-reward-based question) had no effect on the

reward received by the participants.

3.1.2 Results
3.1.2.1 Selection of robot with the best performance.

For the reward-based question, 15 out of the 16 participants selected the moving robot
(motion condition) as the one with the best performance. The remaining participant
selected the robot in the no-motion condition as the best performing one, while nobody
indicated that the robots had the same level of performance. For the non-reward-based
question, only one participant expressed a different opinion from that of the previous
question, saying that both robots had the same performance. In total, 14 participants
considered the moving robot as the better performing robot when answering the non-

reward-based question. These results are illustrated in Figure 3.3.

3.1.2.2 Evaluation of the cleanliness of the carpets.

A Mann-Whitney Test revealed a statistically significant effect (U = 67.50,p < .05, =
A1) of the motion on the rating of how clean the rooms were after the operations of the
robots. The room was rated on average as cleaner in the motion condition (mdn = 2.5)
than in the no-motion condition (mdn = 1.5). Figure 3.4 shows participant’s evaluation
of the cleanliness of carpets. No statistically significant differences were found in the
ratings of how clean the rooms were before the operations of the robots between the

conditions.
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Figure 3.3: Selection of the participants for preferring a Roomba for the reward-
based question and non-reward-based question in Study 1. Number of partici-
pants on the y-axis.
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Figure 3.4: Likert-scale of participants’ evaluation of the cleanliness of carpets
for the motion and no-motion conditions. Number of participants on the y-axis.

3.1.2.3 Discussion

The results of Study 1 confirm that physical motion cues can change people’s percep-
tion of how they perceive autonomous robots’ performance. The data shows clearly
that motion cues change how people perceive such systems: all except two participants
agreed that the robot in the motion condition was the one with the best performance.
All except 1 declared that they thought most people would consider the moving robot
like the one with the best performance. This finding is further confirmed by how the
participants rated the performance of the robots through the Likert scales. In the mo-
tion condition, the room was rated as cleaner than in the mo-motion condition, after
the robots’ operations. As expected, no differences were found on the rating of the
rooms before the robots’ operations. These results show that motion can be used to
change people’s perception in the performances of autonomous robots, even in the case
of systems that are not anthropomorphic, extending what was previously reported in
the literature (Hoffman and Vanunu (2013)).

These results open up a new question, Do physical motion cues are more effective than
video-based cues at influencing how people evaluate an autonomous robot that shows
such cues? As such, we designed a second study to analyse whether a video feed has a

higher or equal effect as physical motion cue.

3.2 Study 2 — Physical motion cues vs. video-based cues

The results from the first study clearly show that seeing a robot moving had an effect

on our participants’ perception of its performance. However, it should be noted that the
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movement was seen in person. Do physical motion cues are more effective than video-
based cues at influencing how people evaluate an autonomous robot that shows such
cues? Indeed, there might be situations in which users are unable to see the movement
of a robot directly. To answer this question, we designed a second study to compare how
people perceive the performance of a Roomba when people watch a video of it docking
in comparison to watching a Roomba docking in person. As such, we want to analyse
whether physical motion cues are more effective than video-based cues at influencing

how people evaluate an autonomous robot that shows such cues.

3.2.1 Method
3.2.1.1 Study Design

The design of Study 2 is the same as Study 1, except that the video condition replaced the
no-motion condition. In the video condition, the notification that participants received
when the robot completed its task included a video of the robot docking, which the
participants saw. Video condition is similar to the motion condition but mediated over
video, rather than physically observed in the same environment. This notification was

named as video-based notification for further identification.

3.2.1.2 Participants

A total of 16 participants (10 male, 6 female) took part in the study, and all of them
were members of the University: undergraduate and postgraduate students, including
a wide range of disciplines, from Computer Science to English literature, to Mechanics,
to Economics and Psychology. The ages of the participants ranged from 19 to 37 years
old (M = 22.00, SD = 4.39).

3.2.1.3 Equipment

The equipment used in this study was the same as Study 1. We used a 13” laptop to
display the same web page we designed for the Study. However, we added a video-based
notification instead of the text-based notification for the video condition we used for this

study.

3.2.1.4 Procedure

The procedure of this second study was similar to Study 1. However, this study differs
that instead of implementing the no-motion condition, we implemented a video condition

to test our second research question. In this new condition, a video of a Roomba docking
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Figure 3.5: Selection of the participants for preferring a Roomba for the reward-
based question and non-reward-based question in Study 2. Number of partici-
pants on the y-axis.

was displayed on the laptop computer where the participants played the video game (cfr
Study 1), and this served as a notification of this Roomba having completed its operation,
rather than the text-based notification. It is worth emphasising that after watching
the video participants inspected the room in person. Furthermore, the notifications
were shown separately, and each of them was shown to the participants right before
they visited the corresponding rooms. This was done to help participants link the
notifications to the correct Roombas. For practicality, the video was a pre-recorded clip,
but it was presented to participants as a live feed from the room (the two rooms had no
external windows, making such mockup realistic). Moreover, the video was recorded in

low resolution (VGA) to avoid details that can change people’s perception.

We included some new questions in the final questionnaire. In addition to the reward-
based and non-reward-based questions, participants were also asked why they think one
Roomba performed better than the other, in order for us to understand the motivation
behind their choice. Moreover, they were asked whether they would prefer watching a
video of the Roomba working or watching the Roomba physically finishing its task and
why.

3.2.2 Results
3.2.2.1 Selection of Roomba robot with the best performance.
In total 13 of the 16 participants considered that the Roomba in the motion condition

provided a better performance. The remaining three participants indicated that the

Roomba in the video condition performed the best, while nobody suggested that both
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robots had the same performance. All participants gave the same answer to the reward-
based and the non-reward-based questions, i.e. they all believed their answer would be

the most popular one. These results are illustrated in Figure 3.5.

3.2.2.2 Reasons for choosing one Roomba over the other.

The responses to the question about why participants selected a particular Roomba as
the one performing the best were summarised through thematic analysis (Braun and
Clarke (2006)). Each response was associated with one or two themes, with five themes
used in total: details, relative, generic, room features, and clean already. Figure 3.6
illustrates the frequencies of these themes for those who preferred the motion condition
and those who preferred the video condition. The theme details was associated with
responses which referred to specific issues in the room, such as “crumbs which lie close
to chair legs” and “coffee stains.” The theme relative was used when the responses
referred to the comparison of how clean the room was before and after the operation of
the robots, such as: “Found the room cleaned by Roomba A much cleaner than it was
initially” and “biggest change in cleanness”. Comments categorised as generic included
“cleaned the room better” and “The carpet of room B was cleaner than room A”.
The theme room features was used when participants referred to the influence of room
features on the performances of the robots, such as “fewer corners for Roomba to have
difficulty with” and “It seemed to clean tighter spaces better”. Finally, one participant
stated that the room was clean to start with (“Because the Room B is clean already so
it is hard to evaluate the Roomba B performance”) so this response was categorised as

clean already.

Study 2
Reason to preferring a Roomba
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Figure 3.6: Reasons expressed by participants for preferring one Roomba over
the other in Study 2.
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Figure 3.7: Likert-scale of participants’ evaluation of the cleanliness of carpets
for the motion and video conditions. Number of participants on the y-axis.

3.2.2.3 Evaluation of the cleanliness of the carpets.

A Mann-Whitney Test revealed a statistically significant effect (U = 70,p < .05,r =
.39) of motion and video on the rating of how clean the rooms were after the robots’
operations. The room was rated on average as cleaner in the motion condition (mdn = 3)
than in the video condition (mdn = 2). Figure 3.7 shows participant’s evaluation of the
cleanliness of carpets. No statistically significant differences were found in the ratings

of how clean the rooms were before the robots’ operations between the conditions.

3.2.2.4 Modality preference.

Ten participants preferred the video overseeing the robot physically move; four partici-
pants preferred seeing the robot in person; while the remaining two participants did not

have a preference for how they see the robot. Figure 3.8 shows participants’ preference.

3.2.2.5 Reason for preferring a modality.

The responses to the question about why participants selected one modality over the
other were summarised through thematic analysis. Each response was associated with
one theme, with six themes used in total: better understanding, convenience, emotional,
generic, reliable and subjective. Figure 3.9 illustrates the frequencies of these themes.
An example in the theme better understanding included “I can understand which part
of the room has been cleaned”. The theme convenience included “I do not have to be

there until the end”, “Can observe the room situation remotely”, and “This will save
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our time while we are doing some other work during the time Roomba was doing its task
[...]”. Comments categorised as emotional included “fun” and “[...] physical presence
has a more personal effect”. Comments in the generic theme included “You can see the
Roomba working physically, and the video is helpful” and “Able to see the functionality
of the Roombas”. An example comment in theme reliable included “On the video you
cannot see what is happening”. Finally, the theme subjective included “I am personally

a visual person, so it illustrates it much better...”.

3.2.3 Discussion

The results of Study 2 suggest that seeing the robot motion in person influences people’s
perception on autonomous robots, compared to seeing it through video. All except three
participants agreed that the robot in the motion condition was the one with the best
performance. This finding confirms that Physical motion cues are more effective than
video-based cues at influencing how people evaluate an autonomous robot that shows
such cues. Our participants’ rating of the cleanliness of the rooms further confirm such
result: in the motion condition, the carpet’s cleanliness was rated higher than in the

video condition, after the robot’s operations.

The qualitative data about why participants selected one specific robot like the one
performing better provide further evidence of the effect of the two different notifications
and their potential to influence people’s perception of the robots. As illustrated in Figure
3.6, participants provided generic answers to this question only in three instances. In
contrast, in the majority of cases, our participants’ answers included specific and tangible
reasons to support their choice, despite the fact that the Roombas did not actually clean

either of the two rooms.

Study 2
Selection of the modality participants prefer
T
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Figure 3.8: Selection of the participants for preferring one modality over the
other in Study 1. Number of participants on the y-axis.
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Figure 3.9: Reasons expressed by participants for preferring one notification
modality over the other in Study 2.

Even though the performance ratings clearly indicate the motion condition as the most
successful one, when participants were asked about their general preference regarding
the notification style most of them chose the video. These results are an extension of
Takayama et al. (2011) findings, they found that people enjoy more a virtual robot
than a physical. The most frequent reasons to support this choice was convenience.
Such contrast between performance ratings and general preference seems to suggest
that participants were not aware of the bias that the motion condition caused on their
performance rating. It should also be noted that while the performance rating was
related to a financial incentive, the question about general preference was not. Therefore

it is also possible that participants answered the latter more casually.

3.3 Study 3 — video-based cues vs. no-motion

From the first and second study, we learned that robot motion has an impact on peoples
perception when experienced in person. However, the findings of Study 2 opened a new
research question, Can wvideo-based cues influence people’s perception of autonomous
robot’s performance? To answer this question, we designed a third study to compare

whether video feed has an impact on people’s perception.

3.3.1 Method
3.3.1.1 Study Design

The design of Study 3 is a combination of conditions from Study 1 and 2. We compared

video condition vs. no-motion condition. With this new configuration of conditions,
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participants received text-based notifications and wvideo-based notifications.

3.3.1.2 Participants

A total of 16 participants (6 male,10 female) took part in the study, and all of them
were members of the University: undergraduate and postgraduate students, including
a wide range, from Computer Science to Medicine, to Mechanics, and Psychology. The
ages of the participants ranged from 22 to 32 years old (M = 26.31,SD = 2.91).

3.3.1.3 Equipment

The equipment used in this study was similar to Study 2; participants received the
video-based notification and text-based notification on the web page we already design

to be shown on the 13” laptop.

3.3.1.4 Procedure

For this study, we follow the same procedure as Study 2. The first part of the study was
similar to Study 2. However, participants after the waiting time half of them received
first the video-based notification, vice versa for the other half. Furthermore, the rooms
and the robots were also alternated: half of the participants saw the robot in the video
condition in Room A, and the other half saw the robot for the same condition in Room B.
Moreover, in addition to the reward-based and non-reward-based questions, participants

were asked whether they would like to receive video-based notifications and why.

3.3.2 Results
3.3.2.1 Selection of Roomba robot with the best performance.

In total 6 of the 16 participants considered that the Roomba in the video condition was
the best one. Other 6 participants preferred the no-motion condition. The remaining
4 participants stated that both robots had the same performance. For the non-reward-
based question, only one participant changed his answer from no-motion condition to

both robots. These results are illustrated in Figure 3.10.

3.3.2.2 Reasons for choosing one Roomba over the other.

The responses to the question about why participants selected a particular Roomba as

the one performing the best were summarised through thematic analysis. Each response
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Study 3
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Figure 3.10: Selection of the participants for preferring a Roomba for the reward-
based question and non-reward-based question in Study 3. Number of partici-
pants on the y-axis.

was associated with one or two themes, with six themes used in total: details, relative,
generic, room features, similar performance and clean already. Figure 3.11 illustrates
the frequencies of these themes for those who preferred the no-motion condition or video
condition and those who preferred both conditions. The theme details was associated
with responses which referred to specific issues in the room, such as “[...] cleaned the

three particles I saw during the first inspection.”

and “there was a piece of hair that was
not taken away by Roomba.” The theme relative was used when the responses referred to
the comparison of how clean the room was before and after the operation of the robots,
such as: “The condition in room one has been improved.” and “Did not notice any
improvement in Roomba B [...]”. Comments categorised as generic included “The room
seem cleaner than with the other one.” and “I felt the room was cleaner.” The theme
room features was used when participants referred to the influence of room features on
the performances of the robots, such as “Because the cables in room A are lying on the
floor.” The theme similar performance was used when participants comment that both
conditions have the same performance, such as “Both had the same performance. I did
not notice a difference between them.” and “I did the checking physically by touching
and hitting the carpet just to see if there is dust floating around in the air. Surprisingly,
both Roombas performed equally good.” Finally, one participant stated that the room
was clean to start with (“there was not much to clean”), so this response was categorised

as clean already.

3.3.2.3 Evaluation of the Cleanliness of the carpets.

A Mann-Whitney Test revealed no statistically significant effect of no-motion and video

on the rating of how clean the rooms were after the robots’ operations. Figure 3.12
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shows participant’s evaluation of the cleanliness of carpets. No statistically significant
differences were found in the ratings of how clean the rooms were before the robots’

operations between the conditions.

3.3.2.4 Video-based notification preference.

Fifteen participants stated that they would like to have a video-based notification. How-

ever, one participant suggested that a text-based notification is enough as a feedback.

3.3.2.5 Reason for preferring a video-based notification.

The responses to the question about why they would like a video-based notification as a
feedback were summarised through different themes. Each response was associated with
one theme, with three themes used in total: convenience, emotional, and reliance. Figure
3.13 illustrates the frequencies of these themes. Comments categorised as convenience
included “It is easier for people to notice the work has been done.” and “I could see how
the Roomba was working”. Only one participant claimed that text-based notification
is enough “the video is not necessary, the text message would be enough for me.”,
This comment was categorised in the same code as previous one. The theme emotional
included “Looks more interesting and made the product look great quality.” and “I

b

liked it was live.” Finally, the reliance code included “Give a feeling that the robot is

working!!!"” and “I believe the Roomba really finished cleaning”.

Study 3
. Reason to preferring a Roomba
T T T T T

[l Video

I8 No-motion

[IBoth robots| |
8
c -
<
o
S
€
I
Q i
kS
o}
o]
IS |
3
z

1 . 1
detail relative generic similar room clean
performance features already

Figure 3.11: Reasons expressed by participants for preferring one Roomba over
the other in Study 3.
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Figure 3.12: Likert-scale of participants’ evaluation of the cleanliness of carpets
for the video and no-motion conditions. Number of participants on the y-axis.

3.3.3 Discussion

The results of Study 3 did not yield a significant difference between the video and the
no-motion condition. Participants’ opinions were divided, almost exactly evenly, across
the three options: some considered the robot that they saw moving in the video as
performing better, some considered the robot they did not see moving as performing
better, while others contemplated the performance of the two robots to be the same.
These results suggest that video-based cues do not have a significant effect on people’s
perception. Furthermore, the qualitative findings suggest that in this study some partic-
ipants noticed that the robots did not clean the carpets, as they stated that the rooms’

cleanliness stayed the same after Roombas’ operation.

Even though the video notification did not influence participants’ perception of the
robots’ performance in a clear way, this notification modality was almost unanimously
selected as the preferred one. This preference was justified through a variety of reasons,
as summarised in Figure 3.13. These results suggest that video-based notifications for
autonomous systems may have some advantages, but does not lead users to perceive the

system to perform better.

3.4 Summary

In this chapter, we found that physical motion cues can affect how people perceive au-

tonomous robots’ performance. In more detail, Study 1 (N=16) results have confirmed
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this finding by how participants rated higher autonomous robot’s performance in com-
parison to a robot that did not show any physical motion feedback. These results extend

what was previously reported by Hoffman and Vanunu (2013).

Additionally, Study 2 (N=16) findings support that physical motion cues influence peo-
ple’s perception of autonomous robots, compared to video-based cues. In more detail,
physical motion is needed to see and effect on how people perceive system’s performance,
and that video-based cues instead is not enough. However, we found that people prefer
to have a video-based notification rather than see the robot physically. However, the
implementation of a video-based notification requires additional implementation of a
webcam that can track robot’s movement. In contrast, people’s evaluation was higher
for the robot that showed physical motion cue. These results suggest that participants
were not aware of the bias that the physical motion cues caused on their performance

rating.

Finally, in Study 3 (N=16), we compared video-based cues against a robot that did
not show movement. These results suggest both conditions have the same effect on how
people perceive autonomous robots’ performance. Additionally, we observed that people
still prefer to have a video-based notification as a feedback. In summary, the results of
the three studies suggest that physical motion cues as a feedback affect how people
perceive autonomous systems’ performance. In particular, seeing the robot moving as it
finishes its operation in person led our participants to rate its performance higher than

not seeing any motion, or seeing the same motion over video.
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Figure 3.13: Reasons expressed by participants for preferring a video-based no-
tification in Study 3.






Chapter 4

How Animation Cues Change
People’s Perception of HWR and
POS Screen-based Systems’

Performance

As we observed that motion could influence the perception of the performance of robots,
we set out to assess the potential for animation cues to affect users’ perception of the
performance of smart systems. We consider this investigation as an attempt to generalise
the results found in Chapter 3, where we observed that motion could influence the per-
ception of the performance of vacuum cleaning robots. As an extension of these findings,
we designed three studies to address our the fourth research question “Can animation
cues influence people’s perception to score higher smart system’s performance?”. Hence,
Study 4 (N=16) and Study 6 (N=16) were designed to analyse whether animation cues
also has a positive effect on people’s perception of the performance of handwriting recog-
nition and part-of-speech systems respectively. Moreover, Study 5 (N=16) and Study 6
were designed to test this effect in a non-controlled environment to analyse whether the
effect can be observed outside a lab environment. In more detail, we ran our Studies 5

and 6 in the crowdsourcing platform Amazon Mechanical Turk.

4.1 Study 4 — Animation cues vs. no-animation (HWR
system), Lab Study

We designed a lab study involving a relatively simple graphic animation, somewhat
related to the system operation. We chose an HWR system, a system that recognises

handwritten text and converts it to electronic text (or e-text / typed text), because this

37
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is a common task that many people can relate to, at least conceptually, and it also can
be simulated easily (Verame et al. (2016)). Moreover, we chose to use text in Filipino, a
language that most users would be unlikely to know, to mimic the likely circumstances of
casual users not being familiar with the kind of data handled by the system. In this way,
rather simply checking the system output for typos, users are required to compare the

input and the output looking for differences, a task that is more attention demanding.

4.1.1 Method
4.1.1.1 Study Design

A fully counterbalanced, a within-participants design was used, where participants were
asked to evaluate and compare the performance of two HWR systems, each correspond-
ing to an experimental condition: animation and no-animation. Both systems were
based on the same graphical user interface, illustrated in Figure 4.1. On the left-hand
side of the screen, a scan of a page of handwritten text in Filipino (system’s input) is
displayed, while on the right-hand side the typed text (system’s output) is shown. In
both cases, the interface screen was preceded by a ‘loading’ screen, showing just a text
that the system was processing its task for 10 seconds, reinforcing the idea that the
system was doing something in the background. In the no-animation condition, the
system presented the result immediately after the loading screen, and no motion cues
were displayed. In the animation condition, after the loading screen, an animation was
shown: on the last two lines of the input words were highlighted one by one, with a
delay of a few hundred milliseconds; as each handwritten word was highlighted, the cor-
responding word on the output appeared. The first word highlighted by the animation
was the word “naging”, for more detail see Figure 4.1. By highlighting the words one
by one, our intention was to give users an impression of how an algorithm may process

the input datal.

External validity was a key factor in this study. Therefore both HWR systems showed
the same handwritten text, and both systems involved the same number of errors (four
mistakes per paragraph, resulting in a total of eight mistakes across two paragraphs). In
the last two sentences (the ones highlighted by the animation) both systems presented
one error. Additionally, a consensus-oriented reward mechanism was adopted to try and
ensure that participants would provide a meaningful and thoughtful evaluation when
they choose which system they considered to have the best performance. Participants
were told that if they select the system which the majority identified as the one with
the best performance, they will be rewarded with a £10 voucher at the end of the

experiment. This question is later referred to as the reward-based question.

"https://vimeo.com/183480644.
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4.1.1.2 Participants

A total of 16 participants (10 male, 6 female) took part in the study, and all of them
were students: undergraduate and postgraduate, from a wide range of backgrounds, from
Computer Science to Mechanics, Psychology and Design. Participants were recruited
through adverts posted on university social network groups. The age of participants
ranged from 18 to 24 years old (M= 20.68, SD=1.70).

4.1.1.3 Equipment

The study was run in a room at a university, where each participant sat with the
investigator. The interfaces and the questionnaire were implemented as a simple Web
application, using HTML5 and Python with the Django framework. The application
was displayed on a 13” laptop and served from the same computer each time. The

animation was a GIF image.

4.1.1.4 Procedure

At the beginning of the study, participants received written instructions asking them
to evaluate and compare the performance of the two HWR systems. The two systems
were presented one at a time, in sequence: half of the participants first experienced the
animation condition, while the other half first experienced the no-animation condition.
In each condition the system was shown to participants for two minutes, so they had a
limited time to compare input and output. After the participants had seen both systems,
they were asked to fill in a questionnaire to evaluate their performance. Participants
were first asked to rate the individual performance of each system on a 5-point Likert

scale. They were then asked to select which of the systems they believe the majority of

Please check how good the transcription is.

—— Handwriting Text = — [-Text =
Inogtura_din_ng_pagsasaka.. Nagtayo s Rizal ng
{poaralan_para_sa mga  botang lalaki. Sa peacalang
litos uusmmj Kastila muj gmnagamit_sa mg'umrc,i
lot_nagtuture din_ite “ng Lngles bilaag_wikang

nagturo din ng pagsasaka. Nagtayo si Rizal ng
poaralan para sa mga batang lalaki. Sa paaralang
ito, wikang Kastila ang ginagamit sa pagtutuyo,
at nagtuturo din ito ng Ingles bilang wikang

{banyaga. Ang layunin Asw[mﬂs ito_ay_upang banyaga. Ang loyunin ng paaralang i.toayupang
Huruan _ang mgamag-aacal ogpgiging turuan ang mga mag-aaral ng pogiging
maparaon so bubay. Ang_llon oo oaag-caral maparaon sa buhay. Ang ilan sa mga mag-aaral
oy_oaging _matagumpay bilang mga magsasaka ay naging matagumpay bilang mga mogsasaka
ot i g _pamahaloan. Lsana Muslim at tapat na opisyal ng pamahalaan. Isang Muslim
ang nagmgfdam; ot isapa, s Jose Aseqiera, ang naging dotu, atisa pa, si Jose Aseniero,
noging..gobernador ng Zamboanga, Nagkacoon ng naging gobernador ng

MmisyoaangmgoHeswita_aa__pokalikin g Rizal”

Figure 4.1: Interface of the HWR system implemented in Study 4.
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Selection of the HWR system with the best performance
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Figure 4.2: Selection of the participants for preferring a HWR for the reward-
based and non-reward-based questions in Study 4. Number of participants on
the y-axis.

participants would choose to have the best performance and to provide a justification
for their selection. As mentioned above, if participants answered in the majority they
would receive a reward voucher. Additionally, we asked participants to describe in a text
field why they chose one system over the other. After these questions were answered,
participants were also asked (on a separate page) which system they considered to have
the best performance without considering what the majority of the participants would

choose, and no reward (we refer to this as the non-reward-based question).

4.1.2 Results
4.1.2.1 Selection of the system with the best performance

For the reward-based question, 12 of the 16 participants (75%) chose the system in the
animation condition as the one with the best performance, the remaining 4 participants
(25%) chose instead the one in the no-animation condition, while nobody indicated that
both systems had the same performance level. Only 1 participant answered the non-
reward-based question differently than the reward-based one, changing the answer from

“no-animation” to “both systems”. These results are illustrated in Figure 4.2.

4.1.2.2 Reasons for choosing one system over the other

Participants’ responses to the question about why they selected a particular HWR sys-

tem as the one that performed best were categorised through thematic analysis. Each
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response was associated with one or two of the following three themes: number of errors,
type of errors, and generic. Figure 4.3 illustrates the frequencies of these themes. The
theme number of errors was associated with responses where the participants reported
finding fewer errors or mistakes in the output of one system than in the output of the
other, such as “There were fewer mistakes in total”, “It has mistakened less characters.”
and “I think both of them had about the same number of errors, however the second

b

one’s were more obvious [..]” Comments categorised as type of error were linked to
situations when participants pointed out typographical errors they found, such as “only
confuses a-o, b-h, ri-n whereas the second also confuses d-g” and “[..] algorithm only
got mistakes when the words contain ‘a’ and ‘0’.” Finally, comments such as “More
sensitive recognition of lettering [...]”, and “[...] Errors of the second program are easier

to guess and find out.” were categorised as generic.

4.1.2.3 Performance ratings

A Wilcoxon Signed-rank Test revealed that the performance evaluation was higher for
the animation condition (Mdn = 4) than for the no-animation condition (Mdn =
3.5), (Z = 2.07,p < .05,7 = 0.37). Figure 4.4 shows participant’s evaluation of the

performance of the systems.

Study 4
Reason for preferring a HWR

I Animation
[ INo-animation

Number of participants
[}

number of errors type of errors generic

Figure 4.3: Reasons expressed by participants for preferring a HWR in the
animation or no-animation condition in Study 4. Number of participants on
the y-axis.
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Figure 4.4: Likert-scale of participants’ evaluation of the performance of the
systems for the animation and no-animation conditions. Number of participants
on the y-axis.

4.1.3 Discussion

The results of Study 4 show that animation cues have an effect on participants’ percep-
tion of the system’s performance. The data shows clearly that the majority of partici-
pants considered the performance of the system in the animation condition to be better.
It should be noted that this was the case despite the fact that one error was present
in the sentence highlighted by the animation. In other words, even though the anima-
tion could have drawn the participants’ attention to the mistake, for most of them the
animation instead had the opposite effect. The qualitative data further supports this
result; most participants seem to believe that the system in the animation condition
made fewer errors or different kind of errors than the other system, despite the two sys-
tems producing the same number and kind of errors. Moreover, participants seemed to

be unconscious of the effect: none of the comments referred explicitly to the animation.

These results extend those from Chapter 3, who showed that physical motion cues could
be used to change people’s perception of the performance of vacuum cleaning robots.
Our results indicate that the effect of motion does not apply only to physically moving

systems, but also to graphical user interfaces through animation.

These results open up a number of follow-up questions. Can this effect be observed in
a less controlled environment? Can it be observed for a different type of smart system?

The following two studies were designed and carried out to address these two questions.
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4.2 Study 5 — Animation cues vs. no-animation (HWR
system), MTurk study

To assess whether similar results to those of Study 4 can also be observed in a less
controlled environment than the lab, we decided to run a similar study on a crowd-
sourcing platform: Amazon Mechanical Turk ? (MTurk). In addition to being less
controlled, crowdsourcing environments are also reported to include more diverse par-
ticipants (Buhrmester et al. (2011); Germine et al. (2012)). Crowdsourcing has become
a widespread online tool that researchers and companies use to outsource micro-tasks.
In MTurk, these micro-tasks are referred to as Human Intelligence Tasks (HITs)?, that
leverage human computation, gather distributed and unbiased data or validate results
(Difallah et al. (2015); Kazai et al. (2013); Mason and Watts (2010)). The people who
complete such crowdsourcing tasks are referred to as ‘crowd workers,” or simply ‘work-

ers.’

4.2.1 Method
4.2.1.1 Study Design

The study design was the same as in Study 4: fully counterbalanced, within-participants,
where participants were asked to evaluate and compare the performance of two HWR
systems, each corresponding to an experimental condition: animation and no-animation.
The two conditions were identical to Study 4. However, we added an extra question in
the post-task questionnaire asking participants to justify their selection for the non-

reward-based question.

Because of the constraints of the MTurk platform, the reward mechanism was adjusted
accordingly. Participants received a fixed reward, to compensate them for the time they
spent working on our study, as well as an additional performance-based, consensus-
oriented reward, designed to increase the ecological validity of the study and motivate
the participants to provide thoughtful responses, similar to Study 4. To make sure
that participants received a fair payment, we considered the minimum wage across the
different countries participants could be from (see restrictions below), and we selected the
Canadian one as the one currently highest, at approximately $10 per hour. Therefore, the
fixed reward was set to $1.17 — the whole task takes about 7 minutes, $1.17 corresponds
to about 10 minutes, leaving some margin. This amount was awarded as soon as all
participants completed the study. The performance-based, consensus-oriented reward
was awarded as a “bonus” on the MTurk platform, and it amounted to the same value

as the fixed reward. In other words, the performance-based, consensus-oriented reward

2https://www.mturk. com.
Shttps://www.mturk. com/mturk/help?helpPage=overview.
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doubled the money that participants received for the study. It was awarded once all

participants had completed the study.

4.2.1.2 Participants

Participants were recruited through MTurk, with two restrictions. First, they were
only allowed to take part in the study if their location was United States, Canada, or
Australia, to avoid issues related to English comprehension. Second, recruitment was
limited to participants with HIT approval rate was equal to 100% (this is the approval
from those who advertise the HITs%), as a rejection on MTurk often indicates that
workers do not take tasks seriously. A sample of 16 participants successfully completed
the online study, to keep the same pool size as Study 1 so that we were able to compare

the two studies.

The age of participants ranged from 21 to 44 (M = 33,SD = 5.94), with 12 of them
being males (75%) and 4 being females (25%). All our participants were United States
nationals. The education levels of the participants ranged from secondary school level
to master’s degree or (equivalent). Overall 10 of them had a university degree level, 5
a secondary school level and 1 master’s degree level. None of our participants reported

knowing Filipino.

4.2.1.3 Equipment

We used the same Web application developed for Study 4. However, this was extended
with an initial questionnaire to obtain the participant’s demographic information, and
it was deployed to a publicly accessible Web server, to allow MTurk’ workers to access
it from their personal computers. On the MTurk platform, we added the URL link in

the HIT where workers could access it.

4.2.1.4 Procedure

Before participants accepted the task, they were told that the aim of the experiment

was to compare two different HWR systems, one at a time®

. They were instructed to
check the system’s outcome and find possible mistakes that the system could make in
the transcription of the handwritten text to typed text. After the introduction, the
participants can decide to either accept or reject the task. Once they decided to accept
the task, an external link was displayed. The link opened a new window that showed a

brief questionnaire, asking for the participants’ demographic information.

*https://wuw.turkprime.com/Home/FrequentlyAskedQuestions.
>This information was displayed in the HITs’ description.
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After the participants had answered the initial questionnaire, the study followed the
same procedure as Study 4, with the addition of an extra question in the post-task
questionnaire (asking participants to justify their selection for the non-reward-based
question), as mentioned above. At the end of the task and once we approved their par-
ticipation in our study, we flagged the participants by awarding an ‘MTurk qualification’

to ensure they are unable to take part in our follow-up studies.

4.2.2 Results
4.2.2.1 Selection of the system with the best performance

For the reward-based question, 12 of the 16 participants (75%) chose the system in the
animation condition as the one with the best performance, 3 participants (19%) chose
the system instead of the no-animation condition, while the remaining one indicated
that both systems had the same performance level. Only 1 participant answered the
non-reward-based question differently than the reward-based one, changing the answer

from “animation” to “no-animation”. These results are illustrated in Figure 4.5.

4.2.2.2 Reasons for choosing one system over the other — reward-based

question

The responses to the question about why participants selected a particular HWR as the

one the majority would choose to have the best performance were summarised through

Study 5
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Figure 4.5: Selection of the participants for preferring a HWR for the reward-
based and non-reward-based questions in Study 5. Number of participants on
the y-axis.
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Study 5
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Figure 4.6: Reasons expressed by participants for preferring a HWR in the
animation or no-animation condition for the reward-based question. Number
of participants on the y-axis.

thematic analysis. Each response was associated with one or two of the following five
themes: number of errors, generic, type of error, animation, and others’ opinion. Figure
4.6 illustrates the frequencies of these themes. The categories number of errors, generic,
and type of errors were the same as Study 1. The category animation was used when
comments were related to the animation, e.g.: “Actually seeing the words transcribed
probably leaves a good impression.” Finally, the response of one participant that selected
the HWR of the animation condition based on what other participants would select (“I
think the second works better because the workers are more prepared at that point.”)

was categorised as others’ opinion.

4.2.2.3 Reasons for choosing one system over the other — non-reward-based

question

Thematic analysis was also applied to the answers related to the non-reward based ques-
tion. The same themes as the previous question emerged, their frequencies are reported
in Figure 4.7. For the majority of participants, 13 out of 16, the answers were the same
(in terms of themes) as for the reward-based question. Only 3 participants answered
this question differently than the previous one, and of these 3 only 1 changed their selec-
tion. In particular, the participant who selected a different system commented that they
believed that other participants would choose the system in the animation condition be-
cause of the animation itself (“Actually seeing the words transcribed probably leaves a
good impression.”). Regarding the other 2 participants who provided different reasons
without changing their selection, in one case the answer went from “type of errors and

number of errors” to just “number of errors”, on the other case, it went from “number
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of errors” to “animation” (“I liked that the second computer program highlighted the

text in red as it was transcribing it”).

4.2.2.4 Performance ratings

A Wilcoxon Signed-rank Test revealed that the performance evaluation was higher in the
animation condition (Mdn = 5) than in the no-animation condition (Mdn = 4), (Z =
2.45,p < .05,r = 0.43). Figure 4.8 shows participant’s evaluation of the performance of

the systems.

4.2.3 Discussion

The results of this study clearly showed that the positive effect of animation cues persist
even in a less controlled environment. The majority of participants reported that the
system which integrated the animation performed better than the other system, for
both the reward-based and non-reward-based questions. The statistically significant
differences in the Likert scales results, as well as the qualitative data further confirm
this finding. Moreover, similar to those from Study 4, the level of detail of the responses
we collected clearly shows that the participants were committed to the task, giving
credibility to the data. For example, participants referred not only to the number of
errors that they found in the transcribed text but also to the type of errors (e.g., “I
think the first program had more problems distinguishing the ‘a’ and ‘0’.”) Only one

participant answered differently between the reward-based and the non-reward-based

Study 5
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Figure 4.7: Reasons expressed by participants for preferring a HWR in the ani-
mation or no-animation condition for the non-reward-based question. Number
of participants on the y-axis.
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Figure 4.8: Likert-scale of participants’ evaluation of the performance of the
systems for the animation and no-animation conditions. Number of participants
on the y-axis.

questions. This finding suggests that the financial incentives did not solely motivate

answers.

Only two participants justified their selection in terms of others’ opinions or impres-
sions, and by explicitly referring to the animation. This finding can be interpreted as
confirming that the effect of motion cues is mostly unconscious. It should also be noted
that these two participants did not change their answer between the reward-based and
non-reward-based questions. This appears counterintuitive, and it can perhaps be ex-
plained as these two participants not paying much attention to the non-reward-based
question. It should be noted that these references to others’ opinions and the animation
emerged in Study 5, but not in Study 4. Such difference can be explained by the less
controlled nature of Study 5.

The alignment of the results from Studies 4 and 5 also indicates that to investigate this
phenomenon further follow-up studies can be conducted on the MTurk platform, with
considerable practical advantages. Having observed the effect of animation cues in a
less controlled crowdsourcing environment, we turn to investigating whether this effect
is specific to the handwriting recognition system we used so far, or whether the results

can be generalised to a different type of smart system.



Chapter 4 How Animation Cues Change People’s Perception of HWR and POS
Screen-based Systems’ Performance 49

4.3 Study 6 — Animation cues vs. no-animation (POS sys-

tem)

Studies 4 and 5 tested the effect of animation cues using one particular system, a HWR
system. Handwriting recognition is by its very nature a visual task, making us wonder
whether this factor alone may explain our results. So we designed a new study to
assess whether the same effect would occur with a different type of system, and one
involving processing that is not visual in nature. We selected a part-of-speech (POS)
tagging system, a system that analyses natural language sentences and tags each word
according to its syntactic function, such as article, adjective, adverb, conjunctions, noun,
preposition, pronoun, and verb. POS tagging algorithms are readily available through
open source libraries®, and their application has been suggested for different types of
interfaces and visualisations (Chuang et al. (2012); Yatani et al. (2011)). We decided
to continue to use text as the type of data handled by the smart system, for continuity

with the previous studies and hence facilitate comparison of the results.

4.3.1 Method
4.3.1.1 Study Design

The study design was almost identical to Study 5: fully counterbalanced, within-participants,

where participants were asked to evaluate and compare the performance of two systems,

Shttp://www.nltk.org/.
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Figure 4.9: User Interface of the Part-of-Speech tagging system implemented in
the Study 6
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each corresponding to an experimental condition: animation and no-animation. There
were only two differences. First, the two conditions were applied to a POS tagging sys-
tem on a piece of text in English, rather than an HWR one (in Filipino), as illustrated in
Figure 4.9. Specifically, in this study, the animation shows the tags of the two last sen-
tences appearing a few milliseconds one after the other next to each of the corresponding
words’. Second, interpreting the results of the POS tagging system requires familiarity
with POS tagging as a grammatical exercise. Because not everyone might be familiar
with this, we included a wvalidation task: participants had to tag a given sentence (in
English) with the POS corresponding to each word. Only those who completed this
validation task with less than 3 mistakes (out of 8 words) were allowed to proceed to the
main task. Such validation task was not necessary for the HWR system because anyone

could complete that one by visual inspection.

The reward structure was also identical to Study 5, with a fixed amount being paid to
all participants, plus a bonus of the same amount for those who answer the reward-based
question in the majority. To account for the slightly longer duration of the study (1

extra minute, due to the validation task) the reward for Study 6 was $1.33.

4.3.1.2 Participants

Participants were recruited through MTurk, with the same two restrictions as in Study 5.
The sample size was again 16, reported age ranged from 21 to 54 (M = 26, SD = 10.02),
5 males (31%) and 11 females (69%). 12 of them were United States nationals, 1 South
Korean, 1 Canadian, 1 Belgian and 1 Bangladeshi national. The education levels of
the participants ranged from primary school level to doctoral degree level or equivalent.
Overall, 9 participants had a university degree, 4 completed secondary school, and 3

completed primary school.

4.3.1.3 Equipment

The Web application used for Studies 4 and 5 was modified to include the validation
task described above, and to show the POS tagging system in place of the HWR one.
As in Study 5, the Web application was deployed to a publicly accessible Web server, to

allow MTurk’ workers to access it from their personal computers.

4.3.1.4 Procedure

This study followed the same procedure as Study 5, with the exception of the additional
validation task outlined above. The validation task was displayed after the initial ques-

tionnaire about demographic information and before the main task. In the validation,

7https ://vimeo.com/210299892.
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task participants were shown a POS-tagged sentence as an example. Then they were
asked to tag one sentence. As mentioned above, if participants made less than 3 mistakes
in this exercise they proceeded to the comparison of the two experimental systems, as
in Study 5.

4.3.2 Results
4.3.2.1 Selection of system with the best performance

For the reward-based question, 11 of the 16 participants (69%) selected the system in the
animation condition as the one with the best performance, 2 participants (12%) selected
instead the system in the no-animation condition, while the remaining 3 (19%) expressed
that both systems had the same performance. Moreover, one participant changed her
choice for the non-reward-based question from “both systems” to “animation”. The

results are illustrated in Figure 4.10.

4.3.2.2 Reasons for choosing one system over the other — reward-based

question

The responses to the question about why participants selected a particular POS as the
one the majority will choose as the best performing system were summarised through
thematic analysis. Each response was associated with one or two of the following three
themes: number of errors, generic and type of errors. Figure 4.11 illustrates the fre-

quencies of these themes. The themes were similar to those emerged from previous

Study 6
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Figure 4.10: Selection of the participants for preferring a POS for the reward-
based and non-reward-based questions in Study 6. Number of participants on
the y-axis.
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Study 6
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Figure 4.11: Reasons expressed by participants for preferring a POS in the
animation or no-animation condition for the reward-based question. Number
of participants on the y-axis.

studies, with the exception that "type of errors” referred to specific POS tagging errors

(“It seemed to have less mistakes. For example, the first one called ‘that’ an article”).

4.3.2.3 Reasons for choosing one system over the other — non-reward-based

question

Participants’ responses about why they personally considered a particular POS system
as the best performing one or the systems had the same performance were summarised
through thematic analysis. Each response was associated with one or more of the fol-
lowing three themes: generic, number of errors, and random. Figure 4.12 illustrates
the frequencies of these themes. The themes were similar to those which emerged from

previous studies.

For the majority of participants, 12 out of 16, the answers were the same (in terms of
themes) as for the reward-based question. Only 4 participants answered this question
differently than the previous one, and of these 4 only 1 changed their selection. In par-
ticular, the participant who selected a different system commented that she considered
that both had the same performance, but she left a comment that her selection was
random (e.g. “It’s really a toss-up. I saw the same potential errors on the same word
in both programs, so I'm just picking one.”). Regarding the other 3 participants who
provided different reasons without changing their selection, in one case the answer went
from “type of error” to just “generic”, in the second case went from “number of errors”
to “number of errors and generic”, in the last case, it went from “number of errors and

type of errors” to just “number for errors”.
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4.3.2.4 Performance ratings

A Wilcoxon Signed-rank Test revealed that the performance evaluation was higher in the
animation condition (Mdn = 4) than in the no-animation condition (Mdn = 3), (Z =
2.55,p < 0.05,7 = 0.45). Figure 4.13 shows participant’s evaluation of the performance

of the systems.

4.3.3 Discussion

The results of Study 6 extend those of Study 5, they demonstrate that the effect of
animation cues on participants’ perception of system performance also applies to the
POS tagging system we tested. The majority of participants selected the system in the
animation condition as the one with the best performance, and the Likert-scale ratings
for this system were higher, in aggregate than those for the no-animation condition,
with statistical significance. Similar to Studies 4 and 6, the qualitative data collected in
Study 6 indicates that participants offered a variety of reasons to justify their selections,
and only 1 participant provided different answers based on the financial incentives,
suggesting that most answers were not based solely on the financial incentives. Moreover,
the themes emerged from the qualitative data are the same as Studies 4 and 5, further
confirming the similarity of the effect on POS and HWR systems. Such effect, then,
appears to apply even if the task performed by the system is not inherently visual, and

hence if the animation does not directly mimic the task performed by the smart system.

Study 6
Reason for preferring a POS for the reward-based question
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Figure 4.12: Reasons expressed by participants for preferring a POS in the ani-
mation or no-animation condition for the non-reward-based question. Number
of participants on the y-axis.
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Study 6
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Figure 4.13: Likert-scale of participants’ evaluation of the performance of the
systems for the animation and no-animation conditions. Number of participants
on the y-axis.

Having observed this effect both in the lab and on MTurk, and on two different systems,
we turn to the question of why such effect occurs. Given that both animations highlight
one word at a time, in reading order (from left to right), one option could be that the
animations give users the impression that the systems process text in the same way a
person would process it. Is it possible that the similarity to humans may positively
influence users’ attitude towards the system? This, in turn, may lead them to evaluate
its performance more favourably, perhaps somehow suggesting to them that the system
is “as smart as a person”. An alternative explanation might involve more generally the
relationship between the animations in our studies and users’ mental model of how the
system works (Balijepally et al. (2015)). In more detail, Balijepally et al. found that
the quality of a developer’s mental model positively impacted the users’ performance
as measured in terms of software quality. Moreover, the accuracy of a person’s mental
model of a system is based on the person’s prediction of a system’s future behaviour and
therefore influences how they interact with it (Norman (2013)). The animations might
induce a mental model that leads them to rate the system performance more positively.
To assess the validity of these possible explanations, we designed and carried out three

follow-up studies that we report in the following.

4.4 Summary

In this chapter, we focused on analysing whether the effect showed in Chapter 3 that
physical motion cues have an effect on people’s perception can be observed on screen-

based systems. Thus, we designed three studies to analyse how animation cues have
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an effect on people’s perception of screen-based systems’ performance. The findings
of Study 4, 5, and 6 suggest that animation cues clearly have an effect on people’s
perception. In more detail, in Study 4 (N=16) we found that people score higher an
HWR system that shows animation cues as a feedback than a system that did not show
any feedback of how performs its task. Furthermore, the findings showed that people
considered that the system made fewer mistakes that the system that did not show any

visual cue.

In addition, the results of Study 5 (N=16) showed that the positive effect of animation
cues persist even in a less controlled environment. Moreover, we found that the level of
detail of the responses we collected from participants shows that the participants were
committed to the task. Furthermore, the findings of Studies 4 and 5 indicated that this
phenomenon, follow-up studies could be conducted in a less controlled environment (i.e.
crowdsourcing platform MTurk). Moreover, the aim to use crowdsourcing platform was
to have more diverse participants (Buhrmester et al. (2011); Germine et al. (2012)).
Finally, we ran a Study 6 (N=16) to analyse whether the effect observed in the previous
studies is particularly to the HWR system, or whether the results can be generalised to

others screen-based systems.

The findings of Study 6 extend those of the previous two studies, they demonstrated
that the effect of animation cues on people’s perception of system performance apply
to other screen-based systems. In more detail, we found that people score higher the
performance of a part-of-speech system that shows animation cues. In summary, the
findings of this chapter are an extension of the results we found on Chapter 3. As such,
we can suggest that visual cues as feedback have an effect on how people perceive the

performance of smart systems.






Chapter 5

What Makes Animation Cues
Affect People’s Perception?

As we observed in Study 4, 5, and 6, animation cues have a positive effect on people’s
perception. In comparison with Study 1 and 2, we observed that the physical motion
cues also have a positive effect. However, the animation that we implemented in Study
4, 5, and 6 are not a functional part of system task. Thus, we need to understand which
characteristics the animation cues require to assure the effect on people’s perception
persist when designers implement this visual feedback in their systems. For this reason,
we present in this chapter three studies that we conducted on MTurk to find the reason
behind why the animation cues affect people’s perception. In more detail, Study 7
(N=16) was designed to address the research question “Do animation cues have an
effect on people’s perception of a smart system’s performance if the animation of the
system processing the task is similar to how a human would process the task?”. Study
8 (N=16) was designed to find a relation between the animation we implemented in
early studies and people’s mental model of how they consider handwriting recognition
systems perform their task. Finally, we designed Study 9 (N=64) to address the research
question “Do animation cues have an effect on people’s perception of a smart system’s
performance only if the animation is consistent with people’s mental model of how the

system works?”

5.1 Study 7 — NHL-animation cues vs. no-animation

Through Studies 4, 5 and 6 we found that animation cues can influence how people
evaluate the performance of smart systems. Why do these animations cues have an
effect on participants’ perception of the smart system’s performance? Could the effect
be because the animations making the systems appear to process information like a

human? If this is the case, then showing an animation where the order in which the

o7
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words are processed is decisively not human-like should have no effect on participants’
perception of the system performance. So we designed a seventh study to test whether
an animation that is decisively not human-like would still cause the same effect as the

animation used in the previous studies.

Study 6 revealed that the animation effect applies in a similar way to a POS tagging
system as it does to an HWR system. For simplicity, then, we decided to conduct
further experiments on the HWR system, as it does not require the additional training

and validation task described above.

5.1.1 Method
5.1.1.1 Study Design

The study design was identical to Study 5: fully counterbalanced, within-participants,
where participants were asked to evaluate and compare the performance of two systems,
each corresponding to an experimental condition: non-human-like animation (NHL-
animation, for short) and no-animation. The only difference was the animation: instead
of highlighting words in left-to-right order (as in Studies 4, 5 and 6), the order was

random?.

The reward structure and amounts were also identical to Study 5, with a fixed amount
of $ 1.17 being paid to all participants, plus a bonus of the same amount for those who

answer the reward-based question in the majority.

5.1.1.2 Participants

Participants were recruited through MTurk, with the same two restrictions as in Study
5. The sample size was again 16, age ranged from 22 to 44 (M = 31,SD = 7.16), 13
males (81%) and 3 females (19%). All except for one of the participants reported being
United States nationals, and the remaining one German. The education levels of the
participants ranged from primary school level to university degree level or equivalent.
Overall, 7 participants had a university degree, 7 completed secondary school, and 2

completed primary school. None of the participants reported knowing Filipino.

5.1.1.3 Equipment

The same Web application used for Studies 4 and 5 was used in Study 7, with the only

difference of the animation, as described above.

"https://vimeo.com/183550733.
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5.1.1.4 Procedure

The procedure was the same as Study 5.

5.1.2 Results
5.1.2.1 Selection of the system with the best performance

For the reward-based question, 10 of the 16 participants (62%) selected the system in
the NHL-animation condition as the one with the best performance. The other 3 par-
ticipants (19%) indicated that the system in the no-animation condition performed the
best, while the remaining 3 (19%) suggested that both systems had the same perfor-
mance. None of the participants changed their choice for the non-reward-based question.

The results are illustrated in Figure 5.1.

5.1.2.2 Reasons for choosing one system over the other — reward-based

question

The responses to the question about why participants selected a particular HWR as
the one the majority will choose as the best performing one were summarised through
thematic analysis. Each response was associated with one or two of the following five
themes: number of errors, generic, type of errors, speed, and animation. Figure 5.2

illustrates the frequencies of these themes. All themes except for speed were the same

Study 7

i Selection of the HWR system with the best performance
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Figure 5.1: Selection of the participants for preferring a HWR for the reward-
based and non-reward-based questions in Study 7. Number of participants on
the y-axis.
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Figure 5.2: Reasons expressed by participants for preferring a HWR in the NHL-
animation or no-animation condition for the reward-based question. Number
of participants on the y-axis.

as in previous studies. Responses categorised as speed are related to comments when
participants mentioned that the speed of the system was a reason for their choice. One
example of these responses is “Seems that the first program was faster and presented a

complete page at once.”

5.1.2.3 Reasons for choosing one system over the other — non-reward-based

question

Thematic analysis was also applied to the answers related to the non-reward based
question. Each response was associated with one or two of the following six themes:
generic, number of errors, speed, type of errors, animation, and others’ opinion. Figure
5.3 illustrates the frequencies of these themes. The themes were similar to those which
emerged from previous studies. For the majority of participants, 10 out of 16, the
answers were the same (in terms of themes) as for the reward-based question. Only
6 participants answered this question differently than the previous one. In particular,
the participants who provided different reasons without changing their selection, in one
case the answer went from “type of errors and number of errors” to just “generic”,
in the second case went from “number of errors” to “type of errors”. The third case
change from “animation” to “generic”, in the next case went from “number of errors”
to “generic”. The fifth case his answer was categorised first as “speed” and changed to

“other’s opinion”. Finally, in the last case went from “type of errors” to just “speed”.
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5.1.2.4 Performance ratings

A Wilcoxon Signed-rank Test revealed that the performance evaluation was higher in
the NHL-animation condition (Mdn = 5) than in the no-animation condition (Mdn =
4), (Z = 2.07,p < 0.05,r = 0.37). Figure 5.4 shows participant’s evaluation of the

performance of the systems.

5.1.3 Discussion

The majority of participants in Study 7 selected the system in the NHL-animation con-
dition as the one with the best performance, and the Likert-scale ratings for this system
were higher, in aggregate than those for the no-animation condition, with statistical sig-
nificance. The analysis of qualitative data is also very much in line with that of previous
studies. These results indicate that the effect we observed in previous studies can be
observed also for animations that can be interpreted as non-human-like. Therefore the
tentative explanation suggested above, that the effect of animations in Studies 4 to 6
may be related to making the system appear more human-like can be rejected. Having
rejected human-like explanation, in what follows we turn to the option that the effect of
animations may be because the more general relationship between the animation and a

user’s mental model of the smart system.

Study 7
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Figure 5.3: Reasons expressed by participants for preferring a HWR in the
NHL-animation or no-animano-animationtion condition for the non-reward-
based question. Number of participants on the y-axis.
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Figure 5.4: Likert-scale of participants’ evaluation of the performance of the
systems for the animation and no-animation conditions. Number of participants
on the y-axis.

5.2 Study 8 — People’s mental model of HWR system

A new study was designed to investigate the relationship between users’ mental models
of HWR systems and the animations we displayed in earlier studies. In particular, in
this study participants were asked one open question about their idea of how an HWR
system works, to check whether these explanations are compatible with the animations
used in our prior studies. The study then followed the same structure as Study 5, but
at the end, we also asked participants whether their experience of using the system

matched their initial idea of how it works.

5.2.1 Method
5.2.1.1 Study Design

The study design was almost identical to Study 5: within-participants, fully counterbal-
anced, where participants were asked to evaluate and compare the performance of two
systems, each corresponding to an experimental condition: animation and no-animation.

The only difference was that we included two additional questions mentioned above.

The reward structure was also identical to Study 5, with a fixed amount being paid to
all participants, plus a bonus of the same amount for those who answer the reward-based
question in the majority. To account for the slightly longer duration of the study (1

extra minute, due to the additional question) the reward for Study 8 was $1.33.
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5.2.1.2 Participants

Participants were recruited through MTurk, with the same two restrictions as in Study 5.
The sample size was again 16, reported age ranged from 22 to 37 (M = 29.5,SD = 4.76),
11 males (69%) and 5 females (31%). All except one were United States nationals, with
the remaining 1 South Korean. The education levels of the participants ranged from
secondary school level to masters degree level or equivalent. Overall, 2 participants had
a master’s degree, 9 a university degree, and 5 completed secondary school. None of the

participants reported knowing Filipino.

5.2.1.3 Equipment

The same Web application used for Study 5 was used for Study 7, with the only addition

of the extra questions, as described above.

5.2.1.4 Procedure

This study followed the same procedure as Study 5, with the exception of the additional
open question about how the system works, as described above. The additional question
was asked after the initial questionnaire about demographic information and before the
main task. In an attempt to prevent random answers, participants were required to
submit answers containing at least 20 words. After answering this question participants

proceeded to compare the two conditions as in Study 5.

5.2.2 Results
5.2.2.1 How people think an HWR works

The responses to the question regarding how participants think that the HWRs work
were analysed through thematic analysis. Two themes emerged in our analysis: match
with database and image recognition. The theme match with database included responses
that mention using a database to compare the words or characters identified in the
handwritten text, such as “The program analyses the written text. It then compares

7

each character to a database loaded into it [...]”. The theme image recognition was
associated with responses that mention how the program processes images to extract
characters and words, such as: “It scans the handwriting into an image and then the

program look[s| at the image pixel by pixel to match each individual letter [...]".

Participants’ answers suggest that the majority of them seem to have a shared mental

model of how the system works. In general, participants agree that somehow the system
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Figure 5.5: Selection of the participants for preferring a HWR for the reward-
based and non-reward-based questions in Study 5. Number of participants on
the y-axis.

has to detect the words or letters to digitise them. Of the 16 participants, 11 stated
that the system matches the words and letters using some form of optical recognition.
Furthermore, 11 participants mentioned that this then needs to be matched with a
‘collection’ of some kind, containing labelled examples of handwritten text, finding the

corresponding letter or word.

5.2.2.2 Selection of the system with the best performance

For the reward-based question, 5 of the 16 participants (31%) chose the system in the
animation condition as the one with the best performance. Additionally, 7 participants
(44%) selected the system in the no-animation condition as the one with the best perfor-
mance, while the remaining four (25%) indicated that both systems had the same per-
formance level. Only 1 participant answered the non-reward-based question differently
than the reward-based one, changing the answer from “both systems” to “no-animation”.

These results are illustrated in Figure 5.5.

5.2.2.3 Reasons for choosing one system over the other — reward-based

question

The responses to the question about why participants selected a particular HWR as the
one the majority would choose to have the best performance were summarised through
thematic analysis. Each response was associated with one or two of the following five

themes: generic, number of errors, type of errors, animation, speed and others’ opinion.
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Figure 5.6 illustrates the frequencies of these themes. The themes definitions were the

same as in prior studies.

5.2.2.4 Reasons for choosing one system over the other — non-reward-based

question

We also analysed why participants considered a particular HWR, as the one with the
best performance for themselves and concluded with five themes in total: number of
errors, generic, type of errors, animation, and speed. The five themes are the same as

above. Figure 5.7 illustrates the frequencies of these themes.

For the majority of participants, 9 out of 16, the answers were the same (in terms of
themes) as for the reward-based question. Only 7 participants answered this question
differently than the previous one, and of these 7 only 3 changed their selection. In
particular, the first participant who selected a different system commented that she
believed that other participants would choose the system in the no-animation condi-
tion because it had the best performance (“I thought the second showed actual better
performance”). The second participant considered the majority would select the ani-
mation condition because this person felt that the other participants would like to see
how the system is working. Finally, the last participant mentioned that others would
not see a difference between both systems, as such, he selected both systems performed
equally for the reward-based question and changed to no-animation condition for the
non-reward-based question. Regarding the other 2 participants who provided different

reasons without changing their selection, in one case the answer went from “type of

Study 8

Reason for preferring a HWR for the reward-based question
T T T T T T

Il Animation
I No-animation
[ JPerform equally| |

() » (&)}

Number of participants

N

generic  number of errors  animation type of errors speed others' opinion

Figure 5.6: Reasons expressed by participants for preferring a HWR in the
animation or no-animation condition for the reward-based question. Number
of participants on the y-axis.
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Study 8
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Figure 5.7: Reasons expressed by participants for preferring a HWR in the ani-
mation or no-animation condition for the non-reward-based question. Number
of participants on the y-axis.

errors and number of errors” to just “number of errors”, on the other case, it went
from “number of errors” to “animation” (“I liked that the second computer program

highlighted the text in red as it was transcribing it”).

5.2.2.5 Performance ratings

A Wilcoxon Signed-rank Test revealed no significant difference in the evaluation of
the performance between the animation condition and no-animation condition (Z =
1.03,p = 0.31,r = 0.18). Figure 5.8 shows participant’s evaluation of the performance

of the systems.

5.2.2.6 The system worked as participants expected.

All participants reported that both systems successfully transcribed the handwritten
text to typed text, and so they considered that the systems worked as they expected.
Additionally, only three participants mentioned in their comments the animation (e.g.
“For the second program, it showed how the program scanned each word in red. It was

computing for the e-text”).

5.2.3 Discussion

The explanations that participants provided about how an HWR system works matched
quite closely how this kind of systems are actually implemented: they perform some form
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of image recognition on characters and words. All participants seem to have an accurate
mental model regardless of whether they have formal technical background (indeed only
4 of them did). Moreover, the explanations participants provided seem to be quite in
line with the animation that we implemented for Studies 4, 5 and (to an extent) 7. The
match, however, is not always an exact one: 14 out of the 16 participants explained
that the recognition would happen letter by letter, so in the same way a human would
actually type handwritten text into a computer. In contrast, the animation implemented
in the previous studies can be interpreted as processing the text word by word rather

than character by character.

The results from Study 8 seem to be in stark contrast to those from Studies 4 to 7. Only
5 participants selected the system in the animation condition as the one with the best
performance level, and the analysis of the Likert-scale ratings did not reveal statistically
significant differences between the conditions, despite the sample size being the same as
in the earlier studies. The different results can be attributed to the additional question

about participants’ mental model of HWR systems asked at the beginning of the study.

Arguably, asking participants how they think an HWR system works makes their mental
model for this kind of system salient to them. This salience seems to contrast the effect
of the animation that we observed in earlier studies. Perhaps, then, making participants
aware of how the system works has an effect similar to that of the animation in our
earlier studies. In other words, these results suggest that in our earlier studies the
animations reminded participants of how the smart system works, instead of in Study 8
the preliminary question had the same effect, so it seems to have replaced the effect of

the animation (for both conditions). This finding resonates with studies in Psychology
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Figure 5.8: Likert-scale of participants’ evaluation of the performance of the
systems for the animation and no-animation conditions. Number of participants
on the y-axis.
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which demonstrated that making a bias salient to participants may remove the effect of
the bias. In particular Schwarz and Clore (1983) through a well-known study about the
effect of weather on mood demonstrated that asking participants about the weather (and
hence making the weather salient to them) removes the effect that weather has on mood
(at least in the case of bad weather). Similarly, in our study asking participants about
how the system works seems to remove the effect of the animation. We further explore
the relationship between mental models and the effect of animations on perceptions of

performance in the following study.

5.3 Study 9 — Mental model match and mismatch anima-

tions cues vs. no-animation

The results of Study 8 suggest that the animation used in Studies 4 and 5, and to
some extent in Study 7, matched participants’ mental models of HWR systems. Based
on such finding, a possible explanation of the results from Studies 4, 5 and 7 is that
the animations we displayed “reassured” participants that they system work as they
expected. As such, the animation raised their confidence in the system and enhanced

their perception of its performance.

Based on this, we formulated an explanation of how an HWR system works which
matches the animation that we used in Studies 4 and 5. We refer to this one as the orig-
inal animation. We also designed a new animation, which we refer to as the alternative
animation, and we formulated a corresponding explanation. The alternative animation
consisted of enclosing each word with a rectangle and inverting its colour, before dis-
playing the corresponding word on the right-hand side of the screen?. This alternative
animation was designed to be at odds with the explanations collected from participants
in Study 8 about how an HWR works. For consistency, both animations, original and
alternative, included the same transcription errors. Study 9 was designed to compare

and contrast the effect of matching and mismatching animations and explanations.

5.3.1 Method
5.3.1.1 Study Design

The two animations and the two explanations described above define 4 conditions in
a 2 x 2 fashion: (original animation, original explanation), (original animation, alter-
native explanation), (alternative animation, alternative explanation), and (alternative
animation, original explanation). In the first and third condition, animation and ex-

planation are matching, while in the second and fourth they are mismatching. These 4

“https://vimeo.com/183480642.
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conditions were applied through a between-participants study design: each participant
was assigned to one of these 4 conditions. Similar to Study 5, each participant was
asked to evaluate and compare the performance of two HWR systems: one involving an
animation (animation condition) and one with no animation (no-animation). The no-
animation condition, which was similar to the condition in Study 5, was the same for all
participants. The animation condition would involve either the original or the alterna-
tive animation, depending on the assigned group of the participant. The animation and

no-animation conditions were presented to participants in fully counterbalanced order.

The reward structure was identical to Study 5, with a fixed amount being paid to
all participants, plus a bonus of the same amount for those who answer the reward-
based question in the majority. To account for the slightly longer duration of the study
(compared to Study 5) the reward for Study 9 was $1.33.

5.3.1.2 Participants

Participants were recruited through MTurk, with the same two restrictions as in Study
5. The sample size was 64, higher compared to earlier studies, to reflect the larger
number of conditions and the between-participants design. Age ranged from 20 to 61
(M = 32,5D = 11.22), 34 males (53%) and 30 females (47%). All except for 2 of the
participants reported to be United States nationals, the remaining two being Canadian
and South Korean. The education levels of the participants ranged from secondary school
level to doctoral degree: 1 participant had a doctoral degree, 5 had a masters’ degree, 39
a university degree and 19 completed secondary school. One of the participants reported

knowing Filipino.

5.3.1.3 Equipment

The Web application used for Study 5 was modified to include the two different anima-
tions described above, and to include an initial explanation of how the system works,
together with a reinforcing question, as detailed below. As in Study 5, the Web ap-
plication was deployed to a publicly accessible Web server, to allow MTurk’ workers to
access it from their personal computers. Two additional questions were also included
in the final questionnaire, to ask participants whether they considered that the systems
worked according to the explanation they received at the beginning of the study and

why.

5.3.1.4 Procedure

In addition to the procedure followed in Study 5, the explanation of how the system works

(original or alternative, depending on the condition) was presented to the participants.
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Figure 5.9: Reasons expressed by participants for preferring a HWR in the ani-
mation or no-animation condition for the reward-based question for the match
conditions. Number of participants on the y-axis.

The explanation was given to the participants after the questionnaire where we asked
them about their personal information, with the aim of influencing their mental model
of the system. However, participants were not explicitly told that the explanation would
correspond to any animation cues. After the initial explanation, participants were asked
to explain, in their own words, how they think the systems works — we refer to this as the
reinforcing question. Participants were told that their responses should have more than
20 words to be considered valid. Subsequently, the two HWR systems were presented
to the participants. Similar to the previous studies, participants were then asked to
evaluate the performance of the systems on a 5-point Likert scale, to select the system
they considered to perform best (or that the systems had the same performance level)
and to justify their selection. At the end of the study, after evaluating both systems,

participants answered the two new questions that we designed.

5.3.2 Results
5.3.2.1 Selection of the system with the best performance

Matching conditions. For the reward-based question, 21 of the 32 participants (66%)
selected the system in the animation condition as the one with the best performance. Ad-
ditionally, 5 participants (15%) selected the system in the no-animation condition as the
one with the best performance, while the remaining 6 (19%) indicated that both systems
had the same performance level. None of the participants answered the non-reward-based

question differently than the reward-based one. The participant who reported knowing
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Filipino was in this condition, and she selected the system in the animation condition

as the one with the best performance for both questions.

Mismatching conditions. For the reward-based question, 10 of the 32 participants
(31%) selected the system in the animation condition as the one with the best perfor-
mance. Additionally, 12 participants (38%) selected the system in the no-animation
condition as the one with the best performance, while the remaining 10 (31%) indicated
that both systems had the same performance level. 16 of the participants answered the

non-reward-based question differently than the reward-based one.

5.3.2.2 Reasons for choosing one system over the other — reward-based

question

Participants’ responses to the question about why they chose a particular HWR, system
as the one that the majority will choose to have the best performance were categorised
through thematic analysis. Each response was associated with one or two themes, with
five themes found in total: number of errors, generic, animation, type of errors, speed
and others’ opinion. The five themes are the same as in Study 5. Figure 5.9 illustrates
the frequencies of these themes, also classified on the reward-based question (anima-
tion or no-animation) for the matching conditions, while Figure 5.10 illustrates the
frequencies for the mismatching conditions. The participant who reported knowing
Filipino was in the matching condition, and her answers were associated with the theme

animation for both questions.
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Figure 5.10: Reasons expressed by participants for preferring a HWR in the an-
imation or no-animation condition for the reward-based question in the match
conditions. Number of participants on the y-axis.
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Study 9
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Figure 5.11: Reasons expressed by participants for preferring a HWR in the
animation or no-animation condition for the non-reward-based question in the
match conditions. Number of participants on the y-axis.

5.3.2.3 Reasons for choosing one system over the other — non-reward-based

question.

Participants’ responses to the question why they selected a particular HWR as the one
with the best performance were categorised through thematic analysis. Each response
was associated with one or two themes, with five themes found in total: number of errors,
generic, type of errors, animation and speed. The themes categorised participants’
comments as we did in the previous studies. Figure 5.11 illustrates the frequencies of
these themes, also classified on the individual preference (animation or no-animation)
for the matching conditions, while Figure 5.12 illustrates the frequencies for the

mismatching conditions.

5.3.2.4 System working according to expectations

Matching conditions. Overall, 27 of the 32 participants indicated that the systems
worked as they expected from the explanation given at the beginning of the study, while
the remaining 5 stated that it did not. In more detail, participants considered that
the system compares each word with a database. As such, 3 participants believed the
system would process the data word by word rather than character by character as
the errors they found (e.g. “It seemed the program did it letter by letter, not by the
word as described. But then again I don’t know the language, so changing one letter
like the programs did may still have been recognizing a word.”). Other 2 participants
mentioned that they believe that the systems did not work because only one system

shows the animation (e.g. “The second computer program highlights the words as it
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transcribes them. The first didn’t appear to do that.”). In the free text comments, 10
participants mentioned the animation explicitly as a reason of why they considered the
system worked as they expected (e.g. “I could see the text being highlighted and picked

apart”, and “Because you could see the process of transcription as it was happening.”).

Mismatching conditions. Overall, 25 of the 32 participants indicated that the system
worked as expected from the explanation given at the beginning of the study, while the
remaining 7 stated it did not. In the free text comments, 10 participants mentioned the
animation. In more detail, 3 participants mentioned that the animations mismatched
the explanation. Moreover, the 3 participants who reported that the system did not work
as they expected mentioned that they thought the system transcribed the handwritten
text word by word rather than character by character because of errors they found in
the typed text. In contrast, other participants felt that the system transcribed the
handwritten text better than they expected. Because of this, they felt that the system

worked correctly.

Participants’ responses to why they considered the that the systems worked (or not)
according to their expectations were categorised through thematic analysis. Each re-
sponse was associated with one or two themes, with eight themes in total: generic,
animation, faith, disbelief, correctness, analysis, experience, and technology. Figure 5.13
illustrates the frequencies of these themes for the matching conditions, while Figure
5.14 illustrates the frequencies for the mismatching conditions. The theme generic
was associated with responses where participants did not provide full explanation or mis-
understood the question, such as “I believe they translated the handwritten text into a

digital computer font”. The theme animation was used when participants talked about
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Figure 5.12: Reasons expressed by participants for preferring a HWR in the
animation or no-animation condition for the non-reward-based question for the
mismatch conditions. Number of participants on the y-axis.
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Figure 5.13: Reasons expressed by participants for why they considered that
the systems worked according to their expectations for the match conditions.
Number of participants on the y-axis.

why the animation affected their consideration of whether the systems are working or
not, such as: “Because you could see the process of transcription as it was happening”.
We grouped a response into the theme faith if it is related to the participants believing
the explanation provided: “I had no reason to doubt the explanation, it seemed perfectly
reasonable”. Comments grouped into disbelief is the opposite, and instead it’s related
to situations where the participants do not believe in the explanation provided: “I don’t
see how changing the color of the handwritten text to match the color of the paper as
a way to convert the text to etext [...]”. Responses related to the accuracy of the out-
put, such as “Yes, it translated the characters of the handwritten text correctly”, were
categorised as correctness. The theme analysis was used to categorise comments that
talk about the actual transcription process, such as “It appears that the program goes
through each letter and tries to identify which letter it is”. The theme experience was
used for any comments in which the participant talk about his/her own personal expe-
rience with HWR systems: “I’ve used OCR [Optical Character Recognition]| programs
before and they were never as accurate as this one was, so I don’t believe it actually
exists”. Finally comments such as “Technology and artificial intelligence is growing at

an exponential rate” were categorised as technology.

5.3.2.5 Performance ratings

Matching conditions. A Wilcoxon Signed-ranks Test revealed that the performance
evaluation was higher for animation condition (Mdn = 5) than for no-animation con-
dition (Mdn = 4), (Z = 2.94,p < 0.01,r = 0.37). Figure 5.15 shows participant’s

evaluation of the performance of the systems.
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Mismatching conditions. A Wilcoxon Signed-ranks Test did not reveal statistically
significant differences. Figure 5.16 shows participant’s evaluation of the performance of

the systems.

5.3.3 Discussion

The results of this study confirm what was suggested by the findings of Study 8: anima-
tion cues influence the perception of the system performance only if they are compatible
with the participant’s mental model. More in general, taken together with the results

of Study 8, these results allow us to propose the following explanation for the effect:

We used the word ‘largely’ because of the results of Study 8, indicate that the expla-
nations for how the system works provided by participants do not match exactly the
animation. However, if the explanation is radically different, as in the mismatching

conditions of Study 9, the effect disappears.

Moreover, as mentioned above, the results of Studies 4 to 7 suggest that this effect takes
place largely unconsciously — most participants did not mention the animation in their
justification for the selection of the system with the best performance. Similarly, in
Study 8 we observed that if the explanation of how the system works is made salient
to participants, in that case through an initial question, the effect of the animation
disappears. Arguably, the explanations that participants provided in Study 8 could
apply to both the systems they evaluated, so that process reminded them, or made
them aware, of how both systems work. Hence, their judgement was not biased towards

either of them. It should be noted that in Study 9 participants were also exposed to
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Figure 5.14: Reasons expressed by participants for why they considered that
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Figure 5.15: Likert-scale of participants’ evaluation of the performance of the
systems in the antmation and no-animation conditions in the matching condi-
tions. Number of participants on the y-axis.

an explanation of how an HWR system works at the beginning of the study. However,
in that case, the explanation was provided to them, and it matches very closely the
animation shown — these differences may explain why the effect of animation was still

observed in this study compared to Study 8.

In fact, 13 participants (out of 64) mentioned that the reason they think that the system

works (or not) is largely based on the explanations they received.

Even though the importance of mental models in HCI has been discussed for at least
three decades (Kieras and Bovair (1984); Norman (2013)), most prior work focussed on
the effect of mental models on users’ performance when using an interactive system. In
contrast, our results suggest a relationship between mental models and users’ perception

of the system’s performance.

In the qualitative data, we did not find comments of people explaining that they per-
ceived a match or mismatch between the explanation that elicits a mental model and
the animation they received. This behaviour suggests that the effect of animation cues
happens unconsciously. Thus, we can argue that the participants’ comments and evalu-
ation make visible that indeed the fact that the animation matches participants’ mental
model affects their perception. The participant who reported knowing Filipino selected
the same answers as the majority of other participants (the system in the animation
condition as the one working better), so her knowledge of the language does not seem to
play a visible role here. She justified her selection referring to the animation — perhaps
her language knowledge allowed her to give more attention to this feature of the UI,
compared to other participants who might have busy comparing the input and output

portions of the interface. However, further work would be required to evaluate the effect



Chapter 5 What Makes Animation Cues Affect People’s Perception? 77

of language familiarity on the effect of animation. Now that we found the reason be-
hind why the animation cues influence people’s perception on how they perceive smart
systems’ performance, we move to further characterise this effect with the following

studies.

5.4 Summary

In this section, we focused on understanding which characteristics the animation cues
require assuring the effect on people’s perception persist when designers implement an-
imation cues as a visual feedback in their systems. In Study 7 (N=16), we found that
the findings indicate the effect we observed in Study 4, 5, and 6 can also be observed for
animations that can be interpreted as non-human-like. Thus, we ran Study 8 (N=16)
to investigate the relationship between users’ mental models of HWR systems and the
animations we displayed in the studies of Chapter 4. We observed that the explanations
that participants provided about how an HWR system works matched quite closely how
this kind of systems are implemented: they perform some form of image recognition
on characters and words. Moreover, the explanations participants provided seem to be

quite in line with the animation that we implemented for Studies 4, 5, and 7.

Based on Study 8 findings, we designed Study 9 (N=64) to analyse whether the effect
we found in previous studies was because the animation we designed to match people’s
mental model. The findings of this study confirm that animation cues influence the
perception of the system performance only if they are compatible with people’s mental

model. Thus, we suggest that designers need to consider that the design of animation

Study 9

20 Performance rating of the programs for the mismatching conditions
T T T T T

Il Animation
181 [ INo-animation| |

16} —

14~ — |

-
N
T

Number of participants
o
T
|

4k _
27 I |
0 | .\ \’_‘ | |

very poor poor acceptable good very good

Figure 5.16: Likert-scale of participants’ evaluation of the performance of the
systems in the animation and no-animation conditions in the mismatching con-
ditions. Number of participants on the y-axis.
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cues as a wvisual feedback have to match people’s mental model of how their systems

perform their task.



Chapter 6

The Effect of Varying Other
Dimensions of the Animation

Cues

From the studies of Chapter 4 and 5, we learned that animation cues have a positive ef-
fect on people’s perception of smart system’s performance. In addition to these findings,
we wanted to analyse whether the varying of other dimensions (e.g. amount of detail
in the animation, the number of errors the system has or animation’s speed) of the an-
imation cues can affect their effect on people’s perception. Hence, in what follows, we
detail three studies to investigate this. In more detail, Study 10 (N=16) was designed to
address the research question “Can higher detail of animations better influence people’s
perception of smart systems than a lower detail of animations?”. In addition, in Study
11 (N=32) we tested our research question “What level of imbalance in the performance
level of the system being compared would “break the illusion” created by the animation
cues?’. Finally, we designed Study 12 (N=48) to address the following research ques-
tion: “Does varying the speed of the animations would “break the illusion” created by

the animation cues?”

6.1 Study 10 — Detail of animation

Through Study 4 and 5, we found that animation cues can influence how people evaluate
the performance of screen-based systems. As a subsequent step, we evaluate whether
the amount of detail of a displayed motion, so how much animation needs to be shown
in all the elements related to the system’s task (e.g. handwritten text and e-text), can
have an impact on participants’ perception. We expect to find a relationship between

the amount of motion displayed and the perceived performance.

79
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To explore this, we designed a new animation, which involves less motion than the

animations used in previous studies.

6.1.1 Method
6.1.1.1 Study Design

The study design was almost identical to Study 5: within-participants, fully counter-
balanced. However, it involved 3 conditions: animation, partial-animation, and no-
animation. Similar to prior studies, each condition corresponded to a system that
participants were asked to evaluate and compare in terms of performance. The new
partial-animation condition is similar to the animation condition, except that instead of
involving the animation on both the input and output parts of the UI (i.e. on both the
handwritten and typed text), it only applies to the output part of the UI (approximately
the right half of the screen), while the input part of the Ul remains static.

The reward structure was also identical to Study 5, with a fixed amount being paid
to all participants, plus a bonus of the same amount for those who answer the reward-
based question in the majority. To account for the slightly longer duration of the study
(compared to Study 5) the reward for Study 10 was $2.

6.1.1.2 Participants

Participants were recruited through MTurk, with the same two restrictions as in Study
5. The sample size was 48, to account for the increased number of conditions, reported
age ranged from 22 to 44 (M = 34,SD = 9.53), 31 males (65%), 15 females (31%),
1 prefer not to say (2%), and 1 other (2%). Of those participants, 46 were United
States nationals, 1 was Polish, and the other was British. The education levels of the
participants ranged from primary school level to masters’ degree level or equivalent.
Overall, 2 participants had a master’s degree, 30 a university degree, 15 completed
secondary school, and 1 completed primary school. Two of the participants reported

knowing Filipino.

6.1.1.3 Equipment

The Web application used for Study 5 was modified to include the additional condition

described above.
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6.1.1.4 Procedure

This study followed the same procedure as Study 5, with the exception of the additional

condition outlined above.

6.1.2 Results
6.1.2.1 Selection of the system with the best performance

For the reward-based question, 26 of the 48 participants (54%) selected the system in
the animation condition as the one with the best performance, 9 participants (19%)
selected instead the system in the partial-animation condition, 7 participants (15%) the
system in the no-motion condition, while the remaining 6 participants (12%) suggested
that the three systems had the same performance. Moreover, 5 participants changed
their choices for the non-reward-based question as follows: from ‘Partial-animation’ to
‘Animation’; from ‘All performed equally’ to ‘Animation’, from ‘Animation’ to ‘No-
animation’, from ‘All performed equally’ to ‘No-animation’, and from ‘Animation’ to

‘All performed equally’. These results are illustrated in Figure 6.1.

6.1.2.2 Reasons for choosing one system over the others — reward-based

question

We categorised participants’ responses about why they selected a particular HWR as

the one with the best performance for the reward-based question. Each response was
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Figure 6.1: Selection of the participants for preferring a HWR for the reward-
based and non-reward-based questions in Study 10. Number of participants on
the y-axis.
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Figure 6.2: Reasons expressed by participants for preferring a HWR in the
animation, partial-animation or no-animation condition for the reward-based
question. Number of participants on the y-axis.

associated with one or two of the following seven themes: number of errors, gemeric,
others’ opinion, type of errors, animation, speed, and order. Figure 6.2 illustrates the
frequencies of these themes. The themes were the same as those emerged from previous
studies, with the exception of order which was used for the following comment: “I didn’t

find any errors in the first program, and it is the first on the list.”

6.1.2.3 Reasons for choosing one HWR system over the others — non-

reward-based question

The comments of the participants about why they selected a particular HWR as the one
with the best performance for the non-reward-based question were categorised through
thematic analysis. Each response was associated with one or two themes, with seven
themes used in total: number of errors, type of errors, generic, speed, animation, others’
opinion, and random. Figure 6.3 illustrates the frequencies of these themes. While the
first six themes are the same as above. The new theme random was associated with the
response “I am not sure, all of them seemed to perform similarly, but it looks like the

third was maybe the best? Not sure.”

For the majority of participants, 25 out of 48, their answers were the same (in terms
of themes) for the reward-based question. Only 23 participants answered this question
differently than the previous one, and of these 23 only 4 changed their selection. In
more detail, the first participant who selected a different system commented that he
believed that other participants would choose the system in the partial-animation con-

dition because it was the first system they saw and they would remember (“I think
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people might choose the first one because their attention and focus will be greater when
viewing the first program compared to the second and third.”). The second participant
considered the majority would select that the three systems have the same performance
for the reason that had the same performance. However, he felt that the system in
the no-animation condition was the one with the best performance because it was the
only one that produced all of its output in one go. The third participant considered that
other participants would be distracted to evaluate the system in the animation condition
(“People will lose some concentration, so they will not be accurate.”) Finally, the last
participant changed their selection from three systems performed equally to the system
in the animation condition. Regarding 19 participants who provided different reasons
without changing their selection, 4 participants changed their answers from “number of
errors” to “generic”. Additionally, 3 participants’ answers changed from “number of er-
rors” to “type of errors”, 2 participants’ answer changed from “generic” to “generic and
type of errors”, 2 participants’ answers change from “generic” to “speed”. Moreover,
three participants’ answers changed from “others’ opinion” to “random” to “number
of errors” to “type of errors”. In another case, two participants changed their answers
from “type of errors” to “number of errors” to “speed”. In another case the answer was
changed from “speed” to “generic”, and on another, the answer changed from “generic”
to “number of errors”. Finally, in the last case, the participant changed the answer from

“number of errors and generic” to just “number of errors”.

For this study, five participants changed their choice of which HWR system performed
the best. The two participants that changed their choice from partial-animation and
three programs to animation condition mentioned that they considered that the an-

imation condition has the best performance and so other participants will pay more
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Figure 6.3: Reasons expressed by participants for preferring a HWR in the
animation, partial-animation, or no-animation condition for the non-reward-
based question. Number of participants on the y-axis.
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Figure 6.4: Likert-scale of participants’ evaluation of the performance of the
systems for the animation and no-animation conditions. Number of participants
on the y-axis.

attention to the system in that condition. The two participants that changed their
choice from animation and all performed equally to no-animation commented that they
considered that this condition is faster than the other condition and this will have mo-
tivated people to select the other conditions. Finally, the participant that changed from
animation condition to all performed equally considered that most of the participants

will select the animation because this will distract them.

6.1.2.4 Performance ratings

A CHI-squared test revealed statistically significant differences in the performance rat-
ings, x2(2) = 9.73,p < 0.01. Post-hoc analysis with pairwise Wilcoxon Signed-ranks
tests with significance level set at p < 0.05, revealed Median for the performance evalua-
tion for the animation, partial-animation, and no-animation were Mdn = 4.5, Mdn = 4,
and Mdn = 4, respectively. There were significant differences between the animation
and the no-animation conditions (Z = 3.037,p < 0.01,r = 0.31), and also between the
partial-animation and the no-animation conditions (Z = 2.64,p < 0.05,7 = 0.25). No
significant differences were instead found between the animation and partial-animation
conditions (Z = 0.89,p > 0.05,7 = 0.09). Figure 6.4 shows participant’s evaluation of

the performance of the systems.

6.1.2.5 Discussion

The results of Study 10 suggest that any amount of animation seems to influence users’

perception of the performance of the system: statistically significant differences in the
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Likert-scale ratings were found both between no-animation and animation and between
no-animation and partial-animation, while no statistically significant differences were
found between animation and partial-animation. However, in terms of choosing the
system with the best performance, the majority of participants opted for the animation
condition, rather than any of the other 3 options, regardless of the experimental reward.
Indeed, almost three times as many participants opted for the system in the animation
condition compared to the one in the partial-animation one. In contrast to the Likert-
scale results, the selection results suggest that the amount of animation does play some
role in users’ perception of performance. So perhaps the lack of statistical significance

mentioned above could be a limitation of our sample size.

6.2 Study 11 — Decreasing performance

In all studies reported so far, the presence of animation was the only difference between
the systems our participants evaluated. The performance of the various systems, defined
in terms of number of errors produced by the system was kept constant. To further
characterise the effect we identified, we decided to test what level of imbalance in the
performance level of the system being compared would “break the illusion” created by
the animation. In other words: how many additional errors can the animation cover?
Study 8 was designed to address this question, by comparing pairs of systems with

different numbers of mistakes.

6.2.1 Method
6.2.1.1 Study Design

The study design was based on the design of Study 5, but we additionally divided
participants into two groups, each group corresponding to a different number of errors:
9-errors group and 10-errors group. For each group, the experiment was identical to
Study 5, with the exception that the animation condition the number of errors indicated
by the group name. The no-animation condition always included just 8 errors, as it was

in Study 5 (in earlier studies the number of errors was the same across the conditions).

The reward structure and amounts were identical to Study 5, with a fixed amount of
$1.17 being paid to all participants, plus a bonus of the same amount for those who

answer the reward-based question in the majority.
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6.2.1.2 Participants

Participants were recruited through MTurk, with the same two restrictions as in Study
5. The sample size was 32, double than what it was for Study 2, to account for the
split of participants into 2 groups. The age ranged from 19 to 62 (M = 27, 5D = 6.80),
22 males (69%) and 10 females (31%). All except for 3 of the participants reported to
be United States nationals, the remaining ones being Algerian, Canadian and Japanese.
The education levels of the participants ranged from secondary school level to masters’
degree level or equivalent. Overall, 6 participants had a masters’ degree, 20 had a
university degree, and 6 completed secondary school. One of the participants reported

knowing Filipino.

6.2.1.3 Equipment

The same Web application used for Studies 4 and 5 was used for Study 11, with the

only difference of the number of errors in the animation condition, as described above.

6.2.1.4 Procedure

The procedure was the same as Study 5.

6.2.2 Results
6.2.2.1 Selection of the system with the best performance

9-errors group. For the reward-based question, 9 of the 16 participants (56%) chose the
system in the animation condition as the one with the best performance. Additionally,
4 participants (25%) selected the system in the no-animation condition as the one with
the best performance, while the remaining 3 (19%) indicated that both systems had the
same performance level. Only 1 participant answered the non-reward-based question
differently than the reward-based one, changing the answer from “animation” to “both

systems”. These results are illustrated in Figure 6.5.

10-errors group. For the reward-based question, 4 of the 16 participants (25%) chose
the system in the animation condition as the one with the best performance, 6 partic-
ipants (37.5%) selected the system in the no-animation condition as the one with the
best performance, while the remaining 6 (37.5%) indicated that both systems had the
same performance level. Only four participants answered the non-reward-based ques-
tion differently than the reward-based question. The first participant changed from

“both systems” to “animation”, the second participant changed from “both systems” to
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“no-animation”. The third participant changed from “animation” to “both systems”.
Finally, the last participant change from “no-animation” to “both systems”. With these
changes the amount of participant that select one system in for the reward-based ques-
tion was similar to the non-reward-based question. These results are illustrated in Figure
6.6. The participant who reported knowing Filipino was in this group, and she selected
the system in the animation condition as the one having the best performance for the
reward-based question, while she indicated that both programs had the same perfor-

mance for the non-reward-based question.

6.2.2.2 Reasons for choosing one system over the other — reward-based

question.

We categorised participants’ comments into themes based on the reasons why they chose
a particular HWR as the one majority of the participants will choose as the one with the
best performance. Each response was associated with one or two themes, with six themes
found in total: number of errors, generic, animation, type of errors, and others’ opinion.
The five themes are the same as in Study 7. Figure 6.7 illustrates the frequencies of
these themes, also classified on the reward-based question (animation or no-animation)
for the 9-errors group, while Figure 6.8 illustrates the frequencies for the 10-errors
group. The participant who reported knowing Filipino was in the 10-errors group, and

her answer was associated with the theme type of errors.

Study 11
Selection of the HWR system with the best performance (9-errors group)
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Figure 6.5: Selection of the participants for preferring a HWR for the reward-
based and non-reward-based questions in Study 11 for the 9-errors group. Num-
ber of participants on the y-axis.
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Figure 6.6: Selection of the participants for preferring a HWR for the reward-
based and non-reward-based questions in Study 11 for the 10-errors group.
Number of participants on the y-axis.

6.2.2.3 Reasons for choosing one system over the other — non-reward-based

question.

We grouped participants’ responses into themes based on the reasons why they selected
a particular HWR as the one with the best performance. Each response was associated
with one or two themes, with four themes found in total: number of errors, generic,

speed and type of errors. The themes categorised participants’ comments as we did in

Study 11

Reason for preferring a HWR for the reward-based question (9-errors group)
T T T T T

Il Animation
[ No-animation
[ IPerform equally| |

Number of participants

‘

number of errors generic animation type of errors others' opinion

Figure 6.7: Reasons expressed by participants for preferring a HWR in the
animation or no-animation condition for the reward-based question for the 9-
errors group. Number of participants on the y-axis.
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Figure 6.8: Reasons expressed by participants for preferring a HWR in the
animation or no-animation condition for the reward-based question for the 10-
errors group. Number of participants on the y-axis.

the previous studies. Figure 6.9 illustrates the frequencies of these themes, also classified
on the individual preference (animation or no-animation) for the 9-errors group, while
Figure 6.10 illustrates the frequencies for the 10-errors group. Similar to the previous
subsection, the answer of the participant who reported knowing Filipino was associated
with the theme type of errors.

Only one participant in the group 9-errors changed her selection from animation con-

dition to “both systems” performed equally. The reason behind why the participant

Study 11
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Figure 6.9: Reasons expressed by participants for preferring a HWR in the
animation or no-animation condition for the non-reward-based question for the
9-errors group. Number of participants on the y-axis.
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Figure 6.10: Reasons expressed by participants for preferring a HWR in the
animation or no-animation condition for the non-reward-based question for the
10-errors group. Number of participants on the y-axis.

changed her choice is due to the fact the participant could see how the system worked

in its task.

For the purpose of the analysis, we report each group corresponding to a number of

errors separately. This applies both to the quantitative and the qualitative analysis.
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Figure 6.11: Likert-scale of participants’ evaluation of the performance of the
systems for the animation and no-animation conditions for the 9-errors group.
Number of participants on the y-axis.
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Figure 6.12: Likert-scale of participants’ evaluation of the performance of the
systems for the animation and no-animation conditions for the 10-errors group.
Number of participants on the y-axis.

6.2.2.4 Performance ratings

9-errors group. A Wilcoxon Signed-ranks Test revealed that the performance eval-
uation was higher in the animation condition (Mdn = 4) than in the no-animation
condition (Mdn = 4), (Z = 2.183,p < .05, = 0.39). Figure 6.11 shows participant’s

evaluation of the performance of the systems.

10-errors group. A Wilcoxon Signed-ranks test did not reveal statistical significance
suggesting the positive effect of animation was cancelled (Z = 0,p = 1,7 = 0). Fig-

ure 6.12 shows participant’s evaluation of the performance of the systems.

6.2.3 Discussion

The results of Study 11 indicate that the effect of animation cues on participants’
perception of the system performance holds, to some extent, even when comparing
two systems that have different performance levels. In particular, within the 9-errors
group, most participants selected the system in the animation condition, even when it
produced one additional mistake compared to the system in the no-animation condition
(corresponding to a performance degradation of 12.5%). When the difference in number
of errors produced by the two systems becomes 2 (the 10-errors group, which corresponds
to a performance degradation of 25%), the animation system is no longer selected as the
one with the best performance by the majority of participants, but only by 4 participants
(25%). However, even in the 10-errors group, 6 participants (37.5%) suggested that the

two systems have the same performance, and that’s as many as those who correctly
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selected the system in the no-animation condition as the one with the best performance.
This finding is reinforced by the qualitative data; this shows that in both the 9-errors
group and the 10-errors group, some participants suggested that there are fewer errors

in the antmation condition compared to the no-animation condition.

More in general, from this study, we can learn that the positive effect of animation cues
can persist even when a system’s performance is degraded. In contrast, Kim and Hinds
(2006) showed that people who worked in a cooperative environment, blame others when
a robot has a problem, and this one delivers an explanation of its failure. In more detail,
people did not consider that the problem was a malfunction of the robot. Instead, they
considered that the problems were due to interactions with other people. In contrast,
our findings show that the animation cues tend to hide a possible malfunction of the

system.

Finally, the answers submitted by the participant who reported knowing the Filipino
language suggest once again that the knowledge of the language did not influence the

behaviour in our study.

6.3 Study 12 — Variation of speed of animation cues vs.

no-animation

The aim of this study is to test the research question analyse the effect of animation cues
when the speed of the animation varies from fast motion to slow motion, vice-versa, and
a raise in the speed in the middle of the animation. The aim to analyse the variation
of the speed in the animation is to test our research question “Does varying the speed
of the animations would “break the illusion” created by the animation cues?” As such,
three animations were designed for the study, and we tested each animation against the

no-motion condition we used in the previous studies.

6.3.1 Method
6.3.1.1 Study Design

For the design of Study 12, we replaced the animation used in previous studies with
three new animations that we designed to show three different variations in the speed
of the animation. We refer to the animation condition used in Study 5 as a fast-to-slow
animation (fast-slow) condition for the first animation. The second animation that we
designed was referred as a slow-to-fast animation (slow-fast) condition. Finally, the
last animation was referred as a slow-fast-slow animation (slow-fast-slow) condition.
We used a fully counterbalanced, between-participants design. One-third of the partic-

ipants interacted with fast-slow and no-motion conditions. The second third visualise
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with slow-fast and no-motion conditions. Finally, the last third of the participants in-
teracted with slow-fast-slow and no-motion conditions.Again, we were especially careful
in keeping a number of variables that could affect participants’ perception of the system

performance constant. These variables were the same as those listed in Study 5.

6.3.1.2 Participants

We recruited 48 participants through MTurk, using the same restrictions for recruitment
in the previous MTurk studies. Their feedback nor their results did not suggest that
they were not committed to the task. The age of participants ranged from 19 to 63
(MD =31.5,SD = 10.63), where 24 were males (50%) and 24 were females (50%). Most
of the participants were American, only 5 participants were of a different nationality:
British, Polish, German and Indian. The education level of the participants ranged
from primary school level to master’s degree or equivalent level. Overall 22 of them
had a university degree level, 18 a secondary school level, six master’s degree level, and
two a primary school level. The compensation for taking part in the study was $1.17
US dollars, which was calculated from a minimum wage of $10 per hour. Additionally,
27 participants received a bonus of $1.17 for the consensus-oriented reward mechanism

design that we used.

6.3.1.3 Equipment

We used the same web page as in Study 5. However, the system for the animation

condition was modified to show the new three animations that were designed.

6.3.1.4 Procedure

For this study, we follow the procedure in Study 5. However, the animation in Study
5 was changed for the new three animations that we designed to test the effect of
animation cues when the speed of the animation variate. For the first animation, the
speed of highlighting and appearing one by one of the first half of the words was similar
to animation on Study 5. For the second half of the words, the speed of highlighting and
appearing of the words was reduced by half'. This first animation’s speed varied from
fast to slow, giving the impression that the system slows down its speed. This animation
was referred as a fast-slow condition. For the second animation, the speed for the first
half of the words was decreased in half in comparison with the animation we used in
Study 5 and the second half of the words kept the original speed?. This animation’s

speed varied from slow to fast giving an impression that the system suddenly started to

"https://vimeo.com/210298361.
*https://vimeo.com/210298382.
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Figure 6.13: Selection of the participants for preferring a HWR for the reward-
based and non-reward-based questions in Study 12 for the fast-slow and no-
animation condition. Number of participants on the y-axis.

work faster. The animation was referred as a slow-fast condition the second animation.
Finally, the third animation the total number of words animated was split into thirds.
The first and the last third of the animation, the speed was decreased in half as we did
for the animation one and second third its speed was similar to Study 5. The aim to
keep the same speed for the second third of the words was to create the effect that the
animation had a peak on the speed to process its task at the middle of it. This last

animation we referred as a slow-fast-slow condition.

6.3.2 Results
6.3.2.1 Selection of the HWR system with the best performance

Fast-slow condition. For the fast-slow condition, 8 of the 16 participants (50%) se-
lected the HWR as the one with the best performance. In addition, six participants
selected the no-animation HWR as the one with the best performance, and two partic-
ipants considered that both systems performed equally. For these conditions, two par-
ticipants changed their selection in the non-reward-based question from “no-animation”

condition to “fast-slow” condition. These results are illustrated in Figure 6.13.

Slow-fast condition. For the slow-fast condition, 10 of the 16 participants (63%) se-
lected the HWR as the one with the best performance. In addition, six participants
selected the no-animation HWR as the one with the best performance. For these con-

ditions, four participants changed their selection in the non-reward-based question. In

3https ://vimeo.com/210298397.
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more detail, two participants changed from “no-animation” condition to “slow-fast”
condition, one participant from “slow-fast” to “no-animation” condition, and “no-
animation” condition to “both program” perform equally. These results are illustrated

in Figure 6.14.

slow-fast-slow condition. For the slow-fast-slow condition, 9 of the 16 participants
(56%) selected the HWR as the one with the best performance. In addition, five partic-
ipants selected the no-animation HWR as the one with the best performance, and two
participants considered that both systems performed equally. For these conditions, four
participants changed their selection in the non-reward-based question. In more detail,
two participants changed from “both program” perform equally to “fast-slow” condi-
tion, one from “no-animation” condition to “both programs” perform equally and one
changed from “no-animation” condition to “slow-fast-slow” condition. These results are

illustrated in Figure 6.15.

6.3.2.2 Reasons for choosing one HWR system over the other for the reward-

based question.

Participants’ responses to the question about they chose a particular HWR as the one
majority of the participants will choose as the one performing best were categorised
through thematic analysis. Each response was associated with one or two themes, with
five themes found in total: number of errors, generic, animation, typos, speed and

others’ opinion. The five themes are the same as in Study 7. Figure 6.16 illustrates the
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Figure 6.14: Selection of the participants for preferring a HWR for the reward-
based and non-reward-based questions in Study 12 for the slow-fast and no-
animation condition. Number of participants on the y-axis.
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Figure 6.15: Selection of the participants for preferring a HWR for the reward-
based and non-reward-based questions in Study 12 for the slow-fast-slow and
no-animation condition. Number of participants on the y-axis.

frequencies of these themes, also classified on the reward-based question fast-slow or no-
animation, while Figure 6.17 illustrates the frequencies for the slow-fast or no-animation.

Finally, Figure 6.18 illustrates the frequencies for the slow-fast-slow or no-animation.

Study 12
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Figure 6.16: Reasons expressed by participants for preferring a HWR in the
fast-slow or no-animation condition for the reward-based question. Number of
participants on the y-axis.
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Figure 6.17: Reasons expressed by participants for preferring a HWR in the
slow-fast or no-animation condition for the reward-based question. Number of
participants on the y-axis.

6.3.2.3 Reasons for choosing one HWR system over the other for the non-

reward-based question.

We themed participants’ responses based on the reasons why they selected a particu-
lar HWR as the one with the best performance. Each response was associated with
one or two themes, with five themes found in total: number of errors, generic, speed,

animation and typos. The themes categorised participants’ comments as we did in the

Study 12
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Figure 6.18: Reasons expressed by participants for preferring a HWR in the
slow-fast-slow or no-animation condition for the reward-based question. Num-
ber of participants on the y-axis.
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Figure 6.19: Reasons expressed by participants for preferring a HWR, in the fast-
slow or no-animation condition for the non-reward-based question. Number of
participants on the y-axis.

previous studies. Figure 6.19 illustrates the frequencies of these themes, also classified on
the non-reward-based question fast-slow or no-animation, while Figure 6.20 illustrates
the frequencies for the slow-fast or no-animation. Finally, Figure 6.21 illustrates the

frequencies for the slow-fast-slow or no-animation.

Study 12
Reason for preferring a HWR for the reward-based question for the slow-fast
T T T T T

9 T
Il slow-fast

8 I No-animation | -
[_1Both systems

Number of participants
N w B w [}
T T T T T
1 1

-
T

| Ig---

number typos others' generic speed animation
of errors opinion

Figure 6.20: Reasons expressed by participants for preferring a HWR in the
slow-fast or no-animation condition for the non-reward-based question. Number
of participants on the y-axis.
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Figure 6.21: Reasons expressed by participants for preferring a HWR in the
slow-fast-slow or mo-animation condition for the non-reward-based question.
Number of participants on the y-axis.

6.3.2.4 Performance evaluation of the HWR

Fast-slow condition. A Wilcoxon Signed-ranks Test revealed that the performance
evaluation was higher in the fast-slow condition (Mdn = 4.5) than in the no-animation
condition (Mdn = 3), (Z = 2.39,p < 0.05,7 = 0.42). Figure 6.22 shows participant’s

evaluation of the performance of the systems.
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Figure 6.22: Likert-scale of participants’ evaluation of the performance of the
systems for the animation and no-animation conditions. Number of participants
on the y-axis.
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Figure 6.23: Likert-scale of participants’ evaluation of the performance of the
systems for the animation and no-animation conditions. Number of participants
on the y-axis.

Slow-fast condition. A Wilcoxon Signed-ranks Test revealed that the performance
evaluation was higher in the slow-fast condition (Mdn = 4) than in the no-animation
condition (Mdn = 3), (Z = 2.30,p < 0.05,r = 0.41). Figure 6.23 shows participant’s

evaluation of the performance of the systems.

Slow-fast-slow condition. A Wilcoxon Signed-ranks Test revealed that the perfor-
mance evaluation was higher in the slow-fast-slow condition (Mdn = 4) than in the
no-animation condition (Mdn = 3.5), (Z = 2.68,p < 0.01,r = 0.47). Figure 6.24 shows

participant’s evaluation of the performance of the systems.

6.3.3 Discussion

The findings of this study clearly show that the variation in the animation speed did
not cancel the positive effect of animation cues of how people perceive systems’ perfor-
mance. However, we found that in the fast-slow condition only half of the participants
selected the system with the animation cue to be the one with the best performance.
Additionally, in the slow-fast condition 63% of the participants selected the system with
the animation cue to be the one with the best performance. These results are aligned
to those Tremoulet and Feldman (2000) found in their work. Tremoulet and Feldman
[Idib.] found that objects in a screen that accelerate yield greater animacy rating than

ones that decelerate.

However, from the results of Study 4 and 5, we found that more people considered that
the system with the animation cues was the one with the best performance and in this

study fewer people selected the system that showed animation cue. Thus, we consider
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that designers need to keep the same speed for animation timelapse to keep homogeneity

in the animation and increase the rate acceptance of the people.

6.4 Summary

From Study 10 (N=48) and Study 12 (N=48), we found that varying other dimensions
of animation cues, such as the amount of detail and speed, did not affect how people
perceive the performance of screen-based systems. However, we consider that anima-
tion cues need to be shown on both the input and output parts of the Ul. Moreover,
animation’s speed needs to keep homogeneity without showing any acceleration or de-
celeration. In contrast, our results in Study 11 (N=32) suggest that the positive effect
of animation cues can be cancelled once the performance of the system that shows the

animation cue has a degradation of 25%.

These results have a design implication in how the animation cues need to be designed
to increase the acceptance of the users as visual feedback. However, the results suggest
that any variation in the amount of detail of speed in the animations will not cancel
the positive effect of the animation cues on how people perceive the performance of

screen-based systems.
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Figure 6.24: Likert-scale of participants’ evaluation of the performance of the
systems for the animation and no-animation conditions. Number of participants
on the y-axis.






Chapter 7

General Discussion and

Conclusions

In this research, we have explored the effect of visual cues on how people perceive the
performance of smart systems (i.e. robot and screen-based systems). We ran 12 studies
to test our research questions and observe the effect of physical motion cues on vacuum
cleaning robot systems and animation cues on screen-based systems. In more detail,
the first three studies were designed to observe whether physical motion cues have an
effect on people’s perception of robot systems. Additionally, the effect was compared
with the effect of a different modality that designers could implement in their design
(i.e. video-based notification). Moreover, the rest studies were designed to test the effect
of animation cues on screen-based systems. In addition, we focused on understanding
why this effect was observed because animation cues are not intrinsic to the systems as

physical motion cues are for the robot systems.

In more detail, Study 1 was designed to analyse whether physical motion cues can influ-
ence people’s perception of the performance of vacuum cleaning robots. Our participants
compared the performance of two robot system, one robot show physical motion cues as
a feedback and the other robot only delivered a text notification. Participants’ evalua-
tion suggests that the robot that shows physical motion cues was considered to be the
one with the best performance. Additionally, we designed Study 2 to analyse whether
physical motion cues are more effective than video-based cues at influencing how people
evaluate a vacuum cleaning robot that shows such cues. For this study, participants
compared the two robots, similar to what the participants in Study 1 did. However,
in contrast to Study 1, the text notification sent by the robot in one condition was
replaced with a video notification. Study 2 findings suggest that indeed physical motion
cues are more effective than video-based cues. These two studies confirm that showing
physical motion cues is an effective approach to affect how people perceive robot sys-

tems’ performance. Finally, we ran Study 3 to analyse whether video-based cues can
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influence people’s perception of vacuum cleaning robots’ performance. Thus, we remove
the physical motion cue from Study 2, and we left the robot with only text notification
to confirm our research question. However, we observed that wvideo-based cues are not
effective to change people’s perception, even though, people claim that they prefer to
have video-based cues as a feedback to assure that the robots work in their task, also for

practicality.

Based on the findings we observed in Studies 1, 2, and 3, we ran three more studies to
analyse whether animation cues have an effect on screen-based systems, even if in this
type of system the animations shown as a feedback are not intrinsic to their functionality.
Study 4, was designed to compare two HWR systems to compare how participants
evaluated systems’ performance when they receive animation cues as feedback in one of
the systems. The results of Study 4 suggest that animation cues also affect how people
perceive screen-based systems’ performance. These results are an extension of those
whom we found in the first three studies. Additionally, Study 5 was designed to observe
whether this effect is also seen in a non-controlled environment. As such, we ran this
study in a crowdsourcing platform (MTurk). The results of this study show that the
implementation of animation cues as feedback can be implemented in a non-controlled
environment. Moreover, we found that a crowdsourcing platform is a tool that we can
use to gather a variety of participants for future studies. Finally, Study 6 was designed
to observe whether this effect can also be observed for another type of screen-based
system (i.e. part-of-speech systems). The findings of Study 6 show that animation cues
also have an effect on people’s perception. As such, we suggest that the implementation

of animation cues as feedback can be applied to screen-based systems.

A natural step after we confirm that animation cues have an effect on people’s per-
ception is to understand what kind of characteristics should animations have to affect
how people perceive screen-based systems. Hence, Study 7, 8, and 9 were designed to
analyse whether the effect is because the animations being human-like or the animations
match people’s mental model. The results of these studies show that the animation we
implemented for Study 4 and 5 matches with people’s mental model. In more detail, in
Study 9 we observed that participants that received an explanation of how the systems
worked and matched with the animation cues they visualised, perceived that the sys-
tems performed better than the participants who received an explanation that mismatch

how the systems worked.

In addition, building on the results of Studies 4, 5, and 6, we analysed the effect of varying
other dimensions of the animation cues (i.e. the amount of detail of the animation,
number of errors in the outcome, and speed of the animation). The results of Study
10 showed that the amount of detail of the animation cues did not produce the same
effect we found in Studies 4, 5 and 6. Moreover, Study 11 findings show that the effect
observed persisted when the number of errors increases in 12.5% for the system that

shows the animation cue. Finally, we ran Study 12 to analyse whether the varying of
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the animation cues’ speed affects the effect we found in previous studies. In particular,

the findings of this study show that the effect persist even the variations in the speed.

Furthermore, in this chapter, we discuss the implications for the design that the imple-
mentation of wvisual cues has on smart systems. As such, we propose scenarios where
designers can integrate these cues in their design or avoid their application to eliminate
bias that can affect the interaction between their systems with their end users. Finally,
we want to motivate researchers to investigate further other implications or effects that

visual cues can have in other systems or variation in the design.

7.1 General Discussion

The results of the 12 studies show clearly that the wisual cues, as a form of visual
feedback, can have a considerable effect on how people perceive the performance of
smart systems. This was true for both a physically embodied system (vacuum cleaning
robot) and an autonomous screen-based system, for which results were displayed on a
standard computer screen. In particular, people perceive that such systems performed
better when wvisual cues are displayed than when it is not. These findings confirm the
first and fourth research question that visual cues influence people’s perception of the

performance of smart systems.

Compared to prior work (Hoffman and Vanunu (2013); Vermeulen et al. (2013)), the sys-
tems in our study simplistically displayed motion without complicating systems’ struc-
ture. The motion presented by the systems is intrinsic to the system or is an animation
that gives an impression to the user of how the screen-based system processes its task.
The aim of this interaction is not to modify the structure of the system, removing the
need to add actuators that trigger visual cues. Indeed, in the case of the Roomba, the
motion cue we studied is simply part of the standard operation of the robot. The motion
presented on the HWR and POS systems is a simple animation that emulates how these

systems work.

From Studies 2 and 3, we learnt that showing wvideo-based cues for robots is not an
effective visualisation that can affect people’s perception of how the system performs
its task. However, the results show that people like to have a visual notification as
a feedback. As we mentioned above, designers need to keep in mind that if they are
looking to change people’s perception, it is necessary to show physical motion cues. To
this end, additional measures may need to be put in place to drive the user’s attention to
the motion. For example, presence or location sensing (including e.g. smartphone apps
to detect the user’s location) may be employed to activate the system when users are
physically close to them, or on their trajectory home, leveraging prior work on pattern

recognition on GPS traces (Horvitz and Krumm (2012)).
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The results of Study 4, 5, and 6, revealed that animation cues could have an effect on the
perceived performance of screen-based systems as in physically embodied systems (i.e.
robots). In particular, our participants rated the system which displayed an animation
as performed better than an identical system not showing any animation. In more detail,
the results of Study 5 confirmed that in a less controlled environment people’s perception
was affected after they saw the animation cues. Moreover, Study 6 revealed that the
effect of animation cues are not restricted only to Optical Character Recognition systems
(i.e. Handwritten Recognition system) but also to Natural Language Processing system
(i.e. Part-of-Speech system). These results suggest that animation cues can be applied
in a wide range of screen-based systems. Additionally, these results extend the findings
from studies of robot systems to screen-based systems. Such an extension makes these
results applicable to a wider range of systems, including mobile and web applications
such as translators, recommender systems or even chatbots in e.g. automated customer

support.

After having observed the strong effect of animations on the perceived performance
of smart systems, we designed a number of follow-up studies aimed at explaining the
cause of such an effect. Study 7 ruled out the possibility that the effect is because
the animation making the systems look human-like (and hence as smart as a human).
Instead, the positive effect of animations appears to persist even when the animation is
clearly not human-like, although the effect is not as strong anymore. Study 9 investigated
the relationship between mental models and the animation effect, bringing to light that
the effect noticed in Study 4, 5 and 6 only occurs when the displayed animation is similar

to the user’s mental model of how the system works.

Once we found the reason behind the effect of animation cues has on people’s perception,
we focus on observing whether the detail of the animation implemented can impact the
effectiveness of the cues. As such, Study 10 validated that higher detail of animations
can further influence people’s perception of smart systems. Moreover, Study 11, we
found that the effect of the animation cues persisted even if the performance of a smart
system has decreased minimally. Hence, as designers, we should be aware that this bias
can be both seen as positive or negative, depending on the context and implementation
of the system. In the next section, we discuss this issue and present a number of design
guidelines. Finally, in Study 12 was designed to observe the impact of speed variation in
the time-lapse of the animation in the effect of animation cues. Thus, three animations
were designed to test the change of the speed. The results of Study 12 suggest that the

effect of animation cues persist even if the speed of time-lapse of the animation varies.
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7.2 Implication for design

Visual cues can potentially be applied to a wide range of devices, such as robots and
screen-based systems. In the domestic context, smart appliances such as vacuum clean-
ing robots, washing machines (e.g., seeing the spin cycle confirms the clothes will be
clean and dry) and dishwashers (e.g., hearing the dishwasher rinse and shut down con-
firms all dishes have been cleaned) can be timed according to GPS traces such that
when they detect (or predict) that the owners are nearby, they will finish their cycles.
Moreover, we encourage designers to implement this approach given the simplicity of its

implementation on top of existing designs.

A similar approach can also be used for vending machines that prepare food, such as
coffee!, chips?, and pizza®. On the other hand, the interaction can be implemented on
screen-based system, such as websites that show meaningful animations (e.g., suggested
lists of products being processed or emailing confirmations) when loading content or
when processing information takes place on the server (in more elaborate ways than
simple ajax loaders gifs such as a spinning pinwheel). However, our approach for screen-
based systems requires that designers keep in mind the existence of some factors that
can cancel the positive effect on people’s perception. As such, we present in the following
subsection recommendations that designers should follow to guarantee the effectiveness

of our approach.

7.2.1 Design of Screen-based Systems

Our studies bear implications for the design of screen-based systems, and in particular
the design of visual feedback around such systems. While the effect of changing a per-
son’s perception through an animation can be explicitly used to a designer’s advantage,
to make a screen-based system be considered more favourably by users, it is equally
important to be aware of possible unintended biases. It may be detrimental to make
a probabilistic system appear more accurate than it is. At the opposite end, including
animation cues that are, unintentionally perhaps, at odds with how users perceive the
system to work may diminish the users’ confidence in the system. As findings from
studies 4 to 6 showed, designers need to realise that people can perceive a system’s
performance better because of the implementation of animation cues. Furthermore, it
is necessary to make the animation cues compatible with the users’ mental model of
how the system works. As such, designers can run interviews to understand how users
believe their systems work. Furthermore, in the design of new systems, designers need
to run pilot studies to analyse people’s mental model of how they consider the systems

work or perhaps provide explicit instructions that explain the system’s operation in a

"Mttp://www.nuglobalvending. co.uk/products-brands/vending/canto-touch.
Zhttp://wuw.beyondte. com/.
3http://wonderpizzausa.com/.
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way that is compatible with the animation cues. As Lim et al. (2009)’s findings suggest
that users have a better understanding of a system’s behaviour and a higher feeling of

trust in it when it provides explanations.

Additionally, our findings from studies 4 to 6 suggest that users may be influenced by
animation cues that lead them to overlook potential system failures. As such, this
bias can cause significant harm when dealing with safety-critical systems, provoking
users to be in dangerous situations. Hence, we propose that designers should avoid
the implementation of this visual feedback in safety-critical systems to avoid influencing

users’ perception of systems’ performance.

7.2.2 Limitations and Future Work

We believe that the effect we observed may have potential to influence people’s incli-
nation to adopt such systems, even though more research is required in such direction.
These studies suggest that wvisual cues can influence how people perceive the perfor-
mance of smart systems, such as vacuum robots and screen-based systems. However, we
found some limitations in our experimentation, as such, we propose future work base on

the limitations we identified.

We identified that the majority of the studies in this thesis are based on a binary
comparison. This means that we only compared visual cues that only show the systems
showing motion at the end of their task against systems that did not show any cue about
their performance. Hence, we believe that another approach might be to evaluate the
effect of visual cues. The first approach we propose for future studies can be made by
multiple comparisons of the systems that show visual cues against a system that did not
show any cue and a system with other modality as a feedback. The second approach
is designing a between-subjects study where one-half of the participants will receive the
visual cue treatment; the second half will receive the no visual cue treatment. This last
approach can be useful for in the wild studies where sometimes it is problematic that

participants can have multiple treatments.

Additionally, we only look at short term effect. While this is a needed contribution,
future work should look into whether there are any long-term effects. As such, future
researchers should run diary studies or pop-up studies to observe the effect of visual cues
in everyday systems that participants will interact with them in their daily activities.
Furthermore, in these studies, the systems will be showing the visual cues only one-half
of the duration of the study and the second half the visual cues can be removed or vice-
versa. The aim of this design is to analyse how people perceive systems performance
when the visual cues disappear or appear during the study. However, we consider that
this kind of studies can represent a challenge because a malfunction in the system or

tracking participants to trigger the visual cues can represent a problem for the study and



Chapter 7 General Discussion and Conclusions 109

the results. Even if is not plausible to run these studies, we already found that the effect
on short term interactions. Hence, there are applications where this interaction could
still be applied, such as those that are used only once or infrequently (e.g. seeing self-
checkout machines processing users’ purchases or an automatic water sprinklers being

activated before people arrive home).

In the Roomba studies, we only focused on analysing physical motion cues that showed
the robot docking once participants entered to evaluate the cleanliness of the carpets.
However, more research needs to be conducted around other robots and tasks where
researchers can run more studies to analyse the effect of physical motion cues on how
people perceive the performance of robots. Moreover, researchers can observe whether
the robots showing the physical motion cues at the beginning of the task can yield the

same results we found in Studies 1 and 2.

Finally, in Chapter 4, 5, and 6, we found that animation cues affect how people perceive
screen-based systems’ performance and which characteristics these animation cues need
to have. These studies can be run with an eye tracker to analyse which part of the screen
people are watching when the animation cue is shown. This data can help researchers
to understand better people’s behaviour after they receive an animation cue. Moreover,
researchers can analyse whether people pay more attention to the area where the errors

are located or whether participants spend the same time on analysing every word.

7.3 Conclusion

In this thesis, we presented twelve studies through a lab study and through the use
of a crowdsourcing platform. These studies were designed to explore whether physical
motion cues and animation cues can change people’s perception in the evaluation of
smart systems and what characteristics the animations do need to have. Indeed, our
results indicate that physical motion cues have a positive effect on people’s perception
of robot systems performance in comparison to video-based feedback. Furthermore, our
results suggest that displaying a high detail of animations that match people’s mental
model as animation cues can influence people’s perception of the performance of smart

screen-based systems even if these systems have a minimal decrease in their performance.

In general, our results indicate that this modality has potential to improve user ratings,
as the display of visual feedback can change how people perceive and evaluate the sys-
tem’s performance, whether it be physical motion for robots systems or animation for
screen-based systems. We hope that the results presented in this thesis will stimulate
designers to integrate physical motion or animations as a feedback of their systems, and

researchers to explore this area further.
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The potential of physical motion cues:
Changing people’s perception of robots’ performance
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ABSTRACT

Autonomous robotic systems can automatically perform ac-
tions on behalf of users in the domestic environment to help
people in their daily activities. Such systems aim to reduce
users’ cognitive and physical workload, and improve well-
being. While the benefits of these systems are clear, recent
studies suggest that users may misconstrue their performance
of tasks. We see an opportunity in designing interaction tech-
niques that improve how users perceive the performance of
such systems. We report two lab studies (N=16 each) de-
signed to investigate whether showing physical motion, which
is showing the process of a system through movement (that
is intrinsic to the system’s task), of an autonomous system
as it completes its task, affects how users perceive its per-
formance. To ensure our studies are ecologically valid and
to motivate participants to provide thoughtful responses we
adopted consensus-oriented financial incentives. Our results
suggest that physical presence does yield higher performance
ratings.

ACM Classification Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous.

Author Keywords
Visualisation of Automation; Cognitive Psychology;
Automated Systems; Robots; User Experience; Perception

INTRODUCTION

There is a growing number of systems able to automatically
perform actions on behalf of users. Such systems are becom-
ing increasingly widespread in the domestic environment to
help people in their daily activities, such as water sprinkling'
and vacuum cleaning. Moreover, as the domestic environ-
ment becomes increasingly instrumented with smart sensors
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through the Internet of Things (IoT), autonomous systems will
be essential to manage the wealth of data such sensors gener-
ate, relieving their users of significant cognitive and physical
workload involved in performing their daily activities.

‘While the potential benefits of automatic systems are clear,
there are open questions around how users would perceive
such systems and their operation [16]. Recently, researchers
have investigated the usefulness of existing IoT products, such
as the Nest thermostat [25] and vacuum cleaning robots (e.g.
iRobot’s Roomba) [20, 12]. Results from these studies suggest
that because these systems operate autonomously, users do not
normally attend to them while they undertake their tasks, so
there could be a mismatch between the system performance
and users’ perception of it. As such, we see an opportunity in
designing interaction techniques that may improve how users
perceive the performance of automatic systems. In particu-
lar, we focus on notifications: notification systems are often
necessary to alert users when the autonomous operation has
been completed (given that users may not attend to it). Is
it possible, then, to engineer notifications generated by au-
tonomous system to influence users perception of the system
performance?

Against this background, in this paper we report on two lab
studies designed to investigate whether showing in person the
physical motion of an autonomous system as it completes its
task can affect how users perceive its performance. Physical
motion refers to the robot’s movement as it processes its task,
hence the motion we refer to is intrinsic to the system’s task
(this is in contrast to “physical motion” as being independent
of task execution). Consensus-oriented financial incentives
were used to increase the ecological validity of the studies[4]
and motivate our participants to provide thoughtful responses.
In particular, the first user study (N=16) focused on comparing
two situations: (i) a moving robot in the process of docking
and (ii) a static robot that has already completed its task. The
aim was to see whether motion can positively change peo-
ple’s perception of the performance of an autonomous robot.
Our results demonstrate that this is indeed the case: our par-
ticipants almost unanimously rated the performance of the
moving robot higher compared to a non-moving robot. In the
second user study (N=16), we instead focused on investigating
whether seeing the motion in person or through a video feed
makes a difference. The results suggest it does: physical pres-
ence yields higher performance ratings. Indeed, the findings



Appendix A Ubicomp Paper

113

of this paper provide implications for how the feedback of
autonomous systems can be enhanced to support how people
perceive the performance of such systems.

RELATED WORK

Our research aims to evaluate how visual cues can change
people’s perception about the performance of autonomous
robots. As such, we are building upon prior research that has
studied transparency for the intelligibility of robotic systems,
perception of motion in robots and interactive artefacts, and
perception of motion in robots through video and animation.
We next elaborate on the literature in these three key areas in
turn.

Transparency for the Intelligibility of Robots

Robots are expected to become part of people’s everyday
life in homes and public areas (e.g. in hotels, trade shows,
workplaces, museums) [19, 11]. Therefore, robots should be
transparent about their decisions and actions so that people
would feel that they understand their behaviour [13].

Kim et al. [13] examined whether different levels of trans-
parency have an effect on people’s judgement of blaming an
autonomous robot or someone else at the moment the robot
presents an unexpected behaviour in a cooperative scenario. In
more detail, the robot delivered assemblies of toy pieces that
participants place in a tray that the robot had. In particular, a
highly transparent robot provided audible feedback about its
status. However, they do not focus on how people perceive the
performance of the robot with different levels of transparency.
Boyce et al. [1] implemented an external interface (screen
display) to make the operation of the robot more transparent.
Their results showed that increasing transparency can help
users understand a robot’s environmental conditions and sta-
tus. In contrast to both of these studies, we do not enhance
the existing structure of robots. Instead we utilise their current
setup as a way to keep the design of the robots as simple as
possible.

Perception of motion in robots and interactive artefacts
Prior studies in HCI, HRI and UbiComp have examined
whether people can infer intentionality, emotions or be moti-
vated to interact with robots or artefacts through the visualisa-
tion of motion [15, 17, 10, 9, 2, 3]. Instead, in our study, we
use the motion of a robot as a visual cue to change how people
perceive the robot’s performance. Closer to our work, Hoff-
man et al. [6] conducted a study where an anthropomorphic
robot, Travis, was used as a speaker dock and music listen-
ing companion. Participants observed, listened and evaluated
songs played by Travis. For some participants, Travis moved
on-beat with the songs played. In contrast, other participants
interacted with a moving Travis that was off-beat with the
songs. The rest of the participants were introduced to a static
Travis. Their results showed that participants rated songs sig-
nificantly higher when the robot is moving on-beat with the
songs than when it is static. Indeed, they pointed out the role
of "personal robots as contributors to, and possibly amplifiers
of, people’s own evaluation of external events" [6].

These findings focus on the evaluation of events that are ex-
ternal to the system e.g. asking people whether they enjoy

what they hear, instead of asking them about the quality of the
sound produced by the system. Moreover, this work is about
entertainment applications, while we look more at mundane or
practical applications. In particular, we focus on how people
evaluate the performance of such systems. Moreover, they
centered their research on anthropomorphic robots. Instead,
we are particularly interested with everyday systems (e.g. sys-
tems that are used in everyday situations such as cleaning or
cooking robots). This is because it may not be practical to
modify everyday systems to be anthropomorphic. We intend
to focus on maintaining the simplicity of such systems.

Perception of robots motion through video and animation
Previous studies showed how people perceive robots through
their physical movement [6]. However, there are other alterna-
tives to interact with robots, such as, videos and animations.
Such modalities allow people to visualise robots remotely with-
out having a physical interaction with the system. Takayama
et al. [21] examined people’s perception of virtual animated
robots through a lab study. For the study, the robot covered
a variety of activities, such as opening a room, delivering a
drink, requesting help from a person to plug into an outlet,
and ushering a person into a room. Their results suggest that
people are positively influenced by animations showing the
outcome of a robot and more specifically that they read robot
behaviour with more certainty. However, while the focus of
their study is on training we are interested in real time inter-
action with robots. Additionally while their work is based on
virtual animated robots, ours use physical ones. Wainer et al.
[24] ran a study with participants that interacted in a collab-
orative task with an embodiment robot v.s. non-embodiment
robot (e.g. simulated and video). In more detail, participants
resolve a Towers of Hanoi puzzle following the instructions
of the robots. Their results suggest that people perceive an
embodiment robot more helpful and enjoyable in comparison
with a non-embodiment robot. However, they did not analyse
whether people perceive that one type of robot works better
than the other, which we present as our key contribution.

MOTIVATION

A large body of work from cognitive psychology investigated
how motion and other sensory cues influence our perception
of the world. We started from this work to design notifica-
tion mechanisms that could influence people’s perception of
autonomous robots.

In psychology “perception” is defined as the process that peo-
ple follow to identify, interpret, and understand their environ-
ment, with the support of sensory (i.e. physical) and cognitive
cues (referred to as high-level of knowledge) that the nervous
system processes [18]. Studies have shown that humans can
extract high level information from very basic motion cues
[8]. However, in some cases, physical cues are insufficient for
the brain to interpret the environment. Hence, the brain uses
existing knowledge as a way to make sense of sensory signals
(e.g. sight) [5].

Our perception of the world is sometimes influenced by more
than one sensory channel. For example, McGurk and Mac-
Donald demonstrated that speech perception is influenced by
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Figure 1. This figure shows a layout of the rooms where we conducted the experiment.

both sound and vision [14]. Vines et al. [23] reported a study
where participants rated how much they liked audiovisual clips
of clarinet players to investigate how different visual cues af-
fect people’s evaluation of the musicians’ performance. They
found that participants gave a lower score to a clarinettist who
did not move compared to a clarinettist with more expres-
sive body motion. This result suggests that an appropriate
visual cue can improve people’s rating of a non-visual prop-
erty. Building on such a corpus, we set out to explore whether
motion can be leveraged to influence people’s perception of
autonomous robots.

STUDY DESIGN

A user study was designed and conducted to analyse the effect
of motion, as a visual cue, on people’s perception. Specifically,
the study was designed to test the following hypothesis:

H1 - The visualisation of automation, which is show-
ing system process through motion (that is intrinsic to
the system), is an effective visual cue that can positively
change people’s perception of the system.

Experiment 1

Experiment Design

For this experiment, we selected the Roomba robot because
it is an off-the-shelf product designed for domestic everyday
use. A within-groups design was used to compare the effect of
the visual cue and its absence on the same set of participants,
where participants evaluated and compared the performance
of two Roomba robots in vacuuming the carpets in two rooms
where each was located. Two conditions were defined in our
experiment: no-motion and motion. In the no-motion condi-
tion (the control condition), participants saw the robot after
it completed its task, having already returned to its charging
base. In contrast, in the motion condition (the ‘treatment’
condition) participants saw the robot moving as it docked in

its charging base, having completed its cleaning duties. This
movement is the visual cue at the centre of our study. In prac-
tical terms, the motion condition was implemented through
a Wizard of Oz approach whereby an experimenter activated
the robot seconds before participants arrived. The study was
fully counterbalanced: half of the participants saw first the
robot in the motion condition, vice versa for the other half.
Moreover, the rooms and the robots were also alternated and
fully counterbalanced: half of the participants saw the robot
in the motion condition in Room A and the other half saw
the robot for the same condition in Room B. The first robot
participants saw was referred to as simply ‘robot A’, and the
other one ‘robot B’, regardless of the condition (so that the
naming would not influence the results).

At the beginning of each experiment, participants were told
that the task was to compare two different algorithms imple-
mented on each of the two robots. After this introduction,
participants were asked to visit two rooms and were given a
questionnaire asking them to evaluate on a 5-point likert scale
the cleanliness of the carpet (from “1 - dirty” to “5 - clean
without any chance to improve”). They were then asked to
move to a different room to wait until the Roombas finished
vacuuming the carpets. Participants were explained that they
had to wait in a different room because the algorithms were
still work-in-progress so we did not want their judgement to
be influenced by their trajectories. Figure 1 shows the layout
of the room. While waiting, participants were asked to play a
puzzle game 2 on a 13” screen laptop. When the two robots
had completed their tasks, participants received a text-based
notification shown on the laptop indicating that they could go
and evaluate the performance of the Roombas. After receiving
the notification, participants visited both rooms one after the
other. As described above, in one room they found the robot

2htt;:u ://tinyurl.com/krx3w73
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Figure 2. On this figure, we can see one of the rooms where the experi-
ment took place.

already docked, while in the other they saw it docking. After
participants had seen the robot docking, we told them that the
robot’s action of docking was not related to the robot’s task
of cleaning the carpet. As such, they were allowed to see this
part of the robot’s process.

After visiting each room, they were asked to continue the
questionnaire and evaluate whether there is an improvement
with the cleanliness of the carpet on a 5-point likert scale
(from “stayed the same, did not have an improvement” to
“better than before”). The post-task question was phrased
differently from the pre-task questions, so the answers cannot
be directly compared.

Once they evaluated both rooms, participants were asked to
compare the performance of the Roombas. To try and ensure
that participants would provide a significant and thoughtful
evaluation, we designed a performance-based reward mech-
anism. Participants were asked which of the Roombas they
thought most people would select as the one with the best per-
formance (including the option that both had the same level of
performance), and they were told that only if they selected the
most popular choice at the end of the study (after we collected
data from all participants) they would be rewarded with a £10
voucher (hereafter referred to as reward-based question). To
check whether participants subjective judgement of the Room-
bas differed from what they expected the majority of people
to choose, after they answered the first question they were pre-
sented with a second question, asking them which robot they
personally consider to be the one with the best performance,
regardless of other people’s opinion. This second question
(referred later as non reward-based question) had no effect on
the reward received by the participants.

External validity was a key factor in the design of the ex-
periment to test the effectiveness of visual cues in people’s
perception when they evaluate the performance of the robots.
Therefore, we were particularly careful in keeping a number
of variables that could affect participants’ perception of the
performance of the Roombas constant. These variables were
determined through pilot studies:

o Cleanliness of carpets: The Roombas did not actually clean
the carpets during the experiment.

e Robot’s environment: The rooms used in the experiment
were similar to maintain the same conditions (see Figure 2).

Moreover, the robots were switched between the two rooms
to maintain a fully counterbalanced study design.

e Roombas’ task completion time: Both of the Roombas were
simulated to vacuum the rooms in 10 minutes and were
working simultaneously.

e Robot’s model: The two robots used in the experiments
were of the model iRobot Roomba 500.

e Evaluation time: Participants were only allowed 15 seconds
to evaluate the carpets in each room. This was done to avoid
participants spending more time in one room than the other.

Participants

A total of 16 participants (12 female, 4 male) took part in the
study and 15 of these were members of the university: PhD
and Masters students, none of which had technical background
(e.g., not from Computer Science or Engineering). One partic-
ipant was a homemaker. The ages of these participants ranged
from 24 to 53 years old (M = 32.00, SD = 7.46).

Results

Selection of robot with best performance. For the reward-
based question, 15 out of the 16 participants selected the
moving robot (motion condition) as the one with the best per-
formance. The remaining participant selected the robot in the
no-motion condition as the best performing one, while nobody
indicated that the robots had the same level of performance.
For the non reward-based question, only one participant ex-
pressed a different opinion from that of the previous question,
saying that both robots had the same performance. In total,
14 participants considered the moving robot as the better per-
forming robot when answering the non reward-based question.
These results are illustrated in Figure 4.

Cleanliness of the carpets. A Mann-Withney test revealed
a statistically significant effect (U = 67.50,p < .05,r = .41)
of the motion on the rating of how clean the rooms were
after the operations of the robots. The room in the motion
condition was rated on average as cleaner (mdn = 2.5) than the
room in the no-motion condition (mdn = 1.5). Figure 3 shows
the means comparison of the two groups. No statistically

Experiment 1

motion —_—

no-motion

12 14 16 18 2 22 24 26 28 3 32 34
Carpets' cleanliness Evaluation

Figure 3. Comparison of evaluation means for rooms’ carpet after
robots clean, with 95% confidence confidence bars.
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Figure 4. Comparison between participant’s evaluation in the reward-
based and non reward-based questions

significant differences were found on the ratings of how clean
the rooms were before the operations of the robots between
the conditions.

Discussion

The results of Experiment 1 confirms H1: motion can be
used to change people’s perception of how well an automated
or automatic system works. The data shows clearly that the
change is in the positive direction: all except 2 participants
agreed that the robot in the motion condition was the one with
the best performance. All except 1 declared that they thought
the moving robot would be considered by other participants
as the one with the best performance. This finding is further
confirmed by the ratings that participants expressed through
the likert scales. In the motion condition the room was rated
as cleaner than in the no-motion condition, after the robots’
operations. As expected, no differences were found on the
rating of the rooms before the robots’ operations. These results
show that the visualisation of automation can be used as a tool
to change people’s perception of the performance of automated
or automatic systems, even in the case of systems that are not
anthropomorphic, extending what was previously reported in
the literature [6].

Experiment 2

The results from the first experiment clearly show that seeing
a robot moving had an effect on our participants’ perception
of its performance. However, it as far as I know noted that
the movement was seen in person. Could the same effect be
observed if the movement of the robot is experienced through
a video feed? Indeed there might be situations in which users
are unable to directly see the movement of a robot. To answer
this question we designed a second experiment to compare
how people perceive the performance of a Roomba when
people watch a video of it docking in comparison to watching
a Roomba docking in person. As such, we defined a new
hypothesis:

H2 — Physical visual cues are more effective than
video-based cues at positively influencing how people
evaluate an autonomous robot that show such cues.

Experiment Design

The design of experiment 2 is the same as experiment 1, ex-
cept that the no-motion condition was replaced by a video
condition. When participants received the notification that
the robot had completed its task in the video condition, they
were presented a video showing the Roomba docking. This
is similar to the motion condition, but mediated over a video,
rather physically seen in the same environment. In this new
condition, a video of a Roomba docking was displayed on the
laptop computer where the participants played the video game
(cfr Experiment 1), and this served as a notification that the
Roomba has completed its operation, rather than the text-based
notification. For practicality the video was a pre-recorded clip,
but it was presented to participants as a live feed from the
room (the two rooms had no external windows, making such
mockup realistic). Moreover, to avoid details on the video that
can change people’s perception we used a VGA resolution. To
guarantee that participants associate the video-based notifica-
tion with the correct Roomba the notification was presented to
the participants before they visited the room. To accomplish
this, the research investigator carried the laptop throughout the
duration of the study, including when the rooms are about to
be evaluated. Before entering the rooms where the Roombas
were, the investigator would show the laptop’s screen. For
the video condition, this means that they would see the video-
based notification right before they enter the corresponding
room, therefore guaranteeing that they associate the video with
the correct Roomba.

We included some new questions in the final questionnaire. In
addition to the reward-based and non-reward-based questions,
participants were also asked why the robot they selected per-
formed better than the other, with a view to understand the
motivation behind their choices. Moreover, they were asked
whether they would prefer watching a video of the Roomba
working or watching the Roomba physically finishing its task
and why.

As in experiment 1, we were particularly careful in keeping a
number of variables that could affect participants’ perception

of the system performance constant. These variables were the
same as those listed for experiment 1.

Experiment 2

motion ——

video —— 4

2.5 3 3.5
Carpet's cleanliness evaluation
Figure 5. Comparison of evaluation means for rooms’ carpet after
robots clean, with 95% confidence confidence bars.



Appendix A Ubicomp Paper

117

Participants

A total of 16 participants (10 male, 6 female) took part in the
study and all of them were members of the university: under-
graduate and postgraduate students, including a wide range,
from Computer Science, English literature, Mechanics, Eco-
nomics and Psychology students. The ages of the participants
ranged from 19 to 37 years old (M = 22.00, SD = 4.39).

Results

Selection of Roomba with the best performance. In total
13 of the 16 participants considered that the Roomba in the
motion condition performed better than the Roomba in the
video condition. The remaining three participants indicated
that the Roomba in the video condition performed the best,
while nobody suggested that both robots had the same per-
formance. All participants answered in the same way the
reward-based and non reward-based questions, i.e. they all
believed their answer would be the most popular one. These
results are illustrated in Figure 7.

R for choosing one R ba over the other. The re-
sponses to the question about why participants selected a par-
ticular Roomba as the one performing the best were summa-
rized through open coding. Each response was associated to
one or two codes, with five codes used in total: details, relative,
generic, room features, and clean already. Figure 6 illustrates
the frequencies of these codes for those who preferred the
motion condition and those who preferred the video condition.
The code details was associated to responses which referred
to specific issues in the room, such as “crumbs which lie close
to chair legs” and “coffee stains.” The code relative was used
when the responses referred to the comparison of how clean
the room was before and after the operation of the robots, such
as: “Found the room cleaned by Roomba A much cleaner
than it was initially” and “biggest change in cleanness”. Com-
ments coded as generic included “cleaned the room better”
and “The carpet of room B was cleaner than room A”. The
code room features was used when participants referred to the
influence of room features on the performance of the robots,
such as “less corners for roomba to have difficulty with” and
“It seemed to clean tighter spaces better”. Finally, one partici-
pant stated that the room was clean to start with (“Because the

Reasons to prefer condition

10
H video
“motion
—
- - -

OCRrNWAUON®O

details relative generic room clean
features already

Figure 6. Reasons expressed by participants for preferring one Roomba
over the other in Experiment 2.

Roomba with the best performance
evaluation

oN & 0 ®

Motion Video Both

Figure 7. Comparison between participant’s evaluation of the two differ-
ent modalities. Note that all participants responded to the reward and
non-reward based questions in the same way.

Room B is clean already so it is hard to evaluate the Roomba
B performance”) so this response was coded as clean already.

Cleanliness of the carpets. A Mann-Withney test revealed
a statistically significant effect (U =70, p < .05,r = .39) of
motion and video on the rating of how clean the rooms were
after the robots’ operations. The room was rated on average as
cleaner in the the motion condition (mdn = 3) than in the video
condition (mdn = 2). Figure 5 shows the means comparison
of the two groups.

Modality preference. Ten participants preferred the video
over seeing the robot physically move; four participants pre-
ferred seeing the robot in person; while the remaining two
participants did not have a preference for how they see the
robot.

Reason for preferring a modality. The responses to the ques-
tion about why participants selected one modality over the
other were summarized through open coding. Each response
was associated to one code, with six codes used in total: better
understanding, convenience, emotional, generic, reliable and
subjective. Figure 8 illustrates the frequencies of these codes.
An example in the better understanding category included “1
can understand which part of the room have been cleaned”.
The convenience category included “I do not have to be there
till the end”, “Can observe the room situation remotely”, and
“This will save our time while we are doing some other work
during the time Roomba was doing its task...”. Comments
categorised as emotional included “fun” and “...physical pres-
ence has a more personal effect”. Comments in the generic
category included “You can see the Roomba working physi-
cally and the video is helpful” and “Able to see functionality
of the roombas”. An example comment in category reliable
category included “On the video you can’t see what is happen-
ing”. Finally, the subjective category included “I’m personally
a visual person so it illustrates it much better...”.

Discussion

The results of Experiment 2 suggest that seeing the robot
moving in person positively influences the perception of its
performance, compared to seeing it through video. All except
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Figure 8. Reasons expressed by participants for preferring one notifica-
tion modality over the other in Experiment 2.

3 participants agreed that the robot in the motion condition was
the one with the best performance. This finding confirms our
hypothesis H2. Our participants’ ratings of the cleanliness of
the rooms further confirm such result: in the motion condition
the room was rated as cleaner than in the video condition, after
the robots’ operations.

The qualitative data about why participants selected one spe-
cific robot as the one performing better provide further evi-
dence of the effect of the two different notifications and their
potential to influence people’s perception of the robots. As
illustrated in Figure 6, participants provided generic answers
to this question only in three instances. In contrast, in the ma-
jority of cases our participants’ answers included specific and
tangible reasons to support their choice, despite the fact that
the Roombas did not actually clean either of the two rooms.

Even though the performance ratings clearly indicate that the
Roomba in the motion condition is the most successful one,
when participants were asked about their general preference
regarding the modality most of them chose the video. The
most frequent reason to support this choice was convenience.
Such contrast between performance ratings and general pref-
erence seems to suggest that participants were not aware of
the bias that the motion condition caused on their performance
rating. It should also be noted that while the performance
rating was related to a financial incentive the question about
general preference was not. Therefore it is also possible that
participants answered the latter more casually.

GENERAL DISCUSSION AND IMPLICATIONS

The results of both of our experiments indicate that the feed-
back delivered with notifications can have a considerable influ-
ence on people’s perception of the performance of autonomous
robotic systems. In particular, seeing the robot moving as it
finishes its operation in person led our participants to rate its
performance higher than not seeing any motion, or seeing the
same motion over video.

Compared to prior work [6, 22], the type of motion displayed
in our study is very simple, making it very easy and cost
effective to take advantage of our findings in existing designs.
Indeed, in the case of the Roomba, the motion cue we studied

is simply part of the standard operation of the robot. However,
additional measures may need to be put in place to drive
the user’s attention to the motion. For example, presence or
location sensing (including e.g. smartphone apps to detect the
user’s location) may be employed to activate the system when
users are physically close to them, or on their trajectory home,
leveraging prior work on pattern recognition on GPS traces

[7].

These results could potentially apply to a wide range of devices.
In the domestic context, smart appliances such as vacuum
cleaning robots, washing machines (e.g., seeing the spin cycle
confirms the clothes will be clean and dry) and dishwashers
(e.g., hearing the dishwasher rinse and shut down confirms
all dishes have been cleaned) could be timed according to
GPS traces such that when they detect (or predict) that the
owners are nearby, they would finish their cycles [7]. A similar
approach could also be used for prototyping machines, such
as 3D printers, laser cutters and CNC machines.

In addition, the results of our experiments highlight new re-
search opportunities around different ways to present visual
cues as new forms of feedback for autonomous robots. While
our results, even though on a small sample, show a clear ef-
fect, they also open a number of new research questions, for
example: Is this effect long lasting? Does it apply to any kind
of robots, or even other ubicomp (non-robotic) systems? Is
the timing of the cues that are presented important? We be-
lieve that the effect we observed may even influence people’s
inclination to adopt such systems: more research is required
in such a direction.

CONCLUSION

In this paper, we have presented two lab experiments, each
with 16 participants, designed to investigate whether seeing the
motion of autonomous robots in person can positively change
people’s perception about the performance of the robots. In-
deed, our findings suggest that people’s perception of the
performance of an autonomous robot can be improved for
the better through showing them the robot moving, in such a
way that they would see it in person. Showing the motion of
autonomous systems acts as a visual cue to help people per-
ceive the performance of such systems correctly. In contrast
to previous work, our results apply to systems which are not
anthropomorphic, hence, the implications can be relevant to a
large number of systems. Therefore, we hope that the results
presented in this paper will stimulate designers to integrate
motion in the feedback of their systems, and researchers to
further explore this area.
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ABSTRACT

In this paper, we report on one lab study and seven follow-up studies on the crowd-
sourcing platform designed to investigate the potential of animation cues to influ-
ence users perception of two smart systems: a handwriting recognition and a part-
of-speech tagging system. Results from the first three studies indicate that indeed
animation cues can influence a participants perception of both systems performance.
The subsequent three studies, designed to try and identify an explanation for this
effect, suggest that it is related to the participants’ mental model of the smart sys-
tem. The last two studies were designed to characterise the effect more in detail,
and they revealed that different amounts of animation do not seem to create sub-
stantial differences and that the effect persists even when the systems performance
decreases, but only when the difference in performance level between the systems
being compared is small.

KEYWORDS
Sections; lists; figures; tables; mathematics; fonts; references; appendices

1. Introduction

There is a growing number of smart systems that help users to gather data and process
information from sensors. These are systems that utilize some form of pattern recog-
nition, machine learning, or more generally artificial intelligence to complete a variety
of information-processing tasks. Until recent times, such smart systems were only ac-
cessible at high-cost for specialised applications (e.g. in medical fields, aviation), but
more recently they have become increasingly widespread for non-specialist applica-
tions, such as apps that help people with office work (e.g. translation platforms! or
document scanning?). As smart systems become available to a wider variety of users,
it is important to study how casual users interact with them. Given that smart sys-
tems can involve advanced concepts in pattern recognition (e.g. Bayesian classification
(Talbot, Lee, Kapoor, & Tan (2009))), or even act as black boxes (Krause, Perer, &
Ng (2016)), their operation may be difficult to grasp for non-specialist users, who do
not receive training (as it is common for domestic appliances).

CONTACT A. N. Author. Email: latex.helpdesk@tandf.co.uk
Ihttps://www.apertium.org
2https://www.canscanner . com/
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Research in psychology and behavioural economics indicates that people’s percep-
tion and decisions can be influenced by cognitive biases, implemented often through
nuanced cues. As such, we are interested in whether cues, and in particular visual ani-
mation cues, can influence users perception of smart systems. In particular, we focus on
whether these cues affect how people rate the performance of a smart system. Indeed,
recent research (Garcia, Costanza, Ramchurn, & Verame (2016)) demonstrated that
simple motion cues can have quite a radical impact on people’s perception of vacuum
cleaning robots: when the interaction was orchestrated in such a way that participants
saw the robot moving, they perceived it to clean better than a robot which worked
identically, but was not seen moving. Building on this prior work, our aim is to inves-
tigate whether a similar effect can be noticed for GUI-based smart systems, through
the use of animation cues integrated in the system interface. We argue that being
aware of and understanding such biases are important for the design of interaction
around smart systems. On one hand, it may reveal opportunities to improve users’
perception e.g. making the system more popular or more likeable. On the other hand,
and perhaps even more importantly, being aware of such biases may allow designers
to avoid unintentionally deceiving users.

In this paper, we report on one lab study and seven follow-up studies on the crowd-
sourcing platform Amazon Mechanical Turk® (MTurk) designed to investigate the
potential of animation cues to influence users’ perception of two smart systems: a
handwriting recognition (HWR) and a part-of-speech (POS) tagging system. All stud-
ies collected both quantitative and qualitative data, and used consensus-oriented fi-
nancial incentives to increase ecological validity and motivate participants to provide
thoughtful responses. Results from the first three studies indicate that indeed anima-
tion cues can influence a participant’s perception of both systems’ performance. Both
in the lab and on MTurk, participants reported that the system, which had animation
integrated in its UI, performed better than an alternative system, which was in fact
identical apart from the animation. The subsequent three studies were designed to
try and identify an explanation for this effect; their results suggest that the effect of
animation cues is related to a participants mental model of the smart system. More
precisely, if the cues are compatible with users’ mental model of how the system works,
they seem to somehow provide a reassurance about the system operation, and evoke
an illusion that the system works better than an alternative one for which animation
is not shown. Having identified a possible explanation for this phenomenon, we report
two further studies designed to characterize it more in detail. In particular, these last
two studies revealed that different amounts of animation do not seem to create sub-
stantial differences, and that the effect persists even when the system’s performance
actually decreases, but only when the difference in performance level between the
systems being compared is small. These results support specific implications for the
design of user interfaces for smart systems, which are discussed following the detailed
report of the experiments.

2. Related Work

Our research aims to analyse how simple animations can change participants’ per-
ception of smart systems’ performance. To this end, in what follows, we survey prior
research that has studied cognitive biases and how different framings of information

Shttps://wuw.mturk. com
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impact people’s perception. Then, we discuss transparency for the intelligibility of soft-
ware systems and how their design influences how people perceive the system. Finally,
we discuss prior work on the perception of motion in screen-based systems.

2.1. Cognitive Biases

Studies in psychology and behavioural economics have shown that people’s perception
of how well a system or process works can be influenced by different cognitive biases.
For example Tversky & Kahneman (1985) showed that people can be influenced by
the way outcomes are described to them. In a survey, participants were presented
with a problem and two possible solutions. These two solutions had the same out-
come, however, one emphasised its positive aspects, while the other emphasised the
negative aspects. Results suggest that people had a tendency to choose the solution
that emphasised the positive aspects. As another example, Ariely (2008) ran a study
to analyse if the price on medicine has a placebo effect on people’s perception of how
they feel after they took medication. One group received the medicine with the actual
price and a second group received the medicine with a 10 cents discount (off an original
price of $2.50). The results showed that while almost all participants in the first group
experienced pain relief from the pill, only half of the participants who were given the
“discounted medicine” experienced pain relief. In our work, we are interested in ex-
ploring whether there are also cognitive biases that can influence people’s perception
of how well smart systems work.

2.2. Transparency and Intelligibility of Software Systems

Prior research has examined the effect of increased intelligibility on people’s under-
standing of smart systems. In particular, previous studies have suggested that smart
systems should generate and provide meaningful explanations for systems’ actions,
behaviour or outcomes (Lim, Dey, & Avrahami (2009); Lyons (2013); Tullio, Dey,
Chalecki, & Fogarty (2007)). For example, Lim et al. (2009) ran two experiments to
analyse the effect of meaningful explanations describing why and why not a context-
aware application behaved in a certain way. Their findings suggest that users have a
better understanding of a system’s behaviour and a higher feeling of trust in it when it
provides explanations. Moreover, Tullio et al. (2007) ran a six-week field study to anal-
yse whether intelligibility can help office workers improve their understanding of how
a system predicts their managers’ interruptibility. They found that people were able
to understand the system prediction better, even if the overarching structure of their
mental model stayed stable during the study. However, explanations can also cause
information overload, possibly confusing and overwhelming users (Lim & Dey (2011);
Yang & Newman (2013)). Similarly, another study investigated Laksa, a context-aware
software which used eight question type explanations (e.g. Why, Why Not, What If)
to explain its decision to the users (Lim & Dey (2011)). To evaluate the software, par-
ticipants used the software in three situational dimensions (exploration, fault finding,
and social awareness) that allowed the researchers to observe whether participants do
or do not understand software decisions. They noted that quickly consumable expla-
nations of a systems output are crucial and additional, richer explanations should be
easily accessible. Lim & Dey (2011) observed that prior knowledge plays an impor-
tant role in both understanding of such systems and also interpreting the explanations
given. The lack of previous knowledge can lead people to misunderstand or misuse a
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system. Complementing this prior work, our aim is to understand whether it is possi-
ble to change people’s perception of smart systems without increasing their cognitive
workload by, for example, providing additional cues (e.g. through animation) that can
expose to users that a smart system is doing work.

Another way of improving system intelligibility is through information visualisation,
which is the use of visual representations of data structures and algorithms to help peo-
ple analyse data (Card, Mackinlay, & Shneiderman (1999); Ware (2012)). The concept
of information visualisation is considered a method to make a system understandable
without providing explanations of its process. For example, O’Donovan et al. (2008)
ran a study where participants interacted with PeerChooser, an interactive visuali-
sation system for collaborative filtering. The system generated a peer-graph which is
centred on the current user. The graph showed a visual representation of their peer
group or neighbourhood allowing participants to manipulate connections with their
neighbours. This interaction allowed participants to visualise recommendations from
the system based on their preferences. Their findings suggest that a visual-interactive
approach can improve the accuracy of the recommendations provided by the system
and also enhance user experience (O’Donovan, Smyth, Gretarsson, Bostandjiev, &
Hollerer (2008)). In our case, instead of using interactive visualisations, we explore
visualisations of a system’s process through motion (animations) that represents its
execution of a task.

An example of a study that uses motion as a visual feedback to explain a system’s
decision is presented by Vermeulen (2010). In their study, animations were used to
show the process that a system follows when it makes a decision, given how a user
interacts with its inputs (e.g., switch) or sensors (e.g. motion detector). Findings from
their study suggest that participants understood the decisions and actions taken by the
system because of the explanations they received. This approach demonstrates that
animation, as a feedback, can help people understand decisions made by a system.
However, participants also found it difficult to track the animation at times, thereby
confusing them. We build on this idea and want to further explore how people’s per-
ception changes depending on the animation.

2.3. The role of motion in users’ perception of systems

Research has looked at how people perceive motion in screen-based systems. Animacy,
as Tremoulet & Feldman (2000) state, is when people perceive an object as being
alive, through the pattern of its movements. They mention that the movement of an
object does not need to be dramatic to show animacy (Fritz Heider (1944); Reeves &
Nass (1996)). As a consequence, people attribute motivations, or intention in objects’
movements from the patterns that these objects follow. This means that people can
infer objects’ intentions through their movements (Gao & Scholl (2011); Michotte
(1963); Pantelis & Feldman (2012); Schlottmann & Surian (1999)). This has also been
observed durng people’s interaction with physically actuated interfaces such as helium
balloons (Nowacka, Hammerla, Elsden, Plotz, & Kirk (2015)) or vacuum cleaning
robots (Garcia et al. (2016)). Therefore, through designing the movement, it is possible
to affect how people perceive objects. Michotte (1963) showed in their study that if
two objects are in the same frame and suddenly change their direction, people can infer
that both objects have a causal interaction. Pantelis & Feldman (2012) ran a study
with multiple objects moving around on a screen. They found that, after watching
multiple objects moving on a screen, people make interpretations of the intention and



126 Appendix B HCI Journal Paper

behaviour of the objects. Moreover, in their experiment, people were able to distinguish
if an object behaved friendly or hostile when it was moving around other objects. This
body of work makes us believe that - by showing people an animation - they can
be convinced that a system is working on a task. As such, we presume that people
perceive a system that somehow communicates that it is doing work perform better
than a system that hides how it works.

However, it has also been shown that some features of animations can confuse people
and negatively impact people’s perception. These features include but are not limited
to: interaction between multiple objects (Gao, McCarthy, & Scholl (2010)), trajecto-
ries that are too complicated (Dittrich & Lea (1994); Tremoulet & Feldman (2000)),
unnatural movements (Popovié, Seitz, & Erdmann (2003)), or static backgrounds that
are too complex (Gelman, Durgin, & Kaufman (1995)). Hence, it is important to en-
sure such issues are avoided when providing feedback about a system’s execution of
tasks.

Prior research has also analysed affective qualities of an interface depending on how
the information and motion are presented on a screen (Detenber & Reeves (1996);
Park & Lee (2010b)). Park & Lee (2010a) ran a study to understand how motion
(i.e. transition effects between objects) influences the affective quality of an interface
to improve user experience. They presented an image viewing interface that allows
users to browse through a set of photos as they shift horizontally from one to another.
Their results show that motion influenced how people rated affective qualities of the
interface (e.g. youthfulness, calmness, and uniqueness). Also related to the effect of
animation on user emotion, Bakhshi et al. (2016) reported that social network users
have a tendency to share content more frequently if it involves animations, compared
to content that is purely static. In contrast to this prior work, our interest lies in
observing if motion has an effect on how people perceive systems’ performance rather
than on people’s emotions.

3. Study 1

Building on the prior work discussed above, we set out to assess the potential for
animation cues to influence users’ perception of the performance of smart systems.
‘We consider this investigation as an attempt to generalize the results by Garcia et al.
(2016), who reported that motion could influence the perception of the performance
of vacuum cleaning robots.

We designed a lab study involving a relatively simple graphic animation, somewhat
related to the system operation. We chose a HWR system, a system that recognises
handwritten text and converts it to electronic text (or e-text / typed text), because
this is a common task that many people can relate to, at least conceptually, and it
also can be simulated easily (Verame, Costanza, & Ramchurn (2016)). Moreover, we
chose to use text in Filipino, a language that most users would be unlikely to know,
to mimic the likely circumstances of casual users not being familiar with the kind of
data handled by the system. In this way, rather simply checking the system output for
typos, users are required to compare the input and the output looking for differences,
a task that is more attention demanding.
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3.1. Method

3.1.1.  Study Design

A fully counterbalanced, within-participants design was used, where participants were
asked to evaluate and compare the performance of two HWR systems, each corre-
sponding to an experimental condition: animation and no-animation. Both systems
were based on the same graphical user interface, illustrated in Figure 1. On the left-
hand side of the screen, a scan of a page of handwritten text in Filipino (system’s
input) is displayed, while on the right-hand side the typed text (system’s output) is
shown. In both cases, the interface screen was preceded by a ‘loading’ screen, showing
just a text that the system was processing its task for 10 seconds, to reinforce the
idea that the system was doing something in the background. In the no-animation
condition, the system presented the result immediately after the loading screen, and
no motion cues were displayed. In the animation condition, after the loading screen,
an animation was shown: on the last two lines of the input words were highlighted
one by one, with a delay of a few hundred milliseconds; as each handwritten word
was highlighted, the corresponding word on the output appeared. The first word high-
lighted by the animation was the word “naging”, for more detail see Figure 1. By
highlighting the words one by one, our intention was to give users an impression of
how an algorithm may process the input data®.

External validity was a key factor for this study. Therefore both HWR systems
showed the same handwritten text, and both systems involved the same number of
errors (four mistakes per paragraph, resulting in a total of eight mistakes across two
paragraphs). In the last two sentences (the ones highlighted by the animation) both
systems presented one error. Additionally, a consensus-oriented reward mechanism
was adopted to try and ensure that participants would provide a meaningful and
thoughtful evaluation when they choose which system they considered to have the
best performance. Participants were told that if they select the system which the
majority identified as the one with the best performance, they will be rewarded with
a £10 voucher at the end of the experiment . This question is later referred to as
reward-based question.

4https://vimeo.com/183480644

Please check how good the transcription is.

— Handwriting Text = —————— EText =————————

nagturo din ng pagsasaka. Nagtayo si Rizal ng
poaralan para sa mga batang lalaki. Sa paaralang
ito, wikang Kastila ang ginagamit sa pagtutuyo,

inogture_din_ng._pagsasaka.. Nagtayo. siRizal ng
{poaralan_mm_so_mga batang lalaki. Sa_paacalan,
fito,_wikang_Kastila_ang — gnagamt_sa._ggtutuce,

lat_naghutiure_din_ito g Tngles _bilang. witang at nagtuturo din ito ng Ingles bilang wikang
banyaga. faglayunio_ng_paacalang. it ay_upang banyaga. Ang loyunin ng paaralang ito ay upang
turuan 004 "mga mag-adcal_og—gagiging turuan ang mga mag-aaral ng pogiging
Dopacacn s ladhay. Ang_llon_sa_tnga_mmag-aaral maparaon sa buhay. Ang ilan sa mga mag-aaral
oy _naging_ataguipay ~bilangivga magsasaka ay naging matagumpay bilang mga mogsasaka
ob_tomt oo cpisyal 09 mmahalaan. Lsang_Mustion at tapat na opisyal ng pamahalaan. Isang Muslim
ang_naging_datyy ot isa_pa, siJose Asediera, ang naging dotu, at isa pa, si Jose Aseniero,
noging gobenador _ng Zamboangm. Nagkacoon. ng naging gobernador ng

misyon_ong__mgaHeswito _na_—pobalikin g Rizal

Figure 1. Interface of the HWR system implemented in Study 1.
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3.1.2.  Participants

A total of 16 participants (10 male, 6 female) took part in the study, and all of
them were students: undergraduate and postgraduate, from a wide range of back-
grounds, from Computer Science to Mechanics, Psychology and Design. Participants
were recruited through adverts posted on university social network groups. The age of
participants ranged from 18 to 24 years old (M= 20.68, SD=1.70).

3.1.3.  Equipment

The study was run in a room at a university, where each participant sat with the
investigator. The interfaces and the questionnaire were implemented as a simple Web
application, using HTML5 and Python with the Django framework. The application
was displayed on a 13” laptop, and served from the same computer each time. The
animation was a GIF image.

3.1.4. Procedure

At the beginning of the study, participants received written instructions asking them
to evaluate and compare the performance of the two HWR systems. The two systems
were presented one at a time, in sequence: half of the participants first experienced the
animation condition, while the other half first experienced the no-animation condition.
In each condition the system was shown to participants for two minutes, so they had
a limited time to compare input and output. After the participants had seen both
systems, they were asked to fill in a questionnaire to evaluate their performance.
Participants were firstly asked to rate the individual performance of each system on a
5-point Likert scale. They were then asked to select which of the systems they believe
the majority of participants would choose to have the best performance and to provide
a justification for their selection. As mentioned above, if participants answered in the
majority they would receive a reward voucher. Additionally, we asked participants to
describe in a text field why they chose one system over the other. After these questions
were answered, participants were also asked (on a separate page) which system they
considered to have the best performance without considering what the majority of the
participants would choose, and no reward (we refer to this as the non-reward-based
question).

3.2. Results

3.2.1.  Selection of the system with the best performance

For the reward-based question, 12 of the 16 participants (75%) chose the system in the
animation condition as the one with the best performance, the remaining 4 participants
(25%) chose instead the one in the no-animation condition, while nobody indicated
that both systems had the same performance level. Only 1 participant answered the
non-reward-based question differently than the reward-based one, changing the answer
from “no-animation” to “both systems”. These results are illustrated in Figure 2.

3.2.2.  Reasons for choosing one system over the other

Participants’ responses to the question about why they selected a particular HWR
system as the one that performed best were categorised through thematic analysis
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Braun & Clarke (2006). Each response was associated to one or two of the following
three themes: number of errors, type of errors, and generic. Figure 3 illustrates the
frequencies of these themes. The theme number of errors was associated to responses
where the participants reported finding fewer errors or mistakes in the output of one
system than in the output of the other, such as “There were less mistakes in total”, “It
has mistakened less characters.” and “I think both of them had about the same number
of errors, however the second one’s were more obvious [..]” Comments categorised as
type of error were linked to situations when participants pointed out typographical
errors they found, such as “only confuses a-o, b-h, ri-n whereas the second also confuses
d-g” and “[..] algorithm only got mistakes when the words contain ‘a’ and ‘0’.” Finally,
comments such as “More sensitive recognition of lettering [...]”, and “[...] Errors of the
second program are easier to guess and find out.” were categorised as generic.

3.2.8.  Performance ratings

A Wilcoxon Signed-rank Test revealed that the performance evaluation was higher for
the animation condition (Mdn = 4) than for the no-animation condition (Mdn =
3.5), (Z = 2.07,p < .05,r = 0.37). Figure 4 shows participants evaluation of the
performance of the systems.

3.3. Discussion

The results of Study 1 show that animation cues have an effect on participants’ per-
ception of the system’s performance. The data shows clearly that the majority of
participants considered the performance of the system in the animation condition to
be better. It should be noted that this was the case despite the fact that one error
was present in the sentence highlighted by the animation. In other words, even though
the animation could have drawn the participants’ attention to the mistake, for most
of them the animation instead had the opposite effect. The qualitative data further
supports this result, most participants seem to believe that the system in the anima-

Study 1
Selection of the HWR system with the best performance
T T

Il Animation 4
[ENo-animation
[IBoth systems|

Number of participants

Reward-based question Non-reward-based question

Figure 2. Selection of the participants for preferring a HWR for the reward-based and non-reward-based
questions in Study 1. Number of participants on the y-axis.
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tion condition made fewer errors or different kind of errors than the other system,
despite the two systems producing the same number and kind of errors. Moreover,
participants seemed to be unconscious of the effect: none of the comments referred
explicitly to the animation.

These results extend those from Garcia et al. (2016), who showed that motion can
be used to change people’s perception of the performance of vacuum cleaning robots.
Our results indicate that the effect of motion does not apply only to physically moving
systems, but also to graphical user interfaces through animation.

These results open up a number of follow up questions. Can this effect be observed
in a less controlled environment? Can it be observed for a different type of smart
system? The following two experiments were designed and carried out to address these

Study 1
Reason for preferring a HWR
T

Number of participants

number of errors type of errors generic

Figure 3. Reasons expressed by participants for preferring a HWR in the animation or no-animation con-
dition in Study 1. Number of participants on the y-axis.

Study 1
Performance rating of the programs
T T T

Number of participants
o
T
L

I I I I I
very poor poor acceptable good very good

Figure 4. Likert-scale of participants’ evaluation of the performance of the systems for the animation and
no-animation conditions. Number of participants on the y-axis.
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two questions.

4. Study 2

To assess whether similar results to those of Study 1 can be observed also in a less
controlled environment than the lab, we decided to run a similar experiment on a
crowdsourcing platform: Amazon Mechanical Turk ® (MTurk). In addition to being
less controlled, crowdsourcing environments are also reported to include more diverse
participants (Buhrmester, Kwang, & Gosling (2011); Germine et al. (2012)). Crowd-
sourcing has become a widespread online tool that researchers and companies use
to outsource micro-tasks. In MTurk, these micro-tasks are referred to as Human In-
telligence Tasks (HITs)®, that leverage human computation, gather distributed and
unbiased data, or validate results (Difallah, Catasta, Demartini, Ipeirotis, & Cudré-
Mauroux (2015); Kazai, Kamps, & Milic-Frayling (2013); Mason & Watts (2010)).
The people who complete such crowdsourcing tasks are referred to as ‘crowd workers,’
or simply ‘workers.’

4.1. Method

4.1.1.  Study Design

The study design was the same as in Study 1: fully counterbalanced, within-
participants, where participants were asked to evaluate and compare the performance
of two HWR systems, each corresponding to an experimental condition: animation
and no-animation. The two conditions were identical to Study 1. However, we added
an extra question in the post-task questionnaire asking participants to justify their
selection for the non-reward-based question.

Because of the constraints of the MTurk platform, the reward mechanism was ad-
justed accordingly. Participants received a fized reward, to compensate them for the
time they spent working on our study, as well as an additional performance-based,
consensus-oriented reward, designed to increase the ecological validity of the study
and motivate the participants to provide thoughtful responses, similar to Study 1. To
make sure that participants received a fair payment, we considered the minimum wage
across the different countries participants could be from (see restrictions below), and
we selected the Canadian one as the one currently highest, at approximately $10 per
hour. Therefore, the fixed reward was set to $1.17 — the whole task takes about 7
minutes, $1.17 corresponds to about 10 minutes, leaving some margin. This amount
was awarded as soon as all participants completed the study. The performance-based,
consensus-oriented reward was awarded as a “bonus” on the MTurk platform, and it
amounted to the same value as the fixed reward. In other words, the performance-
based, consensus-oriented reward doubled the money that participants received for
the study. It was awarded once all participants had completed the study.

4.1.2.  Participants

Participants were recruited through MTurk, with two restrictions. First, they were
only allowed to take part in the study if their location was United States, Canada,

Shttps://www.mturk.com
Shttps://wuw.mturk.com/mturk/help?helpPage=overview

10
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or Australia, to avoid issues related to English comprehension. Second, recruitment
was limited to participants with HIT approval rate was equal to 100% (this is the
approval from those who advertise the HITs7), as rejection on MTurk often indicates
that workers do not take tasks seriously. A sample of 16 participants successfully
completed the online study, to keep the same pool size as Study 1 so that we were
able to compare the two studies.

The age of participants ranged from 21 to 44 (M = 33, 5D = 5.94), with 12 of them
being males (75%) and 4 being females (25%). All our participants were United States
nationals. The education levels of the participants ranged from secondary school level
to master’s degree or (equivalent). Overall 10 of them had a university degree level, 5
a secondary school level and 1 master’s degree level. None of our participants reported
knowing Filipino.

4.1.3.  Equipment

We used the same Web application developed for Study 1. However, this was extended
with an initial questionnaire to obtain the participants demographic information, and
it was deployed to a publicly accessible Web server, to allow MTurk’ workers to access
it from their personal computers. On the MTurk platform, we added the URL link in
the HIT where workers could access it.

4.1.4.  Procedure

Before participants accepted the task, they were told that the aim of the experiment
was to compare two different HWR systems, one at a time®. They were instructed to
check the system’s outcome and find possible mistakes that the system could make in
the transcription of the handwritten text to typed text. After the introduction, the
participants can decide to either accept or reject the task. Once they decided to accept
the task, an external link was displayed. The link opened a new window that showed
a brief questionnaire, asking for the participants’ demographic information.

After the participants answered the initial questionnaire, the study followed the
same procedure as Study 1, with the addition of an extra question in the post-task
questionnaire (asking participants to justify their selection for the non-reward-based
question), as mentioned above. At the end of the task and once we approved their
participation in our study, we flagged the participants by awarding an ‘MTurk quali-
fication’ to ensure they are unable to take part in our follow-up studies.

4.2. Results

4.2.1.  Selection of the system with the best performance

For the reward-based question, 12 of the 16 participants (75%) chose the system in the
animation condition as the one with the best performance, 3 participants (19%) chose
instead the system in the no-animation condition, while the remaining one indicated
that both systems had the same performance level. Only 1 participant answered the
non-reward-based question differently than the reward-based one, changing the answer
from “animation” to “no-animation”. These results are illustrated in Figure 5.

Thttps://www.turkprime.com/Home/FrequentlyAskedQuestions
8this information was displayed in the HITs’ description
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4.2.2.  Reasons for choosing one system over the other — reward-based question

The responses to the question about why participants selected a particular HWR as the
one the majority would choose to have the best performance were summarised through
thematic analysis. Each response was associated with one or two of the following
five themes: number of errors, generic, type of error, animation, and others’ opinion.
Figure 6 illustrates the frequencies of these themes. The categories number of errors,
generic, and type of errors were the same as Study 1. The category animation was
used when comments were related to the animation, e.g.: “Actually seeing the words
transcribed probably leaves a good impression.” Finally, the response of one participant
that selected the HWR of the animation condition based on what other participants
would select (“I think the second works better because the workers are more prepared
at that point.”) was categorised as others’ opinion.

4.2.3.  Reasons for choosing one system over the other — non-reward-based question

Thematic analysis was also applied to the answers related to the non-reward based
question. The same themes as the previous question emerged, their frequencies are
reported in Figure 7. For the majority of participants, 13 out of 16, the answers
were the same (in terms of themes) as for the reward-based question. Only 3 partici-
pants answered this question differently than the previous one, and of these 3 only 1
changed their selection. In particular, the participant who selected a different system
commented that they believed that other participants will choose the system in the
animation condition because of the animation itself (“Actually seeing the words tran-
scribed probably leaves a good impression.”). Regarding the other 2 participants who
provided different reasons without changing their selection, in one case the answer
went from “type of errors and number of errors” to just “number of errors”, on the
other case, it went from “number of errors” to “animation” (“I liked that the second
computer program highlighted the text in red as it was transcribing it”).

Study 2
Selection of the HWR system with the best performance
T T

[l Animation i
n
Perform equally

Number of Participants

Reward-based question Non-reward-based question

Figure 5. Selection of the participants for preferring a HWR for the reward-based and non-reward-based
questions in Study 2. Number of participants on the y-axis.
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4.2.4.  Performance ratings

Furthermore, a Wilcoxon Signed-rank Test revealed that the performance evaluation
was higher in the animation condition (Mdn = 5) than in the no-animation condition
(Mdn = 4), (Z = 2.45,p < .05, = 0.43). Figure 8 shows participants evaluation of
the performance of the systems.

4.3. Discussion

The results of this study clearly showed that the positive effect of animation cues per-
sist even in a less controlled environment. The majority of participants reported that
the system which integrated the animation performed better than the other system,

Study 2

9 Reason for preferring a HWR for the reward-based question
T T T T

Number of participants
M ow s o o N
T T T T T T
1 1 1 1 1 1

number of errors generic type of errors animation others' opinion

Figure 6. Reasons expressed by participants for preferring a HWR in the animation or no-animation con-
dition for the reward-based question. Number of participants on the y-axis.

Study 2
Reason for preferring a HWR for the non-reward-based question
T T T T

Number of participants
v W s o o N

number of errors generic type of errors animation others' opinion

Figure 7. Reasons expressed by participants for preferring a HWR in the animation or no-animation con-
dition for the non-reward-based question. Number of participants on the y-axis.
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for both the reward-based and non-reward-based questions. The statistically signif-
icant differences in the Likert scales results, as well as the qualitative data further
confirm this finding. Moreover, similar to those from Study 1, the level of detail of the
responses we collected clearly shows that the participants were committed to the task,
giving credibility to the data. For example, participants referred not only to the num-
ber of errors that they found in the transcribed text but also to the type of errors (e.g.,
“I think the first program had more problems distinguishing the ’a’ and ’0’.”). Only
one participant answered differently between the reward-based and the non-reward-
based questions. This finding suggests that answers were not solely motivated by the
financial incentives.

Only two participants justified their selection in terms of others’ opinions or impres-
sions, and by explicitly referring to the animation. This finding can be interpreted as
confirming that the effect of motion cues is mostly unconscious. It should also be noted
that these two participants did not change their answer between the reward-based and
non-reward-based questions. This appears counterintuitive, and it can perhaps be ex-
plained as these two participants not paying much attention to the non-reward-based
question. It should be noted that these references to others’ opinions and to the ani-
mation emerged in Study 2, but not in Study 1. Such difference can be explained by
the less controlled nature of Study 2.

The alignment of the results from Studies 1 and 2 also indicates that to further
investigate this phenomenon, follow-up studies can be conducted on the MTurk plat-
form, with considerable practical advantages. Having observed the effect of animation
cues in a less controlled crowdsourcing environment, we turn to investigating whether
this effect is specific to the handwriting recognition system we used so far, or whether
the results can be generalized to a different type of smart system.

Study 2
Performance rating of the programs

=

[_INo-animation:

) ) o N
T T T

Number of participants

&
T

1 I
0 1 1 .1 1

very poor poor acceptable good very good

Figure 8. Likert-scale of participants’ evaluation of the performance of the systems for the animation and
no-animation conditions. Number of participants on the y-axis.
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5. Study 3

Studies 1 and 2 tested the effect of animation cues using one particular system, a
HWR system. Handwriting recognition is in its very nature a visual task, making us
wonder whether this factor alone may explain our results. So we designed a new study
to assess whether the same effect would occur with a different type of system, and one
involving processing that is not visual in nature. We selected a part-of-speech (POS)
tagging system, a system that analyses natural language sentences and tags each word
according to its syntactic function, such as article, adjective, adverb, conjunctions,
noun, preposition, pronoun, and verb. POS tagging algorithms are readily available
through open source libraries? and their application has been suggested for different
types of interfaces and visualizations (Chuang, Manning, & Heer (2012); Yatani, No-
vati, Trusty, & Truong (2011)). We decided to continue to use text as the type of
data handled by the smart system, for continuity with the previous studies and hence
facilitate comparison of the results.

5.1. Method

5.1.1.  Study Design

The study design was almost identical to Study 2: fully counterbalanced, within-
participants, where participants were asked to evaluate and compare the performance
of two systems, each corresponding to an experimental condition: animation and no-
animation. There were only two differences. First, the two conditions were applied to
a POS tagging system on a piece of text in English, rather than an HWR one (in
Filipino), as illustrated in Figure 9. Specifically, in this study the animation shows the
tags of the two last sentences appearing a few milliseconds one after the other next to
each of the corresponding words!?. Second, interpreting the results of the POS tagging
system requires familiarity with POS tagging as a grammatical exercise. Because not
everyone might be familiar with this, we included a validation task: participants had
to tag a given sentence (in English) with the POS corresponding to each word. Only
those who completed this validation task with less than 3 mistakes (out of 8 words)
were allowed to proceed to the main task. Such validation task was not necessary for
the HWR system, because anyone could complete that one by visual inspection.

The reward structure was also identical to Study 2, with a fixed amount being paid
to all participants, plus a bonus of the same amount for those who answer the reward-
based question in the majority. To account for the slightly longer duration of the study
(1 extra minute, due to the validation task) the reward for Study 3 was $1.33.

5.1.2.  Participants

Participants were recruited through MTurk, with the same two restrictions as in Study
2. The sample size was again 16, reported age ranged from 21 to 54 (M = 26,SD =
10.02), 5 males (31%) and 11 females (69%). 12 of them were United States nationals,
1 South Korean, 1 Canadian, 1 Belgian and 1 Bangladeshi national. The education
levels of the participants ranged from primary school level to doctoral degree level
or equivalent. Overall, 9 participants had a university degree, 4 completed secondary
school, and 3 completed primary school.

Ohttp://www.nltk.org/.
10nttps://vimeo.com/210299892
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Lexical-syntatic
The leaves fell on the ground.
AN VP AN
We saw the leaves that had fallen overnight.
PV AN AV N
A wunderkind requires special education.
c N v AN
After | got home, | cooked and cleaned the house.
PRV N PV PV AN
Studying before the test is good, if you want to pass.
v A oV AV

Winning the lottery is a fun fantasy, but a bad retirement plan.
VP NV

ArAd) N C ArAd) N
Metal robots are cool and look tough.
A NV A C VA
Playing hard is all fun and games until someone loses an eye.
V o Adv VAdiAdv PN 3 N

Weeds are easy to grow, and hard to kill.
N VAVP V C APV

I you mess with the bull, you get the horns.

I CEY
Adjective = Adj Conjuction =C Preposition = P
Adverb = Adv Interjection = | Pronoun = Pr
Article = Ar Noun =N Verb =V

Figure 9. User Interface of the Part-of-Speech tagging system implemented in the Study 3

5.1.3.  Equipment

The Web application used for Studies 1 and 2 was modified to include the validation
task described above, and to show the POS tagging system in place of the HWR one.
As in Study 2, the Web application was deployed to a publicly accessible Web server,
to allow MTurk” workers to access it from their personal computers.

5.1.4. Procedure

This study followed the same procedure as Study 2, with the exception of the addi-
tional validation task outlined above. The validation task was displayed after the initial
questionnaire about demographic information and before the main task. In the valida-
tion task participants were shown a POS-tagged sentence as an example. Then they
were asked to tag one sentence. As mentioned above, if participants made less than
3 mistakes in this exercise they proceeded to the comparison of the two experimental
systems, as in Study 2.

5.2. Results

5.2.1.  Selection of system with the best performance

For the reward-based question, 11 of the 16 participants (69%) selected the system in
the animation condition as the one with the best performance, 2 participants (12%)
selected instead the system in the no-animation condition, while the remaining 3
(19%) expressed that both systems had the same performance. Moreover, one partic-
ipant changed her choice for the non-reward-based question from “both systems” to
“animation”. The results are illustrated in Figure 10.
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5.2.2.  Reasons for choosing one system over the other — reward-based question

The responses to the question about why participants selected a particular POS as the
one the majority will choose as the best performing system were summarised through
thematic analysis. Each response was associated with one or two of the following
three themes: number of errors, generic and type of errors. Figure 11 illustrates the
frequencies of these themes. The themes were similar to those emerged from previous
studies, with the exception that "type of errors” referred to specific POS tagging errors
(“It seemed to have less mistakes. For example, the first one called ”that” an article”).

Study 3
Selection of the POS system with the best performanc
T T

Number of participants

Reward-based question Non-reward-based question

Figure 10. Selection of the participants for preferring a POS for the reward-based and non-reward-based
questions in Study 3. Number of participants on the y-axis.

Study 3
Reason for preferring a POS for the reward-based question
T T

& o o N

Number of participants
w

number of errors generic type of errors

Figure 11. Reasons expressed by participants for preferring a POS in the animation or no-animation con-
dition for the reward-based question. Number of participants on the y-axis.
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5.2.3.  Reasons for choosing one system over the other — non-reward-based question

Participants’ responses about why they personally considered a particular POS system
as the best performing one or the systems had the same performance were summarised
through thematic analysis. Each response was associated with one or more of the
following three themes: generic, number of errors, and random. Figure 12 illustrates
the frequencies of these themes. The themes were similar to those which emerged from
previous studies.

For the majority of participants, 12 out of 16, the answers were the same (in terms
of themes) as for the reward-based question. Only 4 participants answered this ques-
tion differently than the previous one, and of these 4 only 1 changed their selection. In
particular, the participant who selected a different system commented that she consid-
ered that both had the same performance, but she left a comment that her selection
was random (e.g. “It’s really a toss up. I saw the same potential errors on the same
word in both programs, so I'm just picking one.”). Regarding the other 3 participants
who provided different reasons without changing their selection, in one case the answer
went from “type of error” to just “generic”, on the second case went from “number of
errors” to “number of errors and generic”, in the last case, it went from “number of
errors and type of errors” to just “number for errors”.

5.2.4. Performance ratings

A Wilcoxon Signed-rank Test revealed that the performance evaluation was higher
in the animation condition (Mdn = 4) than in the no-animation condition (Mdn =
3), (Z = 2.55,p < 0.05,r = 0.45). Figure 13 shows participants evaluation of the
performance of the systems.

5.3. Discussion

The results of Study 3 extend those of Study 2, they demonstrate that the effect of
animation cues on participants’ perception of system performance applies also to the

Study 3
Reason for preferring a POS for the non-reward-based question
T T

Number of participants

generic number of errors random

Figure 12. Reasons expressed by participants for preferring a POS in the animation or no-animation con-
dition for the non-reward-based question. Number of participants on the y-axis.
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POS tagging system we tested. The majority of participants selected the system in
the animation condition as the one with the best performance, and the Likert-scale
ratings for this system were higher, in aggregate, than those for the no-animation
condition, with statistical significance. Similar to Studies 1 and 2, the qualitative
data collected in Study 3 indicates that participants offered a variety of reasons to
justify their selections, and only 1 participant provided different answers based on
the financial incentives, suggesting that most answers were not based solely on the
financial incentives. Moreover, the themes emerged from the qualitative data are the
same as Studies 1 and 2, further confirming the similarity of the effect on POS and on
HWR systems. Such effect, then, appears to apply even if the task performed by the
system is not inherently visual, and hence if the animation does not directly mimic
the task performed by the smart system.

Having observed this effect both in the lab and on MTurk, and on two different
systems, we turn to the question of why such effect occurs. Given that both animations
highlight one word at a time, in reading order (from left to right), one option could
be that the animations give users the impression that the systems process text in
the same way a person would process it. Is it possible that the similarity to humans
may positively influence users’ attitude towards the system? This, in turn, may lead
them to evaluate its performance more favourably, perhaps somehow suggesting to
them that the system is “as smart as a person”. An alternative explanation might
involve more generally the relationship between the animations in our studies and
users’ mental model of how the system works (Balijepally, Nerur, & Mahapatra (2015)).
In more detail, Balijepally et al. found that the quality of a developer’s mental model
positively impacted the users’ performance as measured in terms of software quality.
Moreover, the accuracy of a person’s mental model of a system is based on the person’s
prediction of a system’s future behaviour and therefore influences how they interact
with it (Norman (2013)). The animations might induce a mental model that leads
them to rate the system performance more positively. To assess the validity of these
possible explanations, we designed and carried out three follow-up studies that we
report in the following.

Study 3
Performance rating of the programs
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Figure 13. Likert-scale of participants’ evaluation of the performance of the systems for the animation and
no-animation conditions. Number of participants on the y-axis.
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6. Study 4

Through Studies 1, 2 and 3 we found that animation cues can influence how people
evaluate the performance of smart systems. Why do these animations cues have an
effect on participants’ perception of the smart system’s performance? Could the effect
be due to the animations making the systems appear to process information like a
human? If this is the case, then showing an animation where the order in which the
words are processed is decisively not human-like should have no effect on participants’
perception of the system performance. So we designed a fourth study to test whether
an animation that is decisively not human-like would still cause the same effect as the
animation used in the previous studies.

Study 3 revealed that the animation effect applies in a similar way to a POS tagging
system as it does to a HWR system. For simplicity, then, we decided to conduct further
experiments on the HWR system, as it does not require the additional training and
validation task described above.

6.1. Method

6.1.1. Study Design

The study design was identical to Study 2: fully counterbalanced, within-participants,
where participants were asked to evaluate and compare the performance of two sys-
tems, each corresponding to an experimental condition: non-human-like animation
(NHL-animation, for short) and no-animation. The only difference was the anima-
tion: instead of highlighting words in left-to-right order (as in Studies 1, 2 and 3), the
order was random!!.

The reward structure and amounts were also identical to Study 2, with a fixed
amount of $ 1.17 being paid to all participants, plus a bonus of the same amount for
those who answer the reward-based question in the majority.

6.1.2. Participants

Participants were recruited through MTurk, with the same two restrictions as in Study
2. The sample size was again 16, age ranged from 22 to 44 (M = 31,SD = 7.16), 13
males (81%) and 3 females (19%). All except for one of the participants reported to be
United States nationals, and the remaining one German. The education levels of the
participants ranged from primary school level to university degree level or equivalent.
Overall, 7 participants had a university degree, 7 completed secondary school, and 2
completed primary school. None of the participants reported knowing Filipino.

6.1.3. Equipment

The same Web application used for tudies 1 and 2 was used for Study 4, with the only
difference of the animation, as described above.

6.1.4. Procedure

The procedure was the same as Study 2.

"https://vimeo.com/183550733
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6.2. Results

6.2.1.  Selection of the system with the best performance

For the reward-based question, 10 of the 16 participants (62%) selected the system
in the NHL-animation condition as the one with the best performance. The other 3
participants (19%) indicated that the system in the no-animation condition performed
the best, while the remaining 3 (19%) suggested that both systems had the same
performance. None of the participants changed their choice for the non-reward-based
question. The results are illustrated in Figure 14.

6.2.2.  Reasons for choosing one system over the other — reward-based question

The responses to the question about why participants selected a particular HWR as
the one the majority will choose as the best performing one were summarised through
thematic analysis. Each response was associated with one or two of the following five
themes: number of errors, generic, type of errors, speed, and animation. Figure 15
illustrates the frequencies of these themes. All themes except for speed were the same
as in previous studies. Responses categorised as speed are related to comments when
participants mentioned that the speed of the system was a reason for their choice. One
example of these responses is “Seems that the first program was faster and presented
a complete page at once.”

6.2.3.  Reasons for choosing one system over the other — non-reward-based question.

Thematic analysis was also applied to the answers related to the non-reward based
question. Each response was associated with one or two of the following six themes:
generic, number of errors, speed, type of errors, animation, and others’ opinion. Figure
16 illustrates the frequencies of these themes. The themes were similar to those which
emerged from previous studies. For the majority of participants, 10 out of 16, the
answers were the same (in terms of themes) as for the reward-based question. Only

Study 4

12 Selection of the HWR system with the best performance
T T T

Number of participants

NHL-animation No-animation Perform equally

Figure 14. Selection of the participants for preferring a HWR for the reward-based and non-reward-based
questions in Study 4. Number of participants on the y-axis.
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6 participants answered this question differently than the previous one. In particular,
the participants who provided different reasons without changing their selection, in
one case the answer went from “type of errors and number of errors” to just “generic”,
on the second case went from “number of errors” to “type of errors”. The third case
change from “animation” to “generic”, in the next case went from “number of errors”
to “generic”. The fifth case his answer was categorised first as “speed” and changed to
“other’s opinion”. Finally, in the last case went from “type of errors” to just “speed”.

6.2.4. Performance ratings

A Wilcoxon Signed-rank Test revealed that the performance evaluation was higher
in the NHL-animation condition (Mdn = 5) than in the no-animation condition

Study 4
Reason for preferring a HWR for the reward-based question
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Figure 15. Reasons expressed by participants for preferring a HWR in the NHL-animation or
condition for the reward-based question. Number of participants on the y-axis.

Study 4
Reason for preferring a HWR for the non-reward-based question
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Figure 16. Reasons expressed by participants for preferring a HWR in the NHL-animation or no-animano-
animationtion condition for the non-reward-based question. Number of participants on the y-axis.
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(Mdn =4), (Z=2.07,p <0.05,7 = 0.37). Figure 17 shows participants evaluation of
the performance of the systems.

6.3. Discussion

The majority of participants in Study 4 selected the system in the NHL-animation
condition as the one with the best performance, and the Likert-scale ratings for this
system were higher, in aggregate, than those for the no-animation condition, with
statistical significance. The analysis of qualitative data is also very much in line with
that of previous studies. These results indicate that the effect we observed in previous
studies can be observed also for animations that can be interpreted as non-human-like.
Therefore the tentative explanation suggested above, that the effect of animations in
Studies 1 to 3 may be related to making the system appear more human-like can be
rejected. Having rejected human-like explanation, in what follows we turn to the option
that the effect of animations may be due to the more general relationship between the
animation and a user’s mental model of the smart system.

7. Study 5

A new study was designed to investigate the relationship between users’ mental models
of HWR systems and the animations we displayed in earlier studies. In particular, in
this study participants were asked one open question about their idea of how an HWR
system works, to check whether these explanations are compatible with the animations
used in our prior studies. The study then followed the same structure as Study 2, but
at the end we also asked participants whether their experience of using the system
matched their initial idea of how it works.
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Figure 17. Likert-scale of participants’ evaluation of the performance of the systems for the animation and
no-animation conditions. Number of participants on the y-axis.
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7.1. Method

7.1.1.  Study Design

The study design was almost identical to Study 2: fully counterbalanced, within-
participants, where participants were asked to evaluate and compare the performance
of two systems, each corresponding to an experimental condition: animation and no-
animation. The only difference was that we included two additional questions men-
tioned above.

The reward structure was also identical to Study 2, with a fixed amount being paid
to all participants, plus a bonus of the same amount for those who answer the reward-
based question in the majority. To account for the slightly longer duration of the study
(1 extra minute, due to the additional question) the reward for Study 5 was $1.33.

7.1.2.  Participants

Participants were recruited through MTurk, with the same two restrictions as in Study
2. The sample size was again 16, reported age ranged from 22 to 37 (M = 29.5,5D =
4.76), 11 males (69%) and 5 females (31%). All except one were United States na-
tionals, with the remaining 1 South Korean. The education levels of the participants
ranged from secondary school level to masters degree level or equivalent. Overall, 2
participants had a master’s degree, 9 a university degree, and 5 completed secondary
school. None of the participants reported knowing Filipino.

7.1.8.  Equipment

The same Web application used for Study 2 was used for Study 4, with the only
addition of the extra questions, as described above.

7.1.4. Procedure

This study followed the same procedure as Study 2, with the exception of the addi-
tional open question about how the system works, as described above. The additional
question was asked after the initial questionnaire about demographic information and
before the main task. In an attempt to prevent random answers, participants were re-
quired to submit answers containing at least 20 words. After answering this question
participants proceeded to comparing the two conditions as in Study 2.

7.2. Results

7.2.1.  How people think a HWR works

The responses to the question regarding how participants think that the HWRs work
were analysed through thematic analysis. Two themes emerged in our analysis: match
with database and image recognition. The theme match with database included re-
sponses that mention using a database to compare the words or characters identified
in the handwritten text, such as “The program analyses the written text. It then com-
pares each character to a database loaded into it [...]”. The theme image recognition
was associated to responses that mention how the program processes images to extract
characters and words, such as: “It scans the handwriting into an image and then the
program look|[s] at the image pixel by pixel to match each individual letter [...]".
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Participants’ answers suggest that the majority of them seem to have a shared men-
tal model of how the system works. In general, participants agree that somehow the
system has to detect the words or letters to digitise them. Of the 16 participants, 11
stated that the system matches the words and letters using some form of optical recog-
nition. Furthermore, 11 participants mentioned that this then needs to be matched
with a ‘collection’ of some kind, containing labelled examples of handwritten text, to
find the corresponding letter or word.

7.2.2.  Selection of the system with the best performance

For the reward-based question, 5 of the 16 participants (31%) chose the system in the
animation condition as the one with the best performance. Additionally, 7 participants
(44%) selected the system in the no-animation condition as the one with the best
performance, while the remaining four (25%) indicated that both systems had the
same performance level. Only 1 participant answered the non-reward-based question
differently than the reward-based one, changing the answer from “both systems” to
“no-animation”. These results are illustrated in Figure 18.

7.2.3.  Reasons for choosing one system over the other — reward-based question

The responses to the question about why participants selected a particular HWR as the
one the majority would choose to have the best performance were summarised through
thematic analysis. Each response was associated with one or two of the following
five themes: generic, number of errors, type of errors, animation, speed and others’
opinion. Figure 19 illustrates the frequencies of these themes. The themes definitions
were the same as in prior studies.

7.2.4. Reasons for choosing one system over the other — non-reward-based question

‘We also analysed why participants considered a particular HWR as the one with the
best performance for themselves and concluded with five themes in total: number of

Study 5
Selection of the HWR system with the best performance
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Figure 18. Selection of the participants for preferring a HWR for the reward-based and non-reward-based
questions in Study 5. Number of participants on the y-axis.
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errors, generic, type of errors, animation, and speed. The five themes are the same as
above. Figure 20 illustrates the frequencies of these themes.

For the majority of participants, 9 out of 16, the answers were the same (in terms of
themes) as for the reward-based question. Only 7 participants answered this question
differently than the previous one, and of these 7 only 3 changed their selection. In
particular, the first participant who selected a different system commented that she
believed that other participants would choose the system in the no-animation condi-
tion because it had the best performance (“I thought the second showed actual better
performance”). The second participant considered the majority would select the ani-
mation condition because this person felt that the other participants would like to see
how the system is working. Finally, the last participant mentioned that others would
not see a difference between both systems, as such, he selected both systems performed
equally for the reward-based question and changed to no-animation condition for the
non-reward-based question. Regarding the other 2 participants who provided different
reasons without changing their selection, in one case the answer went from “type of
errors and number of errors” to just “number of errors”, on the other case, it went
from “number of errors” to “animation” (“I liked that the second computer program
highlighted the text in red as it was transcribing it”).

7.2.5.  Performance ratings

A Wilcoxon Signed-rank Test revealed no significant difference in the evaluation of
the performance between the animation condition and no-animation condition (Z =
1.03,p = 0.31,r = 0.18). Figure 21 shows participants evaluation of the performance
of the systems.

7.2.6. The system worked as participants expected.

All participants reported that both systems successfully transcribed the handwritten
text to typed text, and so they considered that the systems worked as they expected.
Additionally, only three participants mentioned in their comments the animation (e.g.
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“For the second program, it showed how the program scanned each word in red. It
was computing for the e-text”).

7.3. Discussion

The explanations that participants provided about how an HWR system works
matched quite closely how this kind of systems are actually implemented: they per-
form some form of image recognition on characters and words. All participants seem
to have an accurate mental model regardless of whether they have formal technical
background (indeed only 4 of them did). Moreover, the explanations participants pro-
vided seem to be quite in line with the animation that we implemented for Studies 1,

Study 5
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Figure 20. Reasons expressed by participants for preferring a HWR in the
condition for the non-reward-based question. Number of participants on the y-axis.
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Figure 21. Likert-scale of participants’ evaluation of the performance of the systems for the animation and
no-animation conditions. Number of participants on the y-axis.
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2 and (to an extent) 4. The match, however, is not always an exact one: 14 out of the
16 participants explained that the recognition would happen letter by letter, so in the
same way a human would actually type handwritten text into a computer. In contrast,
the animation implemented in the previous studies can be interpreted as processing
the text word by word rather than character by character.

The results from Study 5 seem to be in stark contrast to those from Studies 1
to 4. Only 5 participants selected the system in the animation condition as the one
with the best performance level, and the analysis of the Likert-scale ratings did not
reveal statistically significant differences between the conditions, despite the sample
size being the same as in the earlier studies. The different results can be attributed to
the additional question about participants’ mental model of HWR systems asked at
the beginning of the study.

Arguably, asking participants how they think an HWR system works makes their
mental model for this kind of system salient to them. This salience seems to con-
trast the effect of the animation that we observed in earlier studies. Perhaps, then,
making participants aware of how the system works has an effect similar to that of
the animation in our earlier studies. In other words, these results suggest that in our
earlier studies the animations reminded participants of how the smart system works,
instead in Study 5 the preliminary question had the same effect, so it seems to have
replaced the effect of the animation (for both conditions). This finding resonates with
studies in Psychology which demonstrated that making a bias salient to participants
may remove the effect of the bias. In particular Schwarz & Clore (1983) through a well
known study about the effect of weather on mood demonstrated that asking partici-
pants about the weather (and hence making the weather salient to them) removes the
effect that weather has on mood (at least in the case of bad weather). Similarly, in
our study asking participants about how the system works seems to remove the effect
of the animation. We further explore the relationship between mental models and the
effect of animations on perceptions of performance in the following study.

8. Study 6

The results of Study 5 suggest that the animation used in Studies 1 and 2, and to
some extent in Study 4, matched participants’ mental models of HWR systems. Based
on such finding, a possible explanation of the results from Studies 1, 2 and 4 is that
the animations we displayed “reassured” participants that they system work as they
expected. As such, the animation raised their confidence in the system and enhanced
their perception of its performance.

Based on this, we formulated an explanation of how a HWR system works which
matches the animation that we used in Studies 1 and 2. We refer to this one as
the original animation. We also designed a new animation, which we refer to as the
alternative animation, and we formulated a corresponding explanation. The alternative
animation consisted of enclosing each word with a rectangle and inverting its colour,
before displaying the corresponding word on the right hand side of the screen'2. This
alternative animation was designed to be at odds with the explanations collected from
participants in Study 5 about how a HWR works. For consistency, both animations,
original and alternative, included the same transcription errors. Study 6 was designed
to compare and contrast the effect of matching and mismatching animations and

2https://vimeo.com/183480642.
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explanations.

8.1. Method

8.1.1.  Study Design

The two animations and the two explanations described above define 4 conditions in
a 2 x 2 fashion: (original animation, original explanation), (original animation, alter-
native explanation), (alternative animation, alternative explanation), and (alternative
animation, original explanation). In the first and third condition, animation and ex-
planation are matching, while in the second and fourth they are mismatching. These 4
conditions were applied through a between-participants study design: each participant
was assigned to one of these 4 conditions. Similar to Study 2, each participant was
asked to evaluate and compare the performance of two HWR systems: one involv-
ing an animation (animation condition) and one with no animation (no-animation).
The no-animation condition, which was similar to the condition in Study 2, was the
same for all participants. The animation condition would involve either the original
or the alternative animation, depending on the assigned group of the participant.
The animation and no-animation conditions were presented to participants in fully
counterbalanced order.

The reward structure was identical to Study 2, with a fixed amount being paid to
all participants, plus a bonus of the same amount for those who answer the reward-
based question in the majority. To account for the slightly longer duration of the study
(compared to Study 2) the reward for Study 6 was $1.33.

8.1.2.  Participants

Participants were recruited through MTurk, with the same two restrictions as in Study
2. The sample size was 64, higher compared to earlier studies, to reflect the larger
number of conditions and the between-participants design. Age ranged from 20 to
61 (M = 32,SD = 11.22), 34 males (53%) and 30 females (47%). All except for 2
of the participants reported to be United States nationals, the remaining two being
Canadian and South Korean. The education levels of the participants ranged from
secondary school level to doctoral degree: 1 participant had a doctoral degree, 5 had
a masters’ degree, 39 a university degree, and 19 completed secondary school. One of
the participants reported knowing Filipino.

8.1.3. Equipment

The Web application used for Study 2 was modified to include the two different an-
imations described above, and to include an initial explanation of how the system
works, together with a reinforcing question, as detailed below. As in Study 2, the
Web application was deployed to a publicly accessible Web server, to allow MTurk’
workers to access it from their personal computers. Two additional questions were also
included in the final questionnaire, to ask participants whether they considered that
the systems worked according to the explanation they received at the beginning of the
study and why.
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8.1.4. Procedure

In addition to the procedure followed in Study 2, the explanation of how the system
works (original or alternative, depending on the condition) was presented to the par-
ticipants. The explanation was given to the participants after the questionnaire where
we asked them about their personal information, with the aim of influencing their
mental model of the system. However, participants were not explicitly told that the
explanation would correspond to any animation cues. After the initial explanation,
participants were asked to explain, in their own words, how they think the systems
works — we refer to this as the reinforcing question. participants were told that their
responses should have more than 20 words to be considered valid. Subsequently, the
two HWR systems were presented to the participants. Similar to the previous studies,
participants were then asked to evaluate the performance of the systems on a 5-point
Likert scale, to select the system they considered to perform best (or that the systems
had the same performance level) and to justify their selection. At the end of the study,
after evaluating both systems, participants answered the two new questions that we
designed.

8.2. Results

For the purpose of the analysis we group the results corresponding to the two condi-
tions with matching explanation and animation —namely: (original animation, original
explanation) and (alternative animation, alternative explanation)- and those corre-
sponding to the two conditions with mismatching explanation and animation —namely:
(original animation, alternative explanation) and (alternative animation, original ex-
planation). This applies both to the quantitative and the qualitative analysis.

8.2.1.  Selection of the system with the best performance

Matching conditions. For the reward-based question, 21 of the 32 participants (66%)
selected the system in the animation condition as the one with the best performance.
Additionally, 5 participants (15%) selected the system in the no-animation condition
as the one with the best performance, while the remaining 6 (19%) indicated that
both systems had the same performance level. None of the participants answered the
non-reward-based question differently than the reward-based one. The participant who
reported knowing Filipino was in the this condition, and she selected the system in
the animation condition as the one with the best performance for both questions.

Mismatching conditions. For the reward-based question, 10 of the 32 participants
(31%) selected the system in the animation condition as the one with the best perfor-
mance. Additionally, 12 participants (38%) selected the system in the no-animation
condition as the one with the best performance, while the remaining 10 (31%) indicated
that both systems had the same performance level. 16 of the participants answered
the non-reward-based question differently than the reward-based one.

8.2.2.  Reasons for choosing one system over the other — reward-based question.

Participants’ responses to the question about why they chose a particular HWR system
as the one that the majority will choose to have the best performance were categorised
through thematic analysis. Each response was associated with one or two themes, with
five themes found in total: number of errors, generic, animation, type of errors, speed
and others’ opinion. The five themes are the same as in Study 2. Figure 22 illustrates
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the frequencies of these themes, also classified on the reward-based question (anima-
tion or no-animation) for the matching conditions, while Figure 23 illustrates the
frequencies for the mismatching conditions. The participant who reported know-
ing Filipino was in the matching condition, and her answers were associated with the
theme animation for both questions.

8.2.3.  Reasons for choosing one system over the other — non-reward-based question.

Participants’ responses to the question why they selected a particular HWR as the one
with the best performance were categorised through thematic analysis. Each response
was associated with one or two themes, with five themes found in total: number of er-
rors, generic, type of errors, animation and speed. The themes categorised participants’
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Figure 22. Reasons expressed by participants for preferring a HWR in the imation or t
condition for the reward-based question for the match conditions. Number of participants on the y-axis.
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comments as we did in the previous studies. Figure 24 illustrates the frequencies of
these themes, also classified on the individual preference (animation or no-animation)
for the matching conditions, while Figure 25 illustrates the frequencies for the mis-
matching conditions.

8.2.4. System working according to expectations

Matching conditions. Overall, 27 of the 32 participants indicated that the systems
worked as they expected from the explanation given at the beginning of the study,
while the remaining 5 stated that it did not. In more detail, participants considered
that the system compares each word with a database. As such, 3 participants believed
the system would process the data word by word rather than character by character
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Figure 24. Reasons expressed by participants for preferring a HWR in the animation or no-animation con-
dition for the non-reward-based question in the match conditions. Number of participants on the y-axis.
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Figure 25. Reasons expressed by participants for preferring a HWR in the animation or no-animation con-
dition for the non-reward-based question for the mismatch conditions. Number of participants on the y-axis.
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as the errors they found (e.g. “It seemed the program did it letter by letter, not by the
word as described. But then again I don’t know the language, so changing one letter
like the programs did may still have been recognizing a word.”). Other 2 participants
mentioned that they believe that the systems did not work because only one system
show the animation (e.g. “The second computer program highlights the words as it
transcribes them. The first didn’t appear to do that.”). In the free text comments, 10
participants mentioned the animation explicitly as a reason of why they considered the
system worked as they expected (e.g. “I could see the text being highlighted and picked
apart”, and “Because you could see the process of transcription as it was happening.”).

Mismatching conditions. Overall, 25 of the 32 participants indicated that the
system worked as expected from the explanation given at the beginning of the study,
while the remaining 7 stated it did not. In the free text comments, 10 participants
mentioned the animation. In more detail, 3 participants mentioned that the anima-
tions mismatched the explanation. Moreover, the 3 participants who reported that
the system did not work as they expected mentioned that they thought the system
transcribed the handwritten text word by word rather than character by character
because of errors they found in the typed text. In contrast, other participants felt that
the system transcribed the handwritten text better than they expected. Because of
this, they felt that the system worked correctly.

Participants’ responses to why they considered the that the systems worked (or
not) according to their expectations were categorised through thematic analysis. Each
response was associated with one or two themes, with eight themes in total: generic,
animation, faith, disbelief, correctness, analysis, experience, and technology. Figure
26 illustrates the frequencies of these themes for the matching conditions, while
Figure 27 illustrates the frequencies for the mismatching conditions. The theme
generic was associated to responses where participants did not provide full explanation
or misunderstood the question, such as “I believe they translated the handwritten
text into a digital computer font”. The theme animation was used when participants
talked about why the animation affected their consideration of whether the systems
are working or not, such as: “Because you could see the process of transcription as
it was happening”. We grouped a response into the theme faith if it is related to
the participants believing the explanation provided: “I had no reason to doubt the
explanation, it seemed perfectly reasonable”. Comments grouped into disbelief is the
opposite, and instead it’s related to situations where the participants do not believe in
the explanation provided: “I don’t see how changing the color of the handwritten text
to match the color of the paper as a way to convert the text to etext [...]”. Responses
related to the accuracy of the output, such as “Yes, it translated the characters of the
handwritten text correctly”, were categorised as correctness. The theme analysis was
used to categorise comments that talk about the actual transcription process, such as
“It appears that the program goes through each letter and tries to identify which letter
it is”. The theme ezperience was used for any comments in which the participant talk
about his/her own personal experience with HWR systems: “I've used OCR [Optical
Character Recognition] programs before and they were never as accurate as this one
was, so I don’t believe it actually exists”. Finally comments such as “Technology and
artificial intelligence is growing at an exponential rate” were categorised as technology.

8.2.5.  Performance ratings

Matching conditions. A Wilcoxon Signed-ranks Test revealed that the performance
evaluation was higher for animation condition (Mdn = 5) than for no-animation
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condition (Mdn = 4), (Z = 2.94,p < 0.01,r = 0.37). Figure 28 shows participants
evaluation of the performance of the systems.

Mismatching conditions. A Wilcoxon Signed-ranks Test did not reveal statisti-
cally significant differences. Figure 29 shows participants evaluation of the performance
of the systems.

8.3. Discussion

The results of this study confirms what was suggested by the findings of Study 5:
animation cues influence the perception of the system performance only if they are
compatible with the participants mental model. More in general, taken together with
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Figure 26. Reasons expressed by participants for why they considered that the systems worked according to
their expectations for the match conditions. Number of participants on the y-axis.
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Figure 27. Reasons expressed by participants for why they considered that the systems worked according to
their expectations for the mismatch conditions. Number of participants on the y-axis.
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the results of Study 5, these results allow us to propose the following explanation for
the effect:

Animation cues suggest the user an explanation of how the smart system works. If
this explanation is largely compatible with the user own mental model of the system,
i.e. if this explanation appears plausible to the user, then they feel reassured about how
the system functions, and therefore are inclined to have higher confidence in the system
output, compared to an alternative system for which they have no cues about how it
may work.

We used the word ’largely’ because the results of Study 5, indicate that the expla-
nations for how the system works provided by participants do not match ezactly the
animation. However, if the explanation is radically different, as in the mismatching
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Figure 28. Likert-scale of participants’ evaluation of the performance of the systems in the animation and
no-animation conditions in the matching conditions. Number of participants on the y-axis.
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Figure 29. Likert-scale of participants’ evaluation of the performance of the systems in the animation and
no-animation conditions in the mismatching conditions. Number of participants on the y-axis.
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conditions of Study 6, the effect disappears.

Moreover, as mentioned above, the results of Studies 1 to 4 suggest that this effect
takes place largely unconsciously — most participants did not mention the animation in
their justification for the selection of the system with the best performance. Similarly,
in Study 5 we observed that if the explanation of how the system works is made salient
to participants, in that case through an initial question, the effect of the animation
disappears. Arguably, the explanations that participants provided in Study 5 could
apply to both the systems they evaluated, so that process reminded them, or made
them aware, of how both systems work. Hence, their judgement was not biased towards
either of them. It should be noted that in Study 6 participants were also exposed to
an explanation of how an HWR system works at the beginning of the study. However,
in that case the explanation was provided to them, and it matches very closely the
animation show — these differences may explain why the effect of animation was still
observed in this study compared to Study 5.

In fact, 13 participants (out of 64) mentioned that the reason they think that the
system works (or not) is largely based on the explanations they received.

Even though the importance of mental models in HCI has been discussed for at
least three decades (Kieras & Bovair (1984); Norman (2013)), most prior work fo-
cussed on the effect of mental models on users’ performance when using an interactive
system. In contrast, our results suggest a relationship between mental models and
users’ perception of the system’s performance.

In the qualitative data, we did not find comments of people explaining that they
perceived a match or mismatch between the explanation that elicits a mental model
and the animation they received. This behaviour suggests that the effect of animation
cues happens unconsciously. Thus, we can argue that the participants’ comments and
evaluation make visible that indeed the fact that the animation matches participants’
mental model affects their perception. The participant who reported knowing Filipino
selected the same answers as the majority of other participants (the system in the
animation condition as the one working better), so her knowledge of the language
does not seem to play a visible role here. She justified her selection referring to the
animation — perhaps her language knowledge allowed her to give more attention to this
feature of the UI, compared to other participants who might have busy comparing the
input and output portions of the interface. However, further work would be required
to evaluate the effect of language familiarity on the effect of animation. Now that we
found the reason behind why the animation cues influence people’s perception on how
they perceive smart systems’ performance, we move to further characterize this effect
with the following studies.

9. Study 7

Through Study 1 and 2, we found that animation cues can influence how people
evaluate the performance of screen-based systems. As a subsequent step, we evaluate
whether the amount of detail of a displayed motion, so how much animation needs to
be shown in all the elements related to the system’s task (e.g. handwritten text and e-
text), can have an impact on participants’ perception. We expect to find a relationship
between the amount of motion displayed and the perceived performance.

To explore this, we designed a new animation, which involves less motion than the
animations used in previous studies.
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9.1. Method

9.1.1. Study Design

The study design was almost identical to Study 2: fully counterbalanced, within-
participants. However, it involved 3 conditions: animation, partial-animation, and no-
animation. Similar to prior studies, each condition corresponded to a system that
participants were asked to evaluate and compare in terms of performance. The new
partial-animation condition is similar to the animation condition, except that instead
of involving the animation on both the input and output parts of the UI (i.e. on
both the handwritten and typed text), it only applies to the output part of the UI
(approximately the right half of the screen), while the input part of the UI remains
static.

The reward structure was also identical to Study 2, with a fixed amount being paid
to all participants, plus a bonus of the same amount for those who answer the reward-
based question in the majority. To account for the slightly longer duration of the study
(compared to Study 2) the reward for Study 7 was $2.

9.1.2.  Participants

Participants were recruited through MTurk, with the same two restrictions as in Study
2. The sample size was 48, to account for the increased number of conditions, reported
age ranged from 22 to 44 (M = 34, 5D = 9.53), 31 males (65%) and 15 females (31%).
Of those participants, 46 were United States nationals, 1 was Polish and the other was
British. The education levels of the participants ranged from primary school level to
masters’ degree level or equivalent. Overall, 2 participants had a master’s degree, 30
a university degree, 15 completed secondary school, and 1 completed primary school.
Two of the participants reported knowing Filipino.

9.1.3.  Equipment

The Web application used for Study 2 was modified to include the additional condition
described above.

9.1.4. Procedure

This study followed the same procedure as Study 2, with the exception of the additional
condition outlined above.

9.2. Results

9.2.1.  Selection of the system with the best performance

For the reward-based question, 26 of the 48 participants (54%) selected the system in
the animation condition as the one with the best performance, 9 participants (19%)
selected instead the system in the partial-animation condition, 7 participants (15%) the
system in the no-motion condition, while the remaining 6 participants (12%) suggested
that the three systems had the same performance. Moreover, 5 participants changed
their choices for the non-reward-based question as follows: from ‘Partial-animation’ to
‘Animation’, from ‘All performed equally’ to ‘Animation’; from ‘Animation’ to ‘No-
animation’, from ‘All performed equally’ to ‘No-animation’; and from ‘Animation’ to
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‘All performed equally’. These results are illustrated in Figure 30.

9.2.2.  Reasons for choosing one system over the others

reward-based question

‘We categorised participants’ responses about why they selected a particular HWR as
the one with the best performance for the reward-based question. Each response was
associated with one or two of the following seven themes: number of errors, generic,
others’ opinion, type of errors, animation, speed, and order. Figure 31 illustrates the
frequencies of these themes. The themes were the same as those emerged from previous
studies, with the exception of order which was used for the following comment: “I

didn’t find
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Figure 30. Selection of the participants for preferring a HWR for the reward-based and non-reward-based
questions in Study 7. Number of participants on the y-axis.
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9.2.3.  Reasons for choosing one HWR system over the others — non-reward-based
question

The comments of the participants about why they selected a particular HWR as the
one with the best performance for the non-reward-based question were categorised
through thematic analysis. Each response was associated with one or two themes,
with seven themes used in total: number of errors, type of errors, generic, speed,
animation, others’ opinion, and random. Figure 32 illustrates the frequencies of these
themes. While the first six themes are the same as above. The new theme random was
associated with the response “I am not sure, all of them seemed to perform similarly,
but it looks like the third was maybe the best? Not sure.”

For the majority of participants, 25 out of 48, their answers were the same (in terms
of themes) for the reward-based question. Only 23 participants answered this ques-
tion differently than the previous one, and of these 23 only 4 changed their selection.
In more detail, the first participant who selected a different system commented that
he believed that other participants would choose the system in the partial-animation
condition because it was the first system they saw and they would remember (“I think
people might choose the first one because their attention and focus will be greater
when viewing the first program compared to the second and third.”). The second par-
ticipant considered the majority would select that the three systems have the same
performance for the reason that had the same performance. However, he felt that
the system in the no-animation condition was the one with the best performance
because it was the only one that produced all of its output in one go. The third par-
ticipant considered that other participants would be distracted to evaluate the system
in the anémation condition (“People will lose some concentration, so they will not
be accurate.”) Finally, the last participant changed their selection from three systems
performed equally to the system in the animation condition. Regarding 19 partici-
pants who provided different reasons without changing their selection, 4 participants
changed their answers from “number of errors’ to “generic”. Additionally, 3 partici-
pants’ answers changed from “number of errors” to “type of errors”, 2 participants’
answer changed from “generic” to “generic and type of errors”, 2 participants’ answers
change from “generic” to “speed”. Moreover, three participants’ answers changed from
“others’ opinion” to “random” to “number of errors” to “type of errors”. In another
case, two participants changed their answers from “type of errors” to “number of er-
rors” to “speed”. In another case the answer was changed from “speed” to “generic”,
and on another, the answer changed from “generic” to “number of errors”. Finally, in
the last case, the participant changed the answer from “number of errors and generic”
to just “number of errors”.

For this study, five participants changed their choice of which HWR system per-
formed the best. The two participants that changed their choice from partial-animation
and three programs to animation condition mentioned that they considered that the
animation condition has the best performance and so other participants will pay more
attention to the system in that condition. The two participants that changed their
choice from animation and all performed equally to no-animation commented that
they considered that this condition is faster and this will have motivated people to
select the other conditions. Finally, the participant that changed from animation con-
dition to all performed equally considered that most of the participants will select the
animation because this will distract them.
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9.2.4. Performance ratings

A CHI-squared test revealed statistically significant differences in the performance
ratings, x2(2) = 9.73,p < 0.01. Post-hoc analysis with pairwise Wilcoxon Signed-
ranks tests with significance level set at p < 0.05, revealed Median for the performance
evaluation for the animation, partial-animation, and no-animation were Mdn = 4.5,
Mdn = 4, and Mdn = 4, respectively. There were significant differences between
the animation and the no-animation conditions (Z = 3.037,p < 0.01,7 = 0.31), and
also between the partial-animation and the no-animation conditions (Z = 2.64,p <
0.05,7 = 0.25). No significant differences were instead found between the animation
and partial-animation conditions (Z = 0.89,p > 0.05,r = 0.09). Figure 33 shows
participants evaluation of the performance of the systems.
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Figure 32. Reasons expressed by participants for preferring a HWR in the animation, partial-animation, or
no-animation condition for the non-reward-based question. Number of participants on the y-axis.
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Figure 33. Likert-scale of participants’ evaluation of the performance of the systems for the animation and
no-animation conditions. Number of participants on the y-axis.
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9.2.5. Discussion

The results of Study 7 suggest that any amount of animation seems to influence users’
perception of the performance of the system: statistically significant differences in
the Likert-scale ratings were found both between no-animation and animation and
between no-animation and partial-animation, while no statistically significant differ-
ences were found between animation and partial-animation. However, in terms of
choosing the system with the best performance, the majority of participants opted
for the animation condition, rather than any of the other 3 options, regardless of the
experimental reward. Indeed, almost three times as many participants opted for the
system in the animation condition compared to the one in the partial-animation one.
In contrast to the Likert-scale results, the selection results suggest that the amount
of animation does play some role in users’ perception of performance. So perhaps the
lack of statistical significance mentioned above could be a limitation of our sample
size.

Once again, similar to prior studies the qualitative data from Study 7 indicates that
participants took the task seriously and engaged with it.

10. Study 8

In all studies reported so far, the presence of animation was the only difference across
the systems our participants evaluated. The performance of the various systems, de-
fined in terms of number of errors produced by the system was kept constant. To
further characterise the effect we identified, we decided to test what level of imbalance
in the performance level of the system being compared would “break the illusion” cre-
ated by the animation. In other words: how many additional errors can the animation
cover? Study 8 was designed to address this question, by comparing pairs of systems
with different numbers of mistakes.

10.1. Method

10.1.1.  Study Design

The study design was based on the design of Study 2, but we additionally divided
participants into two groups, each group corresponding to a different number of errors:
9-errors group and 10-errors group. For each group the experiment was identical
to Study 2, with the exception that the animation condition the number of errors
indicated by the group name. The no-animation condition always included just 8
errors, as it was in Study 2 (in earlier studies the number of errors was the same
across the conditions).

The reward structure and amounts were identical to Study 2, with a fixed amount
of $1.17 being paid to all participants, plus a bonus of the same amount for those who
answer the reward-based question in the majority.

10.1.2.  Participants

Participants were recruited through MTurk, with the same two restrictions as in Study
2. The sample size was 32, double than what it was for Study 2, to account for the split
of participants into 2 groups. The age ranged from 19 to 62 (M = 27, 5D = 6.80), 22
males (69%) and 10 females (31%). All except for 3 of the participants reported to be
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United States nationals, the remaining ones being Algerian, Canadian and Japanese.
The education levels of the participants ranged from secondary school level to masters’
degree level or equivalent. Overall, 6 participants had a masters’ degree, 20 had a
university degree, and 6 completed secondary school. One of the participants reported
knowing Filipino.

10.1.3.  Equipment

The same Web application used for Studies 1 and 2 was used for Study 8, with the
only difference of the number of errors in the animation condition, as described above.

10.1.4. Procedure

The procedure was the same as Study 2.

10.2. Results

10.2.1.  Selection of the system with the best performance

9-errors group. For the reward-based question, 9 of the 16 participants (56%) chose
the system in the animation condition as the one with the best performance. Addition-
ally, 7 participants (25%) selected the system in the no-animation condition as the one
with the best performance, while the remaining 3 (19%) indicated that both systems
had the same performance level. Only 1 participant answered the non-reward-based
question differently than the reward-based one, changing the answer from “animation”
to “both systems”. These results are illustrated in Figure 34.

10-errors group. For the reward-based question, 4 of the 16 participants (25%)
chose the system in the animation condition as the one with the best performance,
6 participants (37.5%) selected the system in the no-animation condition as the one
with the best performance, while the remaining 6 (37.5%) indicated that both systems
had the same performance level. Only four participants answered the non-reward-based
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Figure 34. Selection of the participants for preferring a HWR for the reward-based and non-reward-based
questions in Study 8 for the 9-errors group. Number of participants on the y-axis.
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question differently than the reward-based question. The first participant changed from
“both systems” to “animation”, the second participant changed from “both systems”
to “no-animation”. The third participant changed from “animation” to “both sys-
tems”. Finally, the last participant change from “no-animation” to “both systems”.
With these changes the amount of participant that select one system in for the reward-
based question was similar for the non-reward-based question. These results are illus-
trated in Figure 35. The participant who reported knowing Filipino was in this group,
and she selected the system in the animation condition as the one having the best
performance for the reward-based question, while she indicated that both programs
had the same performance for the non-reward-based question.

10.2.2.  Reasons for choosing one system over the other — reward-based question.

We categorised participants’ comments into themes based on the reasons why they
chose a particular HWR as the one majority of participant will choose as the one with
the best performance. Each response was associated with one or two themes, with
six themes found in total: number of errors, generic, animation, type of errors, and
others’ opinion. The five themes are the same as in Study 4. Figure 36 illustrates the
frequencies of these themes, also classified on the reward-based question (animation
or no-animation) for the 9-errors group, while Figure 37 illustrates the frequencies
for the 10-errors group. The participant who reported knowing Filipino was in the
10-errors group, and her answer was associated with the theme type of errors.

10.2.3. Reasons for choosing one system over the other — non-reward-based
question.

‘We grouped participants’ responses into themes based on the reasons why they selected
a particular HWR as the one with the best performance. Each response was associated
with one or two themes, with four themes found in total: number of errors, generic,
speed and type of errors. The themes categorised participants’ comments as we did
in the previous studies. Figure 38 illustrates the frequencies of these themes, also
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Figure 35. Selection of the participants for preferring a HWR for the reward-based and non-reward-based
questions in Study 8 for the 10-errors group. Number of participants on the y-axis.
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classified on the individual preference (animation or no-animation) for the 9-errors
group, while Figure 39 illustrates the frequencies for the 10-errors group. Similar to
the previous subsection, the answer of the participant who reported knowing Filipino
was associated with the theme type of errors.

Only one participant in the group 9-errors changed her selection from animation
condition to “both systems” performed equally. The reason behind why the participant
changed her choice is due to the fact the participant could see how the system worked
in its task.

For the purpose of the analysis we report each group corresponding to a number of
errors separately. This applies both to the quantitative and the qualitative analysis.

Study 8

Reason for preferring a HWR for the reward-based question (9-errors group)
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Figure 36. Reasons expressed by participants for preferring a HWR in the imati or imati
condition for the reward-based question for the 9-errors group. Number of participants on the y-axis.
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Figure 37. Reasons expressed by participants for preferring a HWR in the imation or imati
condition for the reward-based question for the 10-errors group. Number of participants on the y-axis.
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10.2.4. Performance ratings

9-errors group. A Wilcoxon Signed-ranks Test revealed that the performance eval-
uation was higher in the animation condition (Mdn = 4) than in the no-animation
condition (Mdn = 4), (Z = 2.183,p < .05,r = 0.39). Figure 40 shows participants
evaluation of the performance of the systems.

10-errors group. A Wilcoxon Signed-ranks test did not reveal statistical signifi-
cance suggesting the positive effect of animation was cancelled (Z = 0,p = 1,7 = 0).
Figure 41 shows participants evaluation of the performance of the systems.
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Figure 38. Reasons expressed by participants for preferring a HWR in the imati or
condition for the non-reward-based question for the 9-errors group. Number of participants on the y-axis.
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Figure 39. Reasons expressed by participants for preferring a HWR in the imation or imati
condition for the non-reward-based question for the 10-errors group. Number of participants on the y-axis.
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10.3. Discussion

The results of Study 8 indicate that the effect of animation cues on participants’
perception of the system performance holds, to some extent, even when comparing
two systems that have different performance levels. In particular, within the 9-errors
group most participants selected the system in the animation condition, even when it
produced one additional mistake compared to the system in the no-animation condi-
tion (corresponding to a performance degradation of 12.5%). When the difference in
number of errors produced by the two systems becomes 2 (the 10-errors group, which
corresponds to a performance degradation of 25%), the animation system is no longer
selected as the one with the best performance by the majority of participants, but only
by 4 participants (25%). However, even in the 10-errors group 6 participants (37.5%)
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Figure 40. Likert-scale of participants’ evaluation of the performance of the systems for the animation and
no-animation conditions for the 9-errors group. Number of participants on the y-axis.
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Figure 41. Likert-scale of participants’ evaluation of the performance of the systems for the animation and
no-animation conditions for the 10-errors group. Number of participants on the y-axis.
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suggested that the two systems have the same performance, and that’s as many as
those who correctly selected the system in the no-animation condition as the one with
the best performance. This finding is reinforced by the qualitative data, this shows
that in both the 9-errors group and the 10-errors group, some participants suggested
that there are fewer errors in the animation condition compared to the no-animation
condition.

More in general, from this study, we can learn that the positive effect of animation
cues can persist even when a system’s performance is degraded. In contrast, Kim &
Hinds (2006) showed that people who worked in a cooperative environment, blame
others when a robot has a problem, and this one delivers an explanation of its failure.
In more detail, people did not consider that the problem was a malfunction of the
robot. Instead, they considered that the problems were due to interactions with other
people. In contrast, our findings show that the animation cues tend to hide a possible
malfunction of the system.

Finally, the answers submitted by the participant who reported knowing the Filipino
language suggest once again that the knowledge of the language did not influence the
behaviour in our study.

11. Summary

Our initial three studies revealed that animation cues integrated into the GUI of a
smart system can affect people’s perception of the system performance, extending
and generalising the results reported by Garcia et al. (2016) for physical motion cues
and vacuum cleaning robots. In particular, in Study 1 (N=16) participants reported
a HWR system to perform better when animation cues are displayed than when they
are not. Study 2 (N=16) replicated the same experiment on MTurk, extending the
initial results to a less controlled environment, and demonstrating that further studies
could be conducted on the online platform. Study 3 (N=16) demonstrates that the
effect of animation is not specific to the type of smart system used in Studies 1 and
2, similar results were observed also for a POS tagging system, one which involves a
type of data processing that is less inherently visual than the HWR system.

Studies 4, 5 and 6 were designed to look for an explanation for this effect. In partic-
ular, Study 4 (N=16) examined and ruled out the possibility that the animation cues
may induce users to perceive that the system recognises the handwriting as a person
would, and so appears to be “as smart as a person.” Study 5 (N=16) provides an initial
exploration of the relationship between the animation and participants’ mental model
of the system. Study 6 (N=64) probed such relationship further: its results suggest
that animation cues affect participants’ perception of the system performance, only if
the animation matches their mental model of the system. More in general, the results
of Studies 5 and 6 suggest that if the animation cues are largely compatible with a
user’s mental model of the system, then they act as a reminder for how the system
works and they can increase the user’s confidence in the system (at least compared to
alternative systems for which they have no cues about how it works).

Once we found the reason behind why animation cues influence participants’ percep-
tion of smart systems, we designed and conducted two further studies to characterize
the observed phenomenon more in detail. In Study 7 (N=48) We analysed whether
the amount of animation shown would influence participants’ perception of a system’s
performance. The results indicate that any amount of animation seem to have poten-
tial to influence users perception of a system performance. Finally, Study 8 (N=32)
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assessed the effect of animation cues when a system’s performance actually decreases,
compared to the alternative system where no animation is integrated. The results of
Study 8 show that that the effect of animation cues on participants’ perception of
the system performance holds, to some extent, even in this case. In particular, most
participants still favour the system with animation even when it makes one error more
than the the system with no animation. However, when the number of extra errors
becomes 2, the effect decreases.

12. Implications

Our studies bear strong implications for the design of user interfaces for smart systems,
and in particular the design of visual feedback around such systems. Examples of these
systems include, among many others, mobile and web applications like translators,
recommender systems or even chatbots in e.g. automated customer support. Overall,
our results imply that designers should be aware that including animations in the
UI can bias users’ perception of how well a smart system works. This could also
affect mundane animations such as loading screens, transition animations or even
decorative animations. Our findings point to the need of more investigation in this
area. In particular, we found that if the animations are largely compatible with users
mental model of the system, they can lead users to have a more positive perception
of the system performance. So, if designers intend to try to deliberately induce such
bias to give users a more favourable impression of their system, particular care then
needs to be taken to make sure that users mental model can be reliably predicted, so
that the animation can be made compatible with it.

However, it is perhaps even more important to be aware of the risk that animations
may inadvertently lead users to rely on the results of a smart system more than they
should. Indeed our last study indicates that animations can even ‘cover up’ some of
the errors made by the system. Such over-reliance can have undesirable consequences,
if not even dramatic, especially for safety-critical applications (Parasuraman & Riley
(1997)). Additional research is needed to understand the potential consequences.

12.1. Further Research Opportunities

While our results show an evident effect, they also open up a number of new research
questions, for example: does it apply to other screen-based systems or maybe even
any application? Reflecting on the physical motion cues presented by Garcia et al.
(2016), it would be interesting to explore if people also rated the robot’s performance
higher because seeing the motion made them think that they understand how the
robot works.

13. Conclusion

In this paper, we presented eight studies designed to explore whether visual animation
cues can change people’s perception in the evaluation of smart systems and what
characteristics the animations need to have. Indeed, our results suggest that displaying
a high detail of animations that match people’s mental model as animation cues can
influence people’s perception of the performance of smart screen-based systems even
these systems have a minimal decrease in their performance.
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In general, our results indicate that this modality has potential to improve user
ratings, as the display of animation can change how people perceive and evaluate the
system’s performance. We expect that the results presented in this paper will stimulate
designers to integrate animations as a feedback of their systems, and researchers to
explore this area further.
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Appendix C

Ethics Forms

In the following pages, we include the ethics form we submit to the FPSE Ethics Com-
mittee at the University of Southampton for the Studies 1, 2, 3, and 4 we ran in the
University’s lab. Additionally, we add the consent form that our participants signed

before they took part in the same studies.
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FPSE Ethics Committee
FPSE EC Application Form Ver 6.6d

Refer to the Instructions and to the Guide documents for a glossary of the key phrases in bold and
for an explanation of the information required in each section. The Templates document provides
some text that may be helpful in presenting some of the required information.

Replace the highlighted text with the appropriate information.

Note that the size of the text entry boxes provided on this form does not indicate the expected
amount of information; instead, refer to the Instructions and to the Guide documents in providing
the complete information required in each section. Do not duplicate information from one text box
to another.

Reference number: ERGO/FPSE/17155 Version: 1 Date: 2015-08-10

Name of investigator(s):

Pedro Garcia Garcia

Name of supervisor(s) (if student investigator(s)):
Enrico Costanza
Sarvapali Ramchurn

Title of study: Visualisation of automation, as a tool for changing people's perception

Expected study start date: Expected study end date:
08/10/2015 09/25/2016

Note that the dates requested on the “IRGA” form refer to the start and end of data collection.
These are not the same as the start and end dates of the study for which approval is sought.

Note that approval must be obtained before the study commences; retrospective approval cannot
be given.

The investigator(s) undertake to:

e Ensure the study Reference number ERGO/FPSE/17155 is prominently displayed on all
advertising and study materials, and is reported on all media and in all publications;

e  Conduct the study in accordance with the information provided in the application, its
appendices, and any other documents submitted;

e  Conduct the study in accordance with University policy governing research involving human
participants (http://www.southampton.ac.uk/ris/policies/ethics.html);

e  Conduct the study in accordance with University policy on data retention
(http://www.southampton.ac.uk/library/research/researchdata/);

e Submit the study for re-review (as an amendment through ERGO) or seek FPSE EC advice if
any changes, circumstances, or outcomes materially affect the study or the information
given;

e  Promptly advise an appropriate authority (Research Governance Office) of any adverse study
outcomes, changes, or circumstances (via an adverse event notification through ERGO);

e Submit an end-of-study form as may be required by the Research Governance Office upon
completion of the study.
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FPSE EC Application Form
REFER TO THE INSTRUCTIONS DOCUMENT WHEN COMPLETING THIS FORM.

PRE-STUDY

Characterise the proposed participants

The participants would be gathered from the University of Southampton (e.g. under graduate
students, PhD students, staff and researchers).

Describe how participants will be approached

- Participants will be approached through mailing lists of selected research groups (e.g. our research
groups), and through personal contacts

- Posters will be affixed on campus

If any non-FPSE e-mail lists are used, justify their use

Describe how inclusion and/or exclusion criteria will be applied (if any)

- Because one tasks involve reading a considerable amount of text, people affected by dyslexia will be
excluded from the study. This will be based on self-reporting. When participants express interest in
the study, before scheduling with them a time to take part, we will let them know that one tasks
involve reading a considerable amount of text, so this may not be appropriate for someone with
dyslexia, so if they want to go ahead, they should please confirm this is fine by them and they do not
have dyslexia.

Describe how participants will decide whether to take part

- Participants will be provided the Participant Information via email upon acceptance of invitation to
take part.

- Those who have accepted will be given a link to an online scheduling system (Doodle.com) to
reserve a slot. Once everyone has done this, they will be e-mailed containing details of when and
where their allocation for the study will be.

- Participants will be asked to sign the consent form before the study commences.

Participant Information

Provide the Participant Information in the form that it will be given to participants as an
appendix. All studies must provide participant information.

Consent Form
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FPSE EC Application Form

Provide the Consent Form (or the request for consent) in the form that it will be given to
participants as an appendix. All studies must obtain participant consent. Some studies may
obtain verbal consent, other studies will require written consent, as explained in the
Instructions and Guide documents.

DURING THE STUDY

Describe the study procedures as they will be experienced by the participant

In the experiment, participants will be asked to engage in two experiments. First experiment is to
observe a robot’s outcome and evaluate robot’s performance. Second experiment is computer based.
Participants will do one experiment at the time.

First experiment: Visualise and evaluate robot’s outcome The first experiment involves to observe
and evaluate the rooms where two robots are going to work before they start their task. This
evaluation is going to be in the questionnaire that they are going to receive. Meanwhile robots work
in their task, participants are going to wait in a second room. Once robots finish their task, participants
will return to robot’s rooms and evaluate robots’ performance in the questionnaire that they have. At
the end of the study, participants who had chosen the robot with the best performance, they are going
to receive a reward of £5. This mechanism of reward is with the aim to enhance people to evaluate
more consciously robot’s performance.

Second Experiment: Checking and correcting automatic handwriting recognition. For this second
experiment, participants are going to check and correct the results of a semi-automatic system that
recognizes handwriting (this is actually simulated). Participants are going to check three documents
from three different systems and they need to find mistakes that the systems made on the documents.
After this, they will evaluate which system has a better performance according to their experience
working in finding mistakes on the documents. At the end of the study, participants who had chosen
the robot with the best performance, they are going to receive a reward of £5. This mechanism of
reward is with the aim to enhance people to evaluate more consciously robot’s performance.

Reward Mechanism

After we finish the study, participants for the first experiment who choose the robot with the best
performance are going to be contact by email in order to receive their reward of £5. The same case is
going to be for the second experiment. The maximum reward possible is £10 if the participants are
involving in the two experiments.

Before the study begins, the participants will be given the consent form to read and sign. The
participants will then be introduced to the experiments. This should take around 5 minutes. The first
experiment is going to last for about 10 minutes and the second experiment will be last 15 minutes.
After the experiments, participants are going to receive a questionnaire where they are going to
evaluate the performance of the systems and their perception of them.

Identify how, when, where, and what kind of data will be recorded (not just the formal research
data, but including all other study data such as e-mail addresses and signed consent forms)

- Upon completion of the consent form, this will be collected (prior to the beginning of the study).
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- With the questionnaire that participants will answer after they finish with the experiments.

- No sensitive data will be recorded.

Participant questionnaire

As an appendix, if using a questionnaire, reproduce any and all participant questionnaires or
data gathering instruments in the exact forms that they will be given to or experienced by
participants. If conducting less formal data collection, provide specific information
concerning the methods that will be used to obtain the required data.

POST-STUDY

Identify how, when, and where data will be stored, processed, and destroyed

Data file will be stored in a password-protected computer within the University of Southampton.
Any physical data shall be destroyed once the study finish on 20" September 2016, but its content
will be moved to the password-protected computer and the information will be deleted at the end
of my PhD on 25" September 2018.

- Any information published from this study will be done in aggregate or anonymous form.

If Study Characteristic M.1 applies, provide this information in the DPA Plan as an appendix instead
and do not provide explanation or information on this matter here.

STUDY CHARACTERISTICS

(L.1)  The study is funded by a commercial organisation: No

If ‘Yes’, provide details of the funder or funding agency here

(L.2)  There are restrictions upon the study: Yes

If ‘Yes’, explain the nature and necessity of the restrictions here

The second experiment requires comprehensive reading and grammar correction and thus we
require people with no dyslexia to make sure that the results will be comparable, and to avoid
distress to people suffering dyslexia.

(L.3)  Access to participants is through a third party: No

If ‘Yes’, provide evidence of your permission to contact them as a separate appendix. Do not provide
explanation or information on this matter here

(M.1) Personal data is collected or processed: Yes
Data will be processed outside the UK: No
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If ‘Yes’ to either question, provide the DPA Plan as a separate appendix. Do not provide information
or explanation on this matter here. Note that using or retaining e-mail addresses, signed consent
forms, or similar study-related personal data requires M.1 to be “Yes”

(M.2) There is inducement to participants: Yes

If ‘Yes’, explain the nature and necessity of the inducement here

The inducement is used to attract people to join the study and as an incentive for spending their
time.

(M.3) The study is intrusive: No

If ‘Yes’, provide the Risk Management Plan and the Debrief Plan as appendices, and explain here
the nature and necessity of the intrusion(s)

(M.4) There is risk of harm during the study: No

If ‘Yes’, provide the Risk Management Plan, the Contact Information, and the Debrief Plan as
appendices, and explain here the necessity of the risks

(M.5) The true purpose of the study will be hidden from participants: No (doho)

The study involves deception of participants: No
If ‘Yes’ to either question, provide the Debrief Plan as an appendix, and explain here the necessity of
the deception

(M.6) Participants may be minors or otherwise have diminished capacity: No (doho)

If ‘Yes’, AND if one or more Study Characteristics in categories M or H applies, provide the Risk
Management Plan and the Contact Information, as appendices, and explain here the special
arrangements that will be put in place that will ensure informed consent

(M.7) Sensitive data is collected or processed: No

If ‘Yes’, provide the DPA Plan as a separate appendix. Do not provide explanation or information on
this matter here

(H.1) The study involves: invasive equipment, material(s), or process(es); or participants who are
not able to withdraw at any time and for any reason; or animals; or human tissue; or biological
samples: No
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If ‘Yes’, provide further details and justifications as one or more separate appendices. Do not provide
explanation or information on these matters here. Note that the study will require separate
approval by the Research Governance Office

Technical details

If one or more Study Characteristics in categories M.3 to M.7 or H applies, provide the description of
the technical details of the experimental or study design, the power calculation(s) which yield the
required sample size(s), and how the data will be analysed, as separate appendices. Do not provide
explanation or information on these matters here.

APPENDICES (AS REQUIRED)

While it is preferred that this information is included here in the Study Protocol document, it may be
provided as separate documents.

If provided separately, be sure to name the files precisely as “Participant Information”,
“Questionnaire”, “Consent Form”, “DPA Plan”, “Permission to contact”, “Risk Management Plan”,
“Debrief Plan”, “Contact Information”, and/or “Technical details” as appropriate.

If provided separately, each document must specify the reference number in the form
ERGO/FPSE/xxxx, its version number, and its date of last edit.

Appendix (i): Participant Information in the form that it will be given to participants.

Appendix (ii): Data collection plan / Questionnaire in the form that it will be given to participants.

Appendix (iii): Consent Form in the form that it will be given to participants.

Appendix (iv): DPA Plan.

Appendix (v): Evidence of permission to contact participants or prospective participants through
any third party.

Appendix (vi): Risk Management Plan.

Appendix (vii): Debrief Plan.

Appendix (viii): Contact Information.

Appendix (ix): Technical details of the experimental or study design, the power calculation(s) for the
required sample size(s), and how the data will be analysed.

Appendix (x): Further details and justifications in the case of invasive equipment, material(s), or
process(es); participants who are not able to withdraw at any time and for any reason;
animals; human tissue; or biological samples.
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Appendix (i) Participant Information template

Participant Information

Ethics reference number: ERGO/FPSE/17155 Version: 1 Date: 2015-08-10

Study Title: Visualisation of automation, as a tool for changing people's perception

Investigator: Pedro Garcia Garcia, Enrico Costanza, Sarvapali Ramchurn

Please read this information carefully before deciding to take part in this research. If you are happy
to participate you will be asked to sign a consent form. Your participation is completely voluntary.

What is the research about? This is a research project, which will evaluate how people evaluate
system’s performance.

Why have | been chosen? You have been approached because you expressed an interest in
participating.

What will happen to me if | take part? You will participate in two experiments.

First experiment: visualise and evaluate robot’s outcome

In the first experiment, you would evaluate the rooms where the robots are going to work on them.
This evaluation you have to make it in the questionnaire that we are going to give you at the beginning
of the study. After the evaluation you will be waiting in a second room until robots finish their task.
Finally, you will return to the room where robots worked and you will evaluate their performance.
Make sure to choose which robot you think that the majority are going to select that has the best
performance, because according to this we will contact you at the end of the study to give you the
reward of £10 in the case that you choose the robot that the majority selected.

Second experiment: Checking and correcting automatic handwriting recognition

In the second experiment, you will check and find mistakes in the results of a semi-automatic system
that recognize handwriting. You are going to check three documents from three different systems,
then you will evaluate which system has a better performance according to your experience working
in finding mistakes on the three documents. Make sure to choose which robot you think that the
majority are going to select that has the best performance, because according to this we will contact
you at the end of the study to give you the reward of £10 in the case that you choose the robot that
the majority selected.

The experiments are going to be in two different days. In overall, your participation will be around 25
minutes for the two experiments. You can have the opportunity to win £20 maximum reward for your
participation.

Are there any benefits in my taking part? It is expected that you participate in two experiments, this
that can give you the opportunity to win a maximum reward of £20. You could be paid £10 reward for
your participation on the first experiment and £10 for your participation on the second experiment.
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Are there any risks involved? There are no particular risks associated with your participation other
than those associated with the use of standard computer equipment.

Will my data be confidential? Any information that is obtained in connection with this study and that
can be identified with you will remain confidential and will be disclosed only with your permission or
as required by law. The information collected during the experiment will be kept separately from your
personal identity. The information will be collected and stored on the password-protected computer
where you ran the trial.

What happens if | change my mind? You may withdraw at any time and for any reason. You may
access, change, or withdraw your data at any time and for any reason prior to its destruction. You
may keep any benefits you receive.

What happens if something goes wrong? Should you have any concern or complaint, contact me if
possible  (pgglgld@ecs.soton.ac.uk), otherwise please contact the FPSE  Office
(school@ecs.soton.ac.uk) or any other authoritative (RGOinfo@soton.ac.uk).

Appendix (ii) Data collection plan
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Participant Information

Ethics reference number: ERGO/FPSE/17155 Version: 1 Date: 2015-08-10

Study Title: Visualisation of automation, as a tool for changing people's perception

Investigator: Pedro Garcia Garcia, Enrico Costanza, Sarvapali Ramchurn

Experiment 1

1. Robot A

a) How clean do you think is the room before the Robot starts to work?

\ 1 2 3 4 5
Dirty Clean

b) How clean do you think is the room after the Robot finished with its task?

1 2 3 4 5
Dirty Clean

2. Robot B

a) How clean do you think is the room before the Robot starts to work?

1 2 3 4 5
Dirty Clean

b) How clean do you think is the room after the Robot finished with its task?

\ 1 2 3 4 5
Dirty Clean

3. Which Robot do you think has a better performance?

Robot A |:| Robot B |:|

Experiment 2
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1. How you evaluate the performance of the systems?

System A

1 2 3 4 5
Bad Good

System B

1 2 3 4 5
Bad Good

System C

Bad Good

2. Which system you consider that was easier for you to find the errors on the e-text?

System A |:| System B |:| System C

3. Which system you consider that had more errors?

System A |:| System B |:| System C |:|

4. Which system you consider that has the best performance?

System A |:| System B |:| System C |:|

Appendix (iii) Consent Form template

Consent Form
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Ethics reference number: ERGO/FPSE/17155 Version: 1 Date: 2015-08-10

Study Title: Visualisation of automation, as a tool for changing people's perception

Investigator: Pedro Garcia Garcia, Enrico Costanza, Sarvapali Ramchurn

Please initial the box(es) if you agree with the statement(s):

| have read and understood the Participant Information (version 1
dated 2015-08-10) and have had the opportunity to ask
questions about the study.

| agree to take part in this study.

| understand my participation is voluntary and | may withdraw at
any time and for any reason.

Data Protection

| understand that information collected during my participation in this study is will be stored
on a password protected computer and that this information will only be used in accordance
with the Data Protection Act (1998).

Name of participant (Print NAME)...........cooviiiuiii e

Signature of PartiCipant............o..iiiuiii i
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Appendix (iv) DPA Plan template

DPA Plan

Ethics reference number: ERGO/FPSE/17155 Version: 1 Date: 2015-08-10

Study Title: Visualisation of automation, as a tool for changing people's perception

Investigator: Pedro Garcia Garcia, Enrico Costanza, Sarvapali Ramchurn

The following is an exhaustive and complete list of all the data that will be collected (through

questionnaire and during the study):

e Participant's name

¢ Observations during of how the participants used the system

e Questionnaire data

Participant's name is important as the experiment will be paid for according to results. The

questionnaire data will tell us how people perceive systems’ performance

The data will be processed fairly, as participants will be explicitly asked about such information, and it
is up to them to provide it. Any information published from this experiment will be done in aggregate

or anonymous form.

The data will be processed in accordance with the rights of the participants because they will have the
right to access, correct, and/or withdraw their data at any time and for any reason. Participants will
be able to exercise their rights by contacting the investigator (e-mail: pgglgl4@ecs.soton.ac.uk) or
the FoPSE office (e-mail: school@ecs.soton.ac.uk). Data files will be stored in a password-protected
computer within the University of Southampton. Any physical data shall be destroyed, but its content

will be moved to the password-protected computer.
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FPSE Ethics Committee
FPSE EC Application Form Ver 6.6d

Refer to the Instructions and to the Guide documents for a glossary of the key phrases in bold and
for an explanation of the information required in each section. The Templates document provides
some text that may be helpful in presenting some of the required information.

Replace the highlighted text with the appropriate information.

Note that the size of the text entry boxes provided on this form does not indicate the expected
amount of information; instead, refer to the Instructions and to the Guide documents in providing
the complete information required in each section. Do not duplicate information from one text box
to another.

Reference number: ERGO/FPSE/17155 Version: 1 Date: 2015-08-10

Name of investigator(s):

Pedro Garcia Garcia

Name of supervisor(s) (if student investigator(s)):
Enrico Costanza
Sarvapali Ramchurn

Title of study: Visualisation of automation, as a tool for changing people's perception

Expected study start date: Expected study end date:
08/10/2015 09/25/2016

Note that the dates requested on the “IRGA” form refer to the start and end of data collection.
These are not the same as the start and end dates of the study for which approval is sought.

Note that approval must be obtained before the study commences; retrospective approval cannot
be given.

The investigator(s) undertake to:

e Ensure the study Reference number ERGO/FPSE/17155 is prominently displayed on all
advertising and study materials, and is reported on all media and in all publications;

e  Conduct the study in accordance with the information provided in the application, its
appendices, and any other documents submitted;

e  Conduct the study in accordance with University policy governing research involving human
participants (http://www.southampton.ac.uk/ris/policies/ethics.html);

e  Conduct the study in accordance with University policy on data retention
(http://www.southampton.ac.uk/library/research/researchdata/);

e Submit the study for re-review (as an amendment through ERGO) or seek FPSE EC advice if
any changes, circumstances, or outcomes materially affect the study or the information
given;

e  Promptly advise an appropriate authority (Research Governance Office) of any adverse study
outcomes, changes, or circumstances (via an adverse event notification through ERGO);

e Submit an end-of-study form as may be required by the Research Governance Office upon
completion of the study.
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Appendix (iii) Consent Form template

Consent Form

Ethics reference number: ERGO/FPSE/17155 Version: 1 Date: 2015-08-10

Study Title: Visualisation of automation, as a tool for changing people's perception

Investigator: Pedro Garcia Garcia, Enrico Costanza, Sarvapali Ramchurn

Please initial the box(es) if you agree with the statement(s):

| have read and understood the Participant Information (version 1
dated 2015-08-10) and have had the opportunity to ask
questions about the study.

| agree to take part in this study.

I understand my participation is voluntary and | may withdraw at
any time and for any reason.

Data Protection

| understand that information collected during my participation in this study is will be stored
on a password protected computer and that this information will only be used in accordance
with the Data Protection Act (1998).

Name of participant (Print NAME)...........couiiiiiiiii i

Signature of PartiCipant...........c.coovuiiiiiii e
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