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ABSTRACT 
Partial discharge (PD) taking place in a solid dielectric-bounded cavity involves physical 

processes such as free electron supply, discharge development and surface charge 

decaying, which bring about memory effects and become the main reasons for stochastic 

behavior of PDs. This paper reviews numerical modeling of cavity PD in the past 30 years. 

In the first place, physical processes relevant to PD activity are summarized, and 

modeling methods for discharge development are classified. Then some differences of PD 

modeling at AC and DC voltages are distinguished. Subsequently, reproducing methods 

from simulations to experiments are introduced, as well as their comparison under 

different conditions and with the emphasis on voltage frequency and PD aging. At last, 

some problems about current simulation models are discussed, and our suggestions for 

future work are proposed. 

   Index Terms — partial discharge (PD), cavity PD, streamer, surface charge, free 

electron 

LIST OF MAIN SYMBOLS 

Note: the number in brackets represents the equation numbering 

where a symbol first appears. 

α, the gas ionization coefficient 

β, the recombination coefficient (43) 

β0, the exponent in approximation for effective ionization 

coefficient (7) 

γs, the surface conductivity (26) 

γgas, the gas conductivity (40) 

γhgas, the conductivity of discharge channel 

γshigh, the surface conductivity when the total amount of charges 

exceed a critical level 

γslow, the surface conductivity when the total amount of charges 

are below a critical level 

γpol, the bulk conductivity of insulator 

ε0, the vacuum permittivity (8) 

εr, the relative permittivity 

εpol, the permittivity of insulator 

ξ, the fraction of charge detrapping from surfaces (10) 

ξ+, ξ-, the fraction of charge detrapping respectively from 

positive and negative surfaces 

η, the gas attachment coefficient 

λ, a dimensionless function to calculate the induced charge (33) 

ρ0, the air density relative to its value at p=1.013×105 Pa and 

T=293 K (2) 

ρv, the volume charge density (33) 

ρgas, the mass density of gas (6) 

σs, the surface charge density (33) 

τlag, the discharge time lag (4) 

τdt, the decay time constant for detrappable charges (10) 

τdc, the time constant for charging the cavity (48) 

τvol, the time constant for surface charge decay through insulator 

bulk 

φ, the phase angle 

φs, the electric potential on cavity surface (57) 

Φ, the effective work function (8) 

Ca, the capacitance of healthy insulation 

Cb, the capacitances of void-free insulation in series with the 

cavity 

Cc, the capacitance of cavity 

Ctot, the total capacitance between electrodes (30) 

D, the vector of electric displacement field (39)  

De, the electron diffusion coefficient (43) 

dcav, the cavity height parallel to the applied field (1) 

e, the elementary charge (8) 

Et, the vector of tangential electric field on the cavity surface 

(58) 

Ecav, the electric field within the cavity (4) 

Ecbef, the field within the cavity prior to the PD (36) 

Eext, the extinction field (23) 

Eapp, the applied filed 

Escha, the electric field induced by surface charges 

Einc, the inception field (1) 

(E/p)cr, the pressure reduced critical field at which α=η (1) 

J, the vector of conduction current density (38) 

kb, the Boltzmann constant (8) 

Ne, the electron number density (41) 
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Np, the positive ion number density (44) 

Nn, the negative ion number density (45) 

Ndt, the number of detrappable charges (9) 

Ne0, a constant (17) 

NHW, the average discharge number per ac half cycle 

NAW, the average discharge number per cycle 

eN& , the total free electron generation rate (11) 

evN& , the free electron generation rate by gas radiative 

ionization (5) 

esN& , the free electron generation rate by surface detrapping (8) 

p, the gas pressure within the cavity (1) 

Pd, the discharge probability (4) 

qs, the total charges on the cavity surface (26) 

qsfree, the free surface charges (27) 

qphy, the physical charge (29) 

qapp, the apparent charge (30) 

qind, the induced charges at an electrode (33) 
pre

phyq , the physical charges from previous PD (10) 

min

appq , the minimum apparent charge 

max

appq , the maximum apparent charge (42) 

rcav, the radius of spherical cavity (7) 

Ra, the resistance of healthy insulation 

Rb, the resistance of solid dielectrics in series below and above 

the cavity 

Rc, the resistance through and around the cavity 

Scav, the area of cavity surface (8) 

Sdet, the function of surface emission law (8) 

Ssec, the source term about secondary process (43) 

Sph, the photoionization source term (46) 

T, the temperature (3) 

t, the time 

tPD, the moment when a PD starts 

△tinc, the time past after the field within the cavity exceeding the 

inception value (4) 

△tpre, the time past after the previous discharge (10) 

△tPD, the time duration of PD 

Ucav, the voltage across the cavity 

Uext, the extinction voltage of cavity 

Uapp, the applied voltage across electrodes 

Uinc, the cavity voltage when the inception field is reached (2) 

Ucbef, the voltage across the cavity before a PD 

Ucaft, the voltage across the cavity after a PD 

△Uc, the difference of voltage across the cavity instantly before 

and after a PD (29) 

△U, the difference of voltage across electrodes instantly before 

and after a PD (30) 

Veff, the effective ionization volume (5) 

Vcav, the cavity volume (33) 

We, the vector of electron drift velocity (43) 

Wp, the vector of positive ion drift velocity (44) 

Wn, the vector of negative ion drift velocity (45) 

1 INTRODUCTION 

PARTIAL discharges (PDs) taking place in a cavity 

surrounded by solid dielectrics, named cavity PDs, void PDs or 

internal PDs, have attracted much attention mainly due to two 

reasons. Firstly, the ion bombardment, localized temperature rise 

and excited molecules induced by PDs will deteriorate the 

insulating performance of solid dielectrics, and finally lead to the 

insulation failure [1, 2]. Secondly, PD behaviors are closely 

relevant to the characters of solid dielectrics, so the PD 

measurement is frequently used to diagnose the insulation status of 

power equipment [3]. To better understand the hazards of PD or 

make full use of it, PD mechanisms must be clarified at first. 

Since the three-capacitor model was proposed, numerical 

modeling has been widely used to pursue PD mechanisms. 

Compared with experiments, it has several merits: (i) to obtain 

some microscopic physical processes easily, whereas they are 

difficult or even impossible for experimental methods, e.g. the 

streamer propagation within a cavity; (ii) to adjust any 

parameter freely so that the critical parameters and physical 

processes influencing PD behaviors can be identified; (iii) to 

comprehensively construct relationships of cavity parameters, 

solid dielectric characteristics, aging status and test conditions 

with PD events. 

Up to now, a large number of models for cavity PD have been 

proposed. To the best of the authors’ knowledge, the earliest 

numerical modeling of cavity PDs dates back to 1980s [4]. The 

pioneers’ work was based on the point of view of circuit, by 

which the gas breakdown was reduced to charging-discharging 

of capacitors. L. Niemeyer proposed a representative approach 

to model PD in 1990s [5], involving not only the gas breakdown 

but also the physical processes before and after a discharge, e.g. 

the supply of free electrons, surface charge decay between two 

adjacent discharges. Because of the development of finite 

element method (FEM), some models for the gas breakdown 

are proposed instead of Niemeyer’s analytic model, which are 

mainly categorized as conductance [6, 7] and electrostatic 

models [8]. As for the former, the gas breakdown is represented 

by an increase of gas conductivity, whereas it is considered as 

the deployment of charges on cavity surface for the latter. Some 

modeling methods initially designed for dielectric barrier 

discharge (DBD) are also applied to PD simulation after the 

2000s [9, 10] owing to the similarity between cavity PD and 

filamentary DBD. 

PD numerical modeling is a traditional topic, but many people 

are still trying their efforts to develop it now [11-14]. We try to 

summarize relevant researches in the past 30 years so as to 

inspire forthcoming studies. First of all, in order to avoid 

misunderstanding, the scope is restricted. If no otherwise 

specified, the cavity PD refers to the “streamer” or “streamer-

like” discharge in the paper, because it normally induces signals 

on a level which is detectable in power equipment, and it is 

usually considered to pose a much more threat to the insulation. 

The “streamer” or “streamer-like” discharge is characterized as 

a larger apparent charge (>10 pC) and a shorter pulse duration 

(1~100 ns) [5], which differs from the Townsend discharge and 

swarming partial microdischarge (SPMD). In addition, PDs 

occurring in a narrow channel, e.g. electrical tree, are excluded. 

For this type of PD, the discharge development is easily 

affected by channel walls and is difficult to reach channel ends, 

so its simulation methods are different from the cavity PD [15-

17]. 

The paper is organized in a logic order of PD numerical 

modeling. In the second part, the physical processes before and 



 

after gas breakdown are introduced, which include the free 

electron supply, the derivation of PD inception and extinction 

fields, and surface charge decay between two adjacent 

discharges. In the third part, various simulation models for 

discharge development are classified, such as capacitance, 

electrostatic, conductance and plasma models, merits and 

drawbacks of which are also discussed. The differences of PD 

modeling method at AC and DC voltages are distinguished in 

the fourth part. In the fifth part, methods about how to 

reproduce experiments from simulations are introduced, and 

their comparison under different test conditions is presented, 

with the emphasis on voltage frequency and aging status. In the 

sixth part, some problems about combination of physical 

processes, parameters setting, stochastic nature and memory 

effects are discussed. At last, the review is briefly summarized, 

and some suggestions for future work are put forward. 

2 PHYSICAL PROCESSES BEFORE AND 
AFTER THE DISCHARGE 

DEVELOPMENT 

It is generally known that two conditions must be met to ensure 

the occurrence of gas breakdown: electric field exceeding a critical 

value, and free electron supply, so they should be confirmed at first. 

Besides, the condition for discharge extinguishment needs to be 

explicitly set in many cases. As usual, the electric field within the 

cavity is compared with a critical value named extinction field [18]. 

If the field falls below the extinction one, it is assumed that the gas 

breakdown is terminated. Hence, the derivation of extinction field 

is also crucial. After a discharge, there are a large number of 

charges distributed in the cavity, which will affect the 

characteristics of subsequent PDs by changing the electric field 

distribution and additionally providing free electrons for them. The 

majority of these charges will land on the cavity surface in less than 

0.1 μs [19], much shorter than the time interval between two 

adjacent discharges (generally exceeds 0.1 ms). Therefore, the 

surface charge dynamics should be highlighted in PDs analysis. 

2.1 PD INCEPTION FIELD 

On one hand, considering the streamer type of PD in essence, 

the inception field Einc, defined as the minimum electric field 

required for a PD to take place, is derived from the critical 

avalanche criterion [5, 20, 21], and has the following expression:  

inc cr

cav

( ) [1 ]
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E E p p

pd
 
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where (E/p)cr is the pressure reduced critical field at which α=η, 

α is the gas ionization coefficient, η is the gas attachment 

coefficient, p indicates the gas pressure within the cavity, B, n 

are constants, and dcav indicates the cavity height parallel to the 

applied field. If the cavity is full of air, (E/p)cr=25.2 VPa-1m-1, 

B=8.6m0.5Pa0.5 and n=0.5. Additionally, the inception voltage 

Uinc is also considered as the breakdown value across two 

electrodes with a uniform electric field distribution by some 

researchers [22, 23]. The expression is obtained by 

experimental data fitting [24], in accordance with Paschen’s 

law. 

inc 0 cav 0 cav24.41( ) 6.73U d d  
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where ρ0 indicates the air density relative to its value at p=1.013

×105 Pa and T=293 K, Uinc, in kV, indicates the cavity voltage 

when the inception field is reached and dcav is in cm. Figure 1 

shows the change of inception field with cavity height. The 

results obtained by equation (1) are slightly higher than by 

Equation (2). Note that Paschen’s law means Townsend type 

discharge in essence, which is not in accordance with the 

streamer type’s assumption. 

 
On the other hand, the inception voltage can be determined 

based on PD measurement. Some people thought it 

approximately equals to the partial discharge inception voltage 

(PDIV) [8, 25], while some argued that it should be determined 

by the partial discharge extinction voltage (PDEV) [26]. In 

terms of plasma models mentioned later, G. Callender et al 

obtained the lowest voltage where free electrons could be 

developed into a PD within a cylindrical cavity of 0.1 mm in 

height [26]. Its value of 1.49 kV, corresponding to a mean field 

of 7.97 kV/mm in the cavity, approximately equals to the value 

of PDEV, but is obviously lower than the PDIV and the voltage 

obtained by Equation (1), as shown in Figure 1. The higher 

value of PDIV may be attributed to the effect of discharge time 

lag [27]. 

2.2 FREE ELECTRON SUPPLY 

Due to the requirement of free electrons to start the avalanche of 

ionization process, there is usually a time delay between the instant 

of application of an electric field in excess of the static breakdown 

field and the onset of gas breakdown. Strictly speaking, the time 

delay comprises of two parts: the statistical time lag and the 

formative time lag [24]. The latter involves the time interval from 

the first electron multiplication to the ultimate breakdown, while 

the former contains the time spent on waiting until a free electron 

appears in the cavity and the time it takes to initiate an avalanche 

process [28]. Compared with the first part of statistical time lag (in 

the level of ms or longer), the second part and the formative time 

lag (in the level of ns for a cavity discharge) could be neglected 

under a usual AC voltage with the frequency less than ~100 kHz. 

Therefore, the discharge time lag roughly refers to the first part of 

statistical time lag, which depends on the free electron supply. 

 
Figure 1. Change of inception field with cavity height. p=1.013×105 Pa, 

T=293 K. The measurement results are from [26]. 



 

Initially, the discharge time lag was explicitly considered for PD 

simulations due to its simplicity and the uncertainty of free electron 

generation [4, 29]. It was usually assumed that there is an 

exponential relationship between discharge time lag τlag and 

discharge probability Pd, as follows [30]: 
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(4) 

where △tinc indicates the time past after the field within the cavity 

exceeding the inception value, and Ecav is the electric field within 

the cavity. In the case of τlag and other parameters remaining known, 

Pd is calculated, and then compared with a random number x 

between 0 and 1. If Pd exceeds this number, the conditions for 

discharge occurrence are satisfied. 

Obtaining the characteristics of discharge time lag becomes a 

precondition for Pd calculation. Although it had been proved to 

be an inverse power dependence on the applied voltage by 

experiments and simulations [31, 32], some doubts should be 

specified. Firstly, the experiments were conducted under step 

voltage, and only the discharge time lag for the first PD was 

measured [31]. Without considering memory effects, the 

conclusion may not apply to continuous PDs. Secondly, the 

simulation results were obtained from a simplified model, 

which needs to be validated [32]. 

Discharge time lag is actually the inverse of the production 

rate of free electrons. Since the generation mechanism was 

clarified, most researchers have used it for PD simulation. In 

general, two ways of free electron supply are distinguished, the 

volume generation and the surface emission [5]. The former 

consists of gas radiative ionization and field detachment of 

electron from negative ions. In a cavity surrounded by solid 

dielectrics, the gas radiative ionization is dominant, and the free 

electron generation rate is expressed as: 
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where ηirad indicates the radiative ionization, Veff is the effective 

ionization volume, and the last term, named Legler function, 

indicates the probability that an electron develops into an 

avalanche. In the case of local field exceeding the inception 

field, α≫η, so the Legler function approximately equals to unity. 

Crad shows the interaction between radiation and gas, ψrad is the 

radiation quantum density, and ρgas indicates the mass density 

of gas. 

For a spherical cavity, the effective ionization volume has the 

following expression, 
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where rcav indicates the radius of spherical cavity, β0 is the 

exponent in approximation for effective ionization coefficient, 

and κ=Ucav/Uinc. Ucav is the voltage across the cavity. 

Free electrons emit from the cavity surface by detrapping, ion 

impact release and surface photo effect. Among them, the first 

source is usually dominant, which obeys the Richardson-

Schottky scaling, 
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where Scav indicates the area of cavity surface, e is the elementary 

charge, Sdet is the function in surface emission law, Φ is the 

effective work function, ε0 is the vacuum permittivity, kb is the 

Boltzmann constant, ν0 is the fundamental phonon frequency, 

and Ndt/Scav represents the surface density of detrappable 

charges. Ndt is assumed to be proportional to the charges 

generated by previous PD. Due to the loss mechanism, e.g. 

diffusion into deep traps, the charges will decay until 

subsequent PD takes place. In general, an exponential function 

is used to characterize the loss as: 
pre

dt phy pre dt( ) exp( )N q e t  
 

(10) 

where ξ is the fraction of 
pre

phyq  in a detrappable state, 
pre

phyq  

indicates the physical charges from previous PD, △tpre is the 

time past after the previous discharge, and τdt indicates the 

decay time constant. Therefore, the total rate of free electron 

generation is:  

e ev esN N N & & &
 

(11) 

In the case of spherical or ellipsoidal cavity, free electrons for 

the first PD mainly come from the volume generation, while the 

primary source is surface emission for a flat cavity due to its 

large surface-to-volume ratio [33]. After the first PD has 

occurred, the surface emission becomes dominant. We compare 

the free electron production rate from the two ways, as shown 

in Figure 2. It is found the surface generation rate is much 

higher than the volume even if △tpre/τdt<15, so the surface 

detrapping dominates free electron supply in most cases. 

 
The Richardson-Schottky expression has been adopted in PD 

simulation, but it should be noted that the expression is based 

on the earlier measurement of electron emission from 

concentric glass tubes in the vacuum [5]. Whether or not it is 

valid for trapped charges on cavity surface needs to be verified. 

Equations (5)-(10) are usually modified for PD simulation. 

Table 1 summarizes these modifications from different 

 
Figure 2. Change of electron production rate with cavity field. Cradψrad=2×106 

kg-1s-1, ρgas=1.18 kg/m3, p=1.01×105 Pa, rcav=0.7 mm, ξ=0.02, pre

phy
q  =100 pC, 

e=1.6×10-19 C, τdt=2 ms, v0=1014 s-1, Φ=1 eV, ε0=8.85×10-12 F/m, kb=1.38×10-23 

J/K, T=300 K, and Einc≤Ecav≤3*Einc. Einc is obtained by equation (1), and the 

values of most parameters are from [5]. 



 

researchers chronologically, as well as how to calculate the 

discharge probability. The expressions of Pd differ significantly 

from various research groups, which are usually determined by 

the comparison of simulations with experimental results. 

Table 1. The formulas for free electron supply and discharge probability.  

Ref. Volume generation Surface emission Discharge probability 
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[38] × Equation (19) with eiN& =0 Equation (21) 

aα1, β1 are the Weibull parameters of experimental data. 
 bm is the number of elementary Weibull functions fitting experimental data, and αi, βi are their parameters. 
cΦ0, △Φ are the constants, and τwork indicates the time constant about temporal evolution of the effective work function. 
dNe0 is a constant.  
eNed indicates the electron number detrapping from the shallow traps, and Nei is the electron number detrapping from polymer loose chain ends. 
fNed0 is the initial number of detrappable electrons per unit time. 

g nl  is a function that controls temperature dependency, pu
esN&  indicates the per unit value of the electron de-trapping rate, and pu

inc
t  is the per unit value of the time delay 

after the voltage exceeds breakdown level. 

2.3 PD EXTINCTION FIELD 

Based on the theory of streamer propagation, the extinction 

field is estimated as [5]: 

ext crE E
 

(23) 

where the dimensionless proportionality factor χ is related to 

the gas, dielectric surface and streamer polarity. As for the 

above equation, there are several points to note. Firstly, χ=0.2 

and 0.5 respectively for the positive and negative streamers are 

usually employed in the PD simulations [39, 40], but the two 

values may not apply to the system made up of gas and polymer. 

Secondly, Ecr represents the field at which α=η, not equal to Einc 

[25]. In addition, G. Callender et al argued that Equation (23) 

is derived from a metallic needle-plane system, and may be not 

applicable for the cavity PD [14]. In terms of a plasma model, 

they found that the residual field after a PD is around 0.1 

kV/mm, whereas the extinction field predicted by equation (23) 

is in the order of 1 kV/mm. Moreover, the residual field is not 

constant, but varies with the electric field instantly before the 

PD [26]. 

According to the dependence of PD magnitude on the 

temperature, F. Haghjoo et al. inferred that χ is sensitive to the 

temperature [37]. Therefore, it is developed into 
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where χ0 and T0 are constants. Furthermore, Illias thought the 

extinction field depends on the gas pressure [41], 

ext ext0 0E E p p
 

(25) 

where Eext0, p0 are constants. For a non-vented cavity, the two 

equations are actually consistent. 

The extinction field can be determined from the measured 

minimum discharge magnitude min

app
q , because min

app
q  appears at 

the inception field, and is proportional to the field drop Einc-Eext 

[5]. Based on this method, the predicted Eext is around 1 kV/mm 

[8], in accordance with the result from Equation (23). 

2.4 SURFACE CHARGE DECAY 

The surface charges deployed by PD have a finite lifetime. 

Three mechanisms have been identified for the surface charge 

decay: electric conduction along the insulator surface, electric 

conduction through the insulator volume, and charge 

neutralization by gas ions [42]. The first is widely considered 

as the dominant way in the cavity PDs [5, 25, 39]. According to 

Ohm’s law, the surface charge decay is approximately 

described as [39]: 
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where qs indicates the total charges on the cavity surface, γs is 

the surface conductivity, and Edcav indicates the potential 

difference across the cavity. 

Several doubts should be pointed out for equation (26). At 

first, some researchers roughly held that qs is the physical 

charges from a PD [39], whereas the other argued that it is only 

restricted to the free charges, and should not include the trapped 

charges [8]. The free charges are estimated by the following 

formula: 

cav
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(27) 

where 1

sD  and 2

sD  indicate the displacement field at gas and 

solid dielectric sides of the interface, respectively. In addition, 

the surface conduction is beneficial to a uniform distribution of 

surface charges, but does not lead to the decrease of total 



 

charges [42]. Therefore, the mechanism of surface charge decay 

is actually confusing in the usage of equation (26). 

The movement of surface charges along the spherical cavity 

surface is analyzed, as shown in Figure 3. After a PD takes 

places, the deployed surface charges will reduce the applied 

field, but the direction of total field will not change. In this case, 

the charges tend to move towards the centers of upper and lower 

surfaces. If the voltage polarity is reversed, the total field will 

drive positive and negative charges to move towards each other, 

and the charge recombination will take place, leading to the 

decrease of total charges. In order to model the processes, Illias 

et al put forward two methods. One is based on the charge drift 

and recombination on the cavity surface [8], and the other is 

based on the adjustment of surface conductivity [7]. If Ecav has 

the opposite direction to Escha, a lower value is used; otherwise 

a higher surface conductivity is employed. 

 
However, for a flat cavity, the surface charge recombination 

is difficult to happen due to the separation of cavity walls. In 

terms of surface conduction, surface charge decay could not be 

well explained. We constructed a surface charge measurement 

system based on Pockels effect, and obtained the surface charge 

dynamic distribution during a PD sequence which took place 

within a flat cavity [43, 44], as illustrated in Figure 4. It was 

found that there is no lateral migration of surface charges, and 

the decay rate of positive charges is much higher than the 

negative. Due to the complex configuration of electrodes, the 

surface charge decaying mechanism is not addressed, but it is 

inferred that the volume conduction and gas ion neutralization 

contribute to the decay. 

The surface charge decay through the insulator volume 

depends on its bulk conductivity γpol and permittivity εpol, which 

obeys an exponential law [42, 45], 

s s0 polexp( )q q t  
 

(28) 

where qs0 indicates the initial surface charges, and τvol=εpol/γpol 

is the time constant. Take a cavity surrounded by polyethylene 

(PE) as an example, the relative permittivity εr=2.3 and 

γpol≈1×10-16 S·m-1 at the room temperature, so τpol≈2×105 s. 

Compared with the voltage cycle, it is much longer, and the 

surface charge decay can be neglected. 

 
Due to a very long decay time in the case of natural ionization, 

e.g. in the order of 1000 min [42], the surface charge decay 

caused by gas ion neutralization is usually abandoned. 

Although the majority charges produced by PD land on the 

cavity surface, residual space charge density is much higher in 

comparison with the natural level. After the cavity field reversal, 

the residual space charges will drift along the opposite direction 

and neutralize the surface charges, possibly leading to a 

significant reduction of decay time. S. Kumara et al. 

investigated the surface charge decay in the case of ion density 

ten times over the natural level [46]. Compared with the case of 

natural ionization, the decay rate is 10 times faster during the 

entire stage for Elastosil, and 2 times faster during the early 

stage for Powersil. 

3 PHYSICAL MODELS ABOUT 
DISCHARGE DEVELOPMENT 

3.1 CAPACITANCE MODELS 

The classical capacitance model, named three-capacitor or a-

b-c model, was initially proposed by Gemant and Philippoff 

[47], as shown in Figure 5. The cavity is represented by the 

capacitance Cc. Ca, the equivalent parallel capacitance of Ca1 

and Ca2, indicates the capacitance of healthy insulation. Cb is a 

resultant series capacitance of Cb1 and Cb2, which represents the 

capacitance of void-free insulation in series with the cavity. The 

occurrence of PD is simulated by turning on the switch S when 

the voltage across Cc reaches Uinc. For an improved model 

developed by Whitehead [48], the switch was replaced by a 

thyristor controlled device so that the breakdown voltage can 

be set at any desired value. 

In terms of the model, the physical charge qphy is expressed as: 
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where △Uc indicates the difference of voltage across the cavity 

before and after a PD, equal to Ucbef-Ucaft. In addition, the 

apparent charge qapp is expressed as:  

app totq UC 
 

(30) 

where △U is the difference of voltage across electrodes before 

and after a PD, and Ctot is the total capacitance between 

electrodes. Because △U and Ctot can be measured, the apparent 

charge is experimentally obtained by the pulse current method. 

  
  (a) Before the polarity reversal    (b) After the polarity reversal 

Figure 3. Movement of surface charges due to the surface conductivity. Eapp 

indicates the applied filed, and Escha is the electric field induced by surface 

charges. The figure is reproduced from [7]. 

 
Figure 4. Dynamic distribution of surface charges during a PD sequence with 

50 Hz AC voltage application. The height of cylindrical cavity is 0.15 mm and 

the diameter is 1.5 mm. The figure is reproduced from [43]. 



 

Moreover,  

b b c
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(31) 

As usual, Ca≫Cc≫Cb. Therefore,  

app c bq U C 
 

(32) 

 
Instantly after a PD, Ucaft is equivalent to Uext, so △Uc=Ucbef-

Uext, in which Uext represents the extinction voltage of cavity 

corresponding to Eext. For a non-constant voltage, Ucbef depends 

on the discharge time lag. Hence, if the time lag, controlled by 

the switch, is set, the apparent charge can be calculated. At the 

initial period of PD simulation, Okamoto et al modeled PD 

behaviors by such method [4]. 

Based on the classical a-b-c model, some improved circuits 

have been proposed. Table 2 summarizes various capacitance 

models and relevant explanations, in which resistors are 

sometimes introduced to simulate the conductivity of insulation 

and discharge channel. When a PD takes place, the cavity 

resistance will be largely reduced, so a lot of researchers use a 

time-varying resistor to model the PD development [30, 37, 49]. 

In addition, circuits including three resistors parallel to 

capacitors are constructed whereby the effect of charge 

dissipation on PD can be considered at both AC and DC 

voltages [38, 50]. 

Obviously, the capacitance models are concise, in which the 

discharge development process is reduced to charging-

discharging of capacitor, so they are easily applied to power 

equipment, e.g. power cables [49]. However, I. W. McAllister 

pointed out that the definition of void capacitance is valid only 

when the cavity surface is equipotential [51]. Due to non-

uniform distribution of surface charges, the cavity surface is not 

equipotential after a PD, which violates the basic definition of 

capacitance. 

Table 2. Various capacitance models for PD simulation.  

Ref. Circuit structure Characteristics Explanations 

[4, 29, 52] 

 

Classical a-b-c model - 

[53] 

 

Capacitance model for two cavities. 

Cc1 and Cc2 represent the capacitances of two cavities. 

Cb1, Cb2, Cb3 and Cb4 are the capacitances of solid 

dielectrics over and under the cavities. The capacitance 

of dielectrics between two cavities is represented by 

C12. S1 and S2 indicate voltage-controlled switches. 

[54-56] 

 

Considering the effect of space 

charges generated by PDs. 

F indicates the spark gap. C1 produces the voltage drop 

that models the electric field induced by space charges 

within the cavity. R1 characterizes the decay of the 

space charges with time. R2 is used to simulate any 

local space charge build-up that may occur even 

without externally measurable discharges. 

[30] 

 

Considering the resistance of 

discharge channel. 

Rc represents the surface and bulk conduction around 

the cavity. Rb represents the conductivity of the bulk 

material. Rstr is the resistance of the streamer and a 

function of both the voltage and current. 

[57] 

 

This model can be used to simulate the 

cavity discharge and surface 

discharge. 

Rc1 indicates the resistivity of interface between cavity 

and solid dielectrics, and Rc2 is the cavity resistivity. F1 

and F2 the discharge gap controlled by the voltage, and 

Rc3, Rc4 the corresponding discharge resistances. 

[38, 50] 

 

Considering the effect of insulation 

resistance. 

Rc represents the conductivity through and around the 

cavity. Rb is the resistance of solid dielectrics in series 

below and above the cavity. Ra is used to model the 

remaining insulation. 

  

     
     (a) Equivalent circuit         (b) Simplified circuit 

Figure 5. The a-b-c model. 



 

3.2 ELECTROSTATIC MODELS 

Due to the fallacy of cavity capacitance, the concept of 

induced charge is introduced to quantify the relationship 

between physical charge and apparent charge [58, 59]. It is 

based on the fact that charge transport within the cavity will 

lead to the variation of surface charges at electrodes during the 

discharge development. If the charge distribution within the 

cavity is known at a certain moment, the induced charges can 

be calculated from 

cav cav
ind v s
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q t t V t S    
 

(33) 

where qind indicates the entire induced charges at an electrode, 

Vcav represents the cavity volume, ρv and σs are volume and 

surface charge density within the cavity, respectively. λ, a 

dimensionless function, is expressed as follows: 
2

0   (34) 

When considering the induced charges at the cathode, λ=1 at 

the cathode and λ=0 at the anode; otherwise λ=0 at the cathode 

and λ=1 at the anode. In addition, at the interface between the 

cavity and solid dielectrics  
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(35) 

where 1 and 2 represent the gas and solid dielectric, respectively, 

en is the normal direction of interface. 

If the charge interaction between solid dielectrics and 

electrodes is neglected, the apparent charge will be equal to the 

difference of induced charges instantaneously before and after 

a Niemeyer thought PD leads to the deployment of surface 

charges, and hetero-charges with the same density are 

distributed at the upper and lower surfaces [5], as shown in 

Figure 3. In terms of PD inception and extinguishment 

conditions, the surface charge qs is expressed as:  
2
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(36) 

where Ecbef indicates the field within the cavity prior to the PD. 

From Equations (33)-(36), the apparent charge is obtained [39] 

as: 
3
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(37) 

The above derivations is based on the assumption that electric 

field and surface charge distributions in the cavity are uniform, 

which is inconsistent with the actual situation. H. A. Illias et al. 

used an FEM instead of the analytic method to simulate PD [8, 

60, 61]. After the inception condition is satisfied, certain 

charges are added to the cavity surface, and the electric field 

distribution is calculated by Poisson equation. This process is 

repeated until the cavity field was below the extinction value. 

Considering the expansion of discharge area, Wu et al took 

the simulation method of electrical tree as reference to construct 

a PD model [62], in which the streamer is reduced to two points 

with high charge density on the flat cavity surface at the 

beginning of PD development [63]. Because of high electric 

field induced by surface charges, the points would expand along 

cavity surface, and two critical parameters about electric field 

are introduced to control the expansion. Based on this model, 

we refined the streamer propagation, and studied its effect on 

surface charge accumulation and in turn PD behaviors [23, 64]. 

In addition, Illias et al also considered the discharge channel 

expansion along dielectric surface based on the FEM model 

[65]. 

To sum up, the PD development is simplified by the 

deployment of surface charges, and the Poisson equation 

(sometimes the analytic formula) is employed to solve electric 

field distribution in electrostatic models. Compared with the 

capacitance model, the electrostatic characterizes the PD 

development from the point of view of field model. 

3.3 CONDUCTANCE MODELS 

During the PD development, there are a large number of 

charges distributed in the discharge channel. Therefore, the 

conductivity of cavity is largely increased in comparison with 

the initial state. In terms of this character, Forssen et al 

constructed a PD simulation model [6], and then Illias et al 

developed it [7, 32]. In the model, the cavity conductivity is set 

to be gas conductivity without PD occurrence. After the 

discharge conditions are satisfied, the conductivity increases to 

a higher value γhgas. In this case, the cavity field will decrease, 

and the discharge development will be terminated in a very 

short time. The electric field distribution is solved by the 

combination of current continuity equation and Poisson 

equation. 
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(39) 

where J indicates the conduction current density, and D is the 

electric displacement field. Because the electric field 

distribution partly depends on the cavity conductivity, how to 

choose γhgas becomes a vital point for the model. Forssen et al 

set γhgas=10-4 S/m to avoid too fast changes of electric potential 

which may bring about numerical calculation problems [6]. In 

addition, the conductivity is modeled as [66] 

hgas gas cav inc cav criexp( )U U I I  
 

(40) 

where γgas indicates the gas conductivity, Icav is the conduction 

current through the discharge channel, and Icri represents the 

critical current for avalanche. Illias et al used experimental 

results to estimate the conductivity [7], 
2
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where μ0 indicates the coefficient related to electron energy 

distribution and mean free path, Ne is the electron number 

density, λe is the electron mean free path, ce is the electron 

thermal velocity, and 
max

appq  indicates the maximum apparent 

charge obtained by PD measurement. In Equation (41), the 

contribution of ions to the electric conductivity can be 

negligible due to its low drift velocity [67]. However, it is not 

reasonable that the apparent charge is used to quantify the 

electron density in the channel. 

Similar to capacitance models, the conductance have a wide 

applicability, e.g. it is easily used to simulate PD for more than 

one cavity [68, 69] and even power equipment [70]. In addition, 

due to the introduction of electric conductivity, the temperature 

variation of cavity caused by PDs can be roughly predicted, and 

its effect on PD behaviors is investigated [41, 71]. 



 

3.4 PLASMA MODELS 

Due to the stochastic essence of PD behaviors, PD models are 

typically interested in obtaining the statistical characteristics for 

a large number of PDs. Therefore, the complicated discharge 

development processes are extremely simplified, as has been 

shown in the previous sections. In order to reveal the PD 

mechanism, a more rigorous model is needed. Plasma model 

was initially used to simulate gas discharge across electrodes 

[72] and dielectric barrier discharge (DBD) [73], and then some 

researchers employed them to model discharge development for 

the cavity PD owing to their similarity [14, 74, 75]. In the model, 

physical processes such as impact ionization, attachment, 

recombination, diffusion and drift of charges are quantitatively 

described by fluid equations:  
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where N is the charge number density, e, p and n are the 

symbols for electron, positive ion and negative ion, respectively. 

β and De denote the recombination and electron diffusion 

coefficients, respectively. The drift velocity, W is equal to the 

production of electric field and charge mobility. Ssec indicates 

the source term about secondary process, such as 

photoionization and cathode secondary emission. 

With the help of fluid equations, as well as the Poisson 

equation, the temporal evolution of charge and electric field 

distribution within the cavity during the discharge development 

can be obtained. In terms of simulation results, several stages 

are identified in the discharge development [9, 14, 76], as 

shown in Figure 6. At first, free electrons are placed in the 

vicinity of the cathode. Under the action of applied field, they 

move towards the anode, gaining energy and producing new 

electrons by impact ionization with neutral gas molecules. At 

the initial period, the concentration of space charges are not so 

high to distort the applied field, as Figure 6c. Then the 

electronic cloud is formed at the avalanche head, as Figure 6d, 

which spreads out in radial direction due to diffusion and 

electrostatic repulsion. At this time, the peak number density of 

charges grows to 1019 m-3, and the field distortion is noticeable. 

Because of a slower drift velocity, the positively charged tail 

created by positive ions is still located in front of the lower 

surface of cavity and expands towards the upper surface after 

the avalanche head arrives at the interface. The electrons in the 

head land on the lower surface, while secondary electrons 

generated by photoionization produce new positive ions on the 

way to the anode, leading to the increase of positive ions within 

the cavity interior. With the accumulation of positive space 

charges, a cathode-directed streamer is formed, as Figure 6g. 

The streamer propagates to the upper surface, and its arrival 

leads to the increase of positive surface charges, but the 

decrease of volume charges, as Figure 6k. At the upper surface, 

the deployment of positive charges continues at a slow rate due 

to low values of electric field and consequent drift velocity. 

After hundreds of nanoseconds, the deployment of positive 

surface charges is terminated, and then the charge 

recombination dominates in the discharge until it stops. 

 
Figure 6. Time evolution of gas discharge taking place in a spherical cavity 

with diameter of 1mm, full of atmospheric pressure air. The potential difference 

between anode and cathode is 9 kV. The first, second and third columns 

represent the electron concentration, positive ion concentration and electric 

field distribution, respectively. The first, second, third and fourth rows 

correspond to the time of 1 ns, 7 ns, 15 ns and 60 ns instantaneously after 

voltage application, respectively. The figure is reproduced from [14]. 

 

As seen from the above physical processes, the 

photoionization is crucial to the formation of streamer. The 

photoionization source term Sph at the position r and time t 

depends on the photon distribution function Ψυ(r, Ω, t) of 

frequency υ at position r in the direction Ω and at time t [77], 
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(46) 

where c indicates the light speed, μabs,ν the function of υ, 

represents the absorption coefficient, ph , in the range of 0 to 

1, is the photoionization efficiency which is equal to the ratio 

of the number of photoelectrons appearing to the total number 

of absorbed photons of frequency υ. In a more physical case, 

Equation (46) is employed to simulate photoionization so that a 



 

streamer moving towards the cathode is produced [9, 14]. For 

purposes of simplified computation, a sparse background of 107 

cm-3 electron-positive ion pairs is placed uniformly throughout 

the cavity volume to represent photoionization. In this case, an 

anode directed streamer will appear [23, 78]. 

As a more precise description of plasma dynamics, the 

Boltzmann transport equation is also used to simulate PD 

activity [79], as follows: 
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(47) 

where pe is the electron momentum, equal to meWe, Fe=eE, the 

term on the right side of the equation represents the variations 

in the electron distribution function due to the scattering events 

associated with the electron collisions with the gas molecules, 

and Ne is the function of r, pe, t and Fe. Using the Boltzmann 

transport equation in combination with the fluid and Poisson 

equations, spatial distributions of electron, ion and electric field 

can be calculated during the discharge development, as well as 

the energy density distribution. In terms of this model, Testa et 

al found that the hot electrons with a high energy could arrive 

at cavity surface, and inferred that the bond breaking 

mechanism is the predominant cause of polymer degradation 

[79]. 

Though the fluid model has been widely used, another method 

named particle in cell (PIC), which estimates the collective 

behavior of charges in plasma by a small number of super-

particles [80], is also attempted for PD simulation. Ganjovi et 

al developed a two-dimensional PIC based Monte Carlo 

Collision model to study the dynamics of a streamer-type 

discharge in a cavity with the size at the level of 100 μm [81]. 

In addition to the information about build-up of space charge 

within the gaseous channel, consequent modification of the 

electric field, ionic and electronic currents, and charge 

accumulation on the electrodes, the phase-space scatter plots for 

various particle species can be presented. 

Compared with others, plasma models provide us more 

detailed and physical insight into the discharge development of 

a single PD. However, the consideration of complicated 

physical processes will bring about modeling difficulty and 

large computation consumption, which may be the biggest 

problem for the simulation of multiple PDs. Considering this 

point, we simulated PD sequences by simplifying streamer 

propagation [12, 23]. In detail, the photoionization was 

neglected, and free electrons with a high concentration were 

placed to shorten the avalanche period. As a consequence, the 

computation consumption was largely reduced, but the 

simplification caused significant differences of pulse current 

waveform and surface charge distribution in comparison with 

experimental results. In addition, a refined plasma model for 

continuous PDs was developed by Callender et al, in which the 

photoionization was taken into account but the effect of residual 

charges was neglected [26]. 

4 DIFFERENCES OF PD MODELING 
UNDER AC AND DC VOLTAGES 

As we all know, the stationary distribution of electric field 

depends on dielectric bulk conductivity under DC voltage. 

Nevertheless, if a PD takes place, generated charges will force 

the electric field to redistribute, so the permittivity also needs 

to be taken into account. In this case, the current continuity 

equation coupled with the Poisson equation is necessary. As for 

capacitance models, a resistor parallel to each capacitor is 

added [82, 83], as has been shown in the last row of Table 2. It 

is found that discharge frequency is related to the time constant 

for charging the cavity, which is expressed as: 
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The expression can be used to explain the dependence of 

discharge frequency on temperature [84]. 

There are no differences of discharge development modeling 

between two types of voltages, because the duration time of 

single discharge is usually less than 1 μs, much shorter than AC 

voltage cycle. However, in addition to the dependence of 

electric field distribution, the surface charge dynamics at DC 

voltage are distinct. Looks back Figure 3, the recombination of 

surface charges with opposite polarities, as well as the 

neutralization through gas ions, is difficult to happen due to a 

constant voltage polarity. Besides, the surface conduction leads 

to more uniform distribution of charges, but not the decrease of 

total surface charges. Therefore, it seems that the surface charge 

decay through insulator volume becomes the predominant way. 

He et al held that the recovery of cavity field after a discharge 

is only attributed to the charge decay through volume 

conduction, and constructed a PD simulation model under DC 

voltage [85]. In our previous research, surface charge dynamic 

distributions produced by DC PDs were measured [12]. Similar 

to the experimental results under AC voltage, no lateral 

migration of surface charges was observed. Provided that the 

volume conduction is the dominant factor for surface charge 

dissipation, the decaying time will be in the order of hundreds 

of seconds according to equation (28). However, it was less 

than 1 s in experiments. The difference suggests further studies 

are necessary for surface charge decaying mechanism within 

the cavity, which is vital to PD modeling especially under DC 

voltage. 

Regardless of voltage waveform, the PD itself acts as a source 

of charge injecting into the volume of solid dielectrics, which 

has been verified by experiments and simulations [9, 86]. 

Because of unchanged polarity of DC voltage, the space charge 

accumulation within dielectrics may be gradually enhanced 

after multiple PDs, leading to more important effect on electric 

field distribution within the cavity in comparison with AC 

voltage. It would be of great interest to take the interaction 

between gas discharge and space charges into DC PD modeling, 

but more experimental studies should be carried out in advance. 

5 EXPERIMENTAL VALIDATIONS 

5.1 MEASURABLE PD PARAMETERS 

In order to correlate simulations with experiments, some 

measurable PD parameters should be extracted during the 

simulation. First of all, the apparent charge is necessary, which 

constitutes phase-resolved PD (PRPD) pattern with discharge 

phase. PD current pulse waveform is also needed, because it 

relates to the streamer propagation and discharge area 

expansion. In addition, although surface charge distribution is 

not a direct observation for cavity PD, it plays an important role 



 

in PD activity and can be measured at present [43, 87]. Hence, 

the derivation of surface charge distribution is also considered. 

Table 3 summarizes how to calculate these parameters in 

various PD models. 

Table 3. Calculation methods of measurable PD parameters for various simulation models. 

Model Apparent charge Discharge current Surface charge distribution 

Capacitance Equation (31) or (32) [29, 49, 88] 

Calculating the current passing through the resistor 

and capacitor related to the cavity based on the 

circuit topology [37, 49, 56, 57]. 

× 

Electrostatic 

analytical 
Equation (37) [5, 35, 39, 40] × 

A uniform distribution, and the total 

surface charges is expressed as equation 

(36) [5]. 
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Charges are added to the cavity surface 

until a PD is terminated, so the surface 

charge distribution can be directly 

obtained [8]. 
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a bef
con , aft

con  indicate the surface charge density on an electrode (usually the measuring electrode) immediately before and after a PD, respectively, Scon represents 

the electrode surface area. 
btPD is the moment when a PD starts, △tPD indicates the time duration of PD, Jscon is the current density through an electrode. 
cUapp is the applied voltage across electrodes. 
den indicates the unit normal vector. 
e△V, △S are the area and volume of unit grid after meshing, respectively. 

The apparent charge is calculated based on the definition of 

pulsating charges appearing on electrodes when a PD takes 

place. For a model with the current continuity equation, 

Equations (49) and (52) are actually identical. The discharge 

current deduced from circuits is usually characterized as a fast 

rising edge and a slow decaying tail, similar to the experimental 

results, but it lacks physical meaning. In Equation (50), the 

integration of σcon over Scon represents the surface charges on an 

electrode. Compared with the induced charge in Equation (51), 

the effect of applied voltage is not eliminated, and it includes 

additional capacitive component if an AC voltage is applied. 

Since the PD duration time is very short, Equations (50) and (51) 

are approximately equivalent, as well as Equation (53). 

Equation (54) is initially derived in the case of gas discharge 

across metallic electrodes [92], and then is used in DBD and 

cavity PD. We compared the pulse current waveform of cavity 

PD respectively obtained by Equations (51) and (54), and found 

that they are slightly distinct due to the latter’s neglect of 

surface charge accumulation [90]. Apart from plasma models, 

the surface charge distribution resulting from simulations is 

hardly comparable to the experimental results. Equation (55) is 

recommended, whereas Equation (56) is proposed mainly for 

the aim of dimensional transformation.  

5.2 REPRODUCTION OF EXPERIMENTAL RESULTS 
BY SIMULATION 

Due to stochastic behavior of PDs, it is impossible to 

reproduce experimental results completely by simulations. As a 

compromise, some statistics, e.g. the average apparent charge, 

the discharge frequency and even the shape of PRPD pattern, 

are taken as evaluation criterion. In general, several parameters 

are set to be free in simulation models, which are adjusted until 

a good consistency of the statistics from simulation and 

experiment is reached. Table 4 summarizes the free parameters 

and evaluation statistics for simulation under different test 

conditions. Many parameters are only phenomenological and 

not directly related to the physical characters of dielectrics, such 

as λ0, ξ+, ξ-, Nes0H, Nes0L and δ, so it is not possible for simulations 

to give a precise and physical explanation about experimental 

results even though there is a good consistency of evaluation 

statistics. 

Since studying PD activity in the course of aging is beneficial 

to the condition monitoring and insulation status assessment of 

power equipment, it has attracted much attention from various 

researchers. Up to date, there is a consensus that the evolution 

of PD behavior with aging is due to the change of gas 

parameters or cavity surface characteristics mainly based on 

experiments [94]. However, because of the interaction of the 

two factors, it is difficult to distinguish the dominant one by 

experimental methods. For example, there are two kinds of 

speculations about the appearance of “rabbit-like” PRPD 

pattern: the change of electronegative gas content [95], and the 

difference in efficiency to emit a free electron from a positively 

charged surface or a negatively charged [39]. It is possible to 

identify and confirm the underlying factors by experiments 

coupled with simulations, but the related work is extremely 

scarce.  

 
 

Table 4. Comparison of simulations with experiments under different test conditions. 
Ref. Test variable Model Free parameters Statistics for evaluation Description 



 

[29] Aging time Capacitance λ0
a PRPD pattern shape 

The change of PRPD pattern with aging time is 

mainly due to the consumption of 

electronegative gas O2 and variation of residual 

voltage, and the former is responsible for the 

appearance of SPMD. 

[39] Aging time Electrostatic Φ, p, τdt, ξ+/ξ-
b 

PRPD pattern shape, min

app
q , max

app
q , 

NHW, △φ0
c 

The change of PRPD with aging time is mainly 

due to a reduction of the gas pressure and several 

changes of the emissive characteristics of the 

cavity surface, i.e. Φ, τdt, ξ+/ξ-. 

[35] Temperature Electrostatic Φ, τdt 

Sk(+), Sk(-), Ku(+) and Ku(-) for H(n, 

q), H(φ, qm) and H(φ, n) patterns,  

IPD, △φ°(+), △φ°(-), discharge 

number acquired in 30 sd. 

The increase of temperature results in a higher 

discharge magnitude and smaller discharge 

frequency due to the increase of τdt, which could 

be proposed as an effect of Φ increase. 

[36] 
Voltage 

frequency 
Electrostatic Φ0, τdt, τwork PRPD pattern shape 

All parameters related to dielectrics keep 

unchanged, because there is no insulation 

degradation. 

[6] 
Voltage 

frequency 
Conductance Ne0, γshigh, γslow, Uext

e 
Discharge number per cycle (NAW), 

PRPD pattern shape 

The change of PRPD pattern with test frequency 

is due to the statistical time lag, the charge 

transport and transition of discharge mechanism 

in the cavity surface. 

[8] 

Voltage 

amplitude 

and cavity 

size 

Electrostatic ρs0, Nes0H, Nes0L, Nev, γs
f 

Discharge frequency, total charge 

per cycle, qm, max

app
q , min

app
q , PRPD 

pattern shape 

Since the electron generation rate increases, the 

discharge frequency becomes higher when the 

applied voltage is increased. Because there may 

be more free charges accumulated along the 

larger cavity surface after a discharge, surface 

charge decay could be more significant than the 

smaller cavity, resulting in a lower electron 

generation rate and less PDs per cycle. 

[93] 
Sample 

configuration 
Plasma δ, τps, τns

g qm, discharge frequency 

The difference of decaying time between positive 

and negative surfaces leads to the positive 

discharge frequency different from the negative 

one when a DC voltage is applied to the cavity 

with an insulating and a metallic surface. 
aλ0 represents the ratio of occurrence number of discharge per unit phase angle to the cavity overvoltage.  
bξ+, ξ- indicate the fraction of charge detrapping from positive and negative surfaces, respectively.  
cNHW represents the average discharge number per ac half cycle, and △φ0 is the voltage zero overlap.  
dSk(+) and Sk(-) represent the skewness derived from positive and negative discharge patterns, respectively, Ku(+) and Ku(-) are the kurtosis derived from positive 

and negative discharge patterns, respectively, IPD is the average discharge current, △φ°(+) and △φ°(-) are the voltage discharge phase range for positive and 

negative discharges, respectively, H(n, q) indicates the discharge magnitude vs. discharge number pattern, H(φ, qm) indicates the mean discharge magnitude vs. 

ignition of test voltage, and H(φ, n) indicates the discharge number vs. ignition of test voltage.  
eγshigh indicates the surface conductivity when the total amount of charges exceed a critical level, otherwise the surface conductivity is γslow. 
fρs0 indicates the initial surface charge density, Nes0H is the higher initial electron generation rate due to surface emission, while Nes0L is the lower value.  
gτps, τns are decaying time constants for positive and negative surface charges, respectively. 

To the best of the authors’ knowledge, the most systematic 

research was conducted by Gutfleisch et al in 1995 [39], as 

shown in Figure 7 corresponding to the second row in Table 4. 

According to the variation of PD characteristics, the aging 

course from the instant of voltage application to electrical tree 

initiation is divided into five phases when PRPD patterns are 

characterized as: A, a horizontal bar; B, a bow-type structure in 

addition to the horizontal bar (rabbit-like); C, a horizontal bar; 

D, sinusoidal envelopes; E, similar to the previous phase but 

with higher discharge repetition rate. For the sake of correctly 

reproducing the experimental results, several parameters, i.e. Φ, 

p, τdt, ξ+/ξ-, are adjustable. Note that the gas pressure is assumed 

to play an important role in the PRPD pattern evolution, but the 

earlier experimental observation [29], as well as the research in 

recent years [96], suggested that the effect of gas pressure is 

negligible. On the contrary, the variation of gas composition, 

e.g. the consumption of O2 and the production of CO2, should 

be paid attention to. Without considering the change of gas 

pressure or composition, experimental results are also 

reproduced by adjusting the parameters related to cavity surface 

[94]. The divergences indicate that an improved physical 

simulation model is necessary. In the capacitance model, the 

free parameter λ0, far away from the physical essence of PD 

phenomenon, was used [29], so it is difficult to identify the 

underling factor. 

Another test variable which needs to be highlighted is the 

voltage frequency due to two reasons. On one hand, in order to 

reduce power ratings of test equipment, the voltage frequency 

other than power frequency in PD detection is usually used, e.g. 

the frequency is reduced when the load is prevailingly 

capacitive and it is enhanced for the inductive one [97]. In 

addition, the damped alternating current (DAC) technology has 

been developed to detect PDs, the frequency of which may 

range from a few hundred to thousands of Hz [98, 99]. The 

flexibility in the choice of frequency of PD test voltage is based 

on the study about differences of PD behavior under various 

voltage frequency. On the other hand, it is significant to clarify 

memory effect of PD by investigating its activity under 

different voltage frequency. As the frequency decreases, the 

time period during which the voltage polarity keeping 

unchanged will prolong. Therefore, the produced charges by 

PD will have a longer time to decay, leading to the reduction of 

memory effect [94, 100, 101], e.g. the supply of free electrons. 



 

 
Figure 7. Reproduction of experimental PRPD patterns at different aging 

phases from simulations. PDs result from a non-vented spherical cavity with 

the diameter of 2.5 mm embedded in epoxy resin. At different phases, the free 

parameters are set as: phase A, Φ=1.0 eV, p=65 kPa, τdt=2 ms, ξ+/ξ-=50; phase 

B, Φ=1.1 eV, p=65 kPa, τdt=2 ms, ξ+/ξ-=50; phase C, Φ=0.98 eV, p=6 kPa, τdt=2 

ms, ξ+/ξ-=50; phase D, Φ=1.45 eV, p=2 kPa, τdt=1000 s, ξ+/ξ-=50; phase E, 

Φ=1.33 eV, p=2 kPa, τdt=1000 s, ξ+/ξ-=1. The figure is reproduced from [39]. 

A typical result about the comparison of simulation and 

experimental PRPD patterns at different voltage frequency is 

presented in Figure 8, corresponding to the fifth row in Table 4, 

in which the parameters Ne0, γshigh, Uext change with the 

frequency [6]. When the voltage frequency increases, the values 

of Ne0 and γshigh become higher. The tendency suggests that the 

increase of frequency leads to more supply of free electrons and 

much faster decay rate of surface charges. The former is in 

accordance to the enhancement of memory effect. In addition, 

with the frequency increasing to 100 Hz, Uext changes from 10 

V to 2.4 kV. The authors attributed the increase to the transition 

of streamer-like to Townsend-like discharges. This speculation 

is puzzling and short of direct observation, e.g. the current pulse 

waveform [102]. In essence, the dielectrics will do not suffer 

from degradation if the test time is not very long, e.g. less than 

several hours. Under this case, the parameters relevant to 

dielectrics should keep unchanged. Based on electrostatic 

models, A. Cavallini et al. reproduced PRPD patterns at 

different frequency without adjustment of any parameters [36]. 

Note that τdt in their model does not only indicate the decay of 

detrappable charges, but also represents the dissipation of 

charges which contribute to the electric field. 

 
Figure 8. Reproduction of experimental PRPD patterns at different voltage 

frequency from simulations. PDs result from a cylindrical cavity with the 

diameter of 10 mm and the height of 0.5 mm embedded in epoxy resin. At 

different frequeny, the free parameters are set as: at 0.01 Hz, Ne0=0.02 s-1, 

γshigh=3×10-15 S, γslow=10-15 S, Uext=10 V; at 0.1 Hz, Ne0=100 s-1, γshigh=2×10-11 

S, γslow=10-15 S, Uext=10 V; at 1 Hz, Ne0=100 s-1, γshigh=2×10-11 S, γslow=10-15 S, 

Uext=10 V; at 10 Hz, Ne0=100 s-1, γshigh=2×10-11 S, γslow=10-15 S, Uext=10 V; at 

100 Hz, Ne0=500 s-1, γshigh=2×10-11 S, γslow=10-15 S, Uext=2.4 kV. The figure is 

reproduced from [6]. 

6 DISCUSSION 

6.1 COMBINATION OF DIFFERENT PHYSICAL 
PROCESSES 

For a complete procedure of PD simulation, several physical 

processes such as the supply of free electrons, discharge 

development and surface charge decay should be taken into 

account. The above four models involve the discharge 

development process, but not the others, which need the 

inclusion of these processes. Due to different points of view of 

the models, the consideration about the combined processes 

before and after the discharge development may differ from 



 

each other. Figure 9 shows the procedure of PD simulation, in 

which the combinations are indicated by the same color. 

Although the expression of Richardson-Schottky has been 

applied to capacitance models [37], it is far-fetched to consider 

free electron supply by volume generation and surface emission, 

because the both are derived based on the field theory, whereas 

the capacitance models are on the point of view of circuit.  

The process of surface charge decay can be roughly 

considered by capacitance models, e.g. an exponential function 

is introduced [54, 103], in which detailed decaying mechanism 

is not involved. It is difficult to bring the gas ion neutralization 

into conductance and electrostatic models, because both of 

them are not relevant to charge transport at all. As for charge 

decay along the insulator surface, different formulas have been 

employed, e.g. Equation (26) for the electrostatic analytical 

model [5] and Equation (57) for the conductance model [6]. 

s s
( ) 0    

 
(57) 

where φs indicates the electric potential on cavity surface. A 

more physical formula [104, 105] can be cooperated with 

electrostatic FEM, conductance and plasma models so that 

more accurate results may be obtained, as follows: 

s

s
( ) 0

t





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
t

E
 

(58) 

where Et is the vector of tangential electric field on the cavity 

surface.  

In the simulation procedure, the inception and extinction 

conditions of PD are necessary, but there are several exceptions. 

For capacitance and analytical electrostatic models, the 

apparent charge is directly calculated in terms of the extinction 

voltage or field, so the determination of discharge quenching is 

not necessary. In addition, since the plasma models are self-

consistent, the extinction condition is redundant. 

6.2 PARAMETER SETTING 

For a simulation model, almost all physical processes are 

quantitatively described by various equations and logical 

expressions. Apart from variables, a large number of 

parameters, e.g. the coefficients related to charge transport in 

fluid equations, need to be assigned to solve the equations. 

Values of the parameters may be from more physical 

calculation or measurement, however, which are sometimes 

obtained based on other types of discharge, so it should be 

cautious in employing them. For example, G Callender et al. 

argued that in Equation (1) the experimental data for the 

ionization parameters is actually determined from air 

breakdown between metallic electrodes, whereas the discharge 

region is frequently bounded by a solid dielectric material in PD 

systems [14]. 

 
Some parameters, previously mentioned as free parameters, 

are estimated by comparison of simulation with experiment. On 

one hand, many of them are only phenomenological and 

defined according to researchers’ own perspective, so it is 

possible that the definition deviate from physical essence. On 

the other hand, owing to the usage of multiple free parameters, 

similar results can be obtained by adjusting different parameters, 

which may lead to a misunderstanding about some physical 

phenomena. Therefore, the number of free parameters should 

be reduced, and it is best to avoid phenomenological parameters. 

6.3 STOCHASTIC NATURE 

PD phenomena are inherently complex stochastic processes 

that exhibit significant variations in discharge magnitude, 

discharge time and so on, which have been validated by 

experiments [40, 106]. Several factors may be attributed to 

cause the stochastic behaviors, such as the probabilistic nature 

of the processes that lead to discharge initiation, growth and 

surface charging dynamics [107]. Except few models based on 

stochastic process [108, 109], the discharge growth is usually 

considered to be deterministic in simulations, and the stochastic 

characteristics are controlled by the two other factors. 

In most cases, PD stochastic behavior is simulated by the 

randomness of free electron supply, as follows. Based on the 

free electron generation mechanism, the discharge probability 

Pd is calculated, as shown in Table 1. Then random numbers 

generated by computer will be compared with Pd until one of 

them exceeds it. Due to the introduction of random numbers, 

the waiting time for free electrons is stochastic, which will lead 

to the fluctuation of discharge magnitude and time. Since the 

waiting time is actually discharge time lag, a few researchers 

also employed it to achieve the stochastic behavior, for example 

[19]: 

cav inc

lag

d cav inc
ln(1 ) /

E E

P E E




 
 

  
  

 

(59) 

where δ is the rate parameter of exponential distribution. After 

the random number Pd is produced, the discharge time lag can 

be calculated. 

As the discharge channel is within 100 m, the effect of non-

uniform distribution of residual charges and the resultant 

electrical field have to be taken into consideration in a cavity 

larger than 100 m. Wu et al held that the fluctuation of PD 

parameters is determined by variation of discharge area of each 

PD [63]. This viewpoint is inspired by their observation that 

discharge magnitude has a considerable fluctuation, sometimes 

 
Figure 9. Procedure of PD simulation for various discharge development models. 



 

over 1000 times, which is associated with the charging area but 

is difficult to explain in terms of free electron supply. They 

developed a simulation model with the emphasis of discharge 

area expansion, and found that the surface charged region 

during a discharge influences the magnitude of subsequent one. 

It is sufficient to produce variations of discharge magnitude 

without the inclusion of any stochastic factors. 

Table 5. PD initiation locations in different simulation models. 
Models Ref. Initiation location 

Capacitance 
[13, 37, 39, 51, 

110] 
× 

Electrostatic analytical [5, 38] × 

Electrostatic FEM 

[8, 60] 

A

B

O

 

[65] O

 

[61] 

 

Conductance 

[6] O

 

[7] 

A

B  

Plasma [19] 

A

B  

It should be noticed that PDs always initiate from a point with 

the maximum electric field in their simulation. This assumption 

means the PD initiation location would alter during PD 

sequences, which has been verified by our experimental 

observation [87]. Moreover, in addition to the stochastic 

characteristics of free electron generation, the variation of PD 

location becomes more ambiguous, because PD occurrence 

may be at any point beyond the inception field where the 

condition about free electrons is simultaneously satisfied. It is a 

consequence of PD memory effects mentioned later, and in turn 

contributes to the stochastic behavior of PD. Anyway, since the 

statistical characteristics of PDs are important in PD diagnosis, 

it should be taken into account in simulations so as to pursue 

the stochastic nature of PDs. 

Table 5 summarizes how to set PD initiation location of 

various simulation models in literature. It is found that most 

researchers set the initiation location at one or two specific 

points. Exceptionally, Illias et al considered the variation of 

discharge initiation location in a rectangular cavity, the surface 

of which was equally divided into nine parts, and the discharge 

was modelled to occur within any of the regions [61]. For 

capacitance models, the cavity is always considered as a whole, 

so there is no ability to distinguish PD location, as well as the 

electrostatic analytical model. In terms of discharge area and 

free electron supply, PD initiation location can be altered for 

the rest of the models. 

Besides of the variation of discharge initiation location, the 

residual charges and active species in the void space may also 

contribute to stochastic behaviors of following PDs. Therefore, 

in order to provide a thorough understanding of the stochastic 

nature of PDs, a more sophisticated plasma model is required 

to consider the variation of PD initiation location and the 

physical processes relevant to PD activity. 

6.4 MEMORY EFFECTS 

The memory effects usually refer to influences of residual 

charges produced by previous discharge on subsequent one 

during a PD sequence. In detail, after previous PD takes place, 

the majority of generated charges will land on the cavity surface, 

and will experience decaying until the moment when 

subsequent PD occurs. The residual charges influence its 

characters, e.g. discharge magnitude, discharge phase and 

initiation location, by affecting electric field within the cavity 

and providing additional free electrons. The two effects are 

successfully considered in PD simulations, e.g. equations (10) 

and (28), so the influences on PD behavior can be quantitatively 

determined. 

 
Apart from the transient memory effects, permanent changes 

of discharge site caused by PD aging should also be taken into 

account, e.g. gas composition, physical and chemical 

modifications of cavity surface [111], which are named 

permanent memory effects. The variation of gas composition is 

mainly attributed to consumption of electronegative gas and 

production of other gas molecules within the cavity. C. Kim et 

al. studied the change of gas volume with a constant pressure 

during PD aging process, which is actually equivalent to the 

fluctuation of gas pressure with a constant volume [95], as 

shown in Figure 10. From stage 1 to 2, oxygen molecules are 

gradually consumed by the oxidation of polymer, leading to the 

reduction of gas volume. Then the gas volume recovers from 

stage 2 to 3 due to the production of CO2, which has been 

verified by gas chromatograph mass spectrometer (GC-MS) 

measurement [112]. Subsequently, the gas volume slowly 

decreases since the electronegative gases are consumed. Both 

the consumption of O2 and production of CO2 would affect the 

inception time of PD owing to the capture of free electrons by 

the electronegative gases, but they are rarely taken into account 

in simulations. 

 
Figure 10. Change of gas volume during the aging process of PD, which takes 

place in a cylindrical cavity, filled with air, surrounded by LDPE, with a 

diameter of 3 mm and height of 02 mm. The figure is reproduced from [95]. 



 

The cavity surface is modified by PD activity in two ways: 

chemical reactions and physical attack by bombardment of 

electrons/ions [1]. One of the modifications is the formation of 

liquid layer responsible for the increase of surface conductivity. 

Figure 11 shows the change of epoxy resin surface conductivity 

[113] and PE surface resistivity [114] with PD aging, which was 

measured Hudon et al and  Morshuis, respectively. It is found 

that the surface conductivity of epoxy resin increase by at least 

7 orders of magnitude during the first 3 hours of exposure, 

following which tends towards an asymptote in about 800 hours, 

while the surface resistivity of PE decreases by 6 orders and 

approximately reaches saturation state in less than 100 min. The 

increase of surface conductivity will enhance surface charge 

decay, leading to the change of PD behavior, e.g. the transition 

of streamer to Townsend mechanism [102]. Although γs is 

usually involved in simulation models, its significant change 

with PD aging measured by experiments has not attracted much 

attention. It frequently acts a free parameter, so resultant value 

may largely deviate from the experimental one. 

 
Other modifications include surface roughness increase and 

formation of solid by-products. The former is not only related 

to the latter but also charge carrier bombardment, while the 

latter results from complicated chemical reactions within the 

cavity [1, 112, 115]. The increase of surface roughness causes 

the enhancement of local electric filed, and hence may restrict 

PD occurrence to some locations, so it is necessary to consider 

the change in simulations to provide more sight into the aging 

mechanism. Because of the irregularity of surface morphology 

(as Figure 12), the introduction to simulation model becomes 

difficult, but it is possible for a FEM model. Both the physical 

and chemical modifications, such as surface conductivity and 

roughness increase, deposition of liquid and solid by-products, 

may lead to the change of emissive characteristics of charged 

surface. It is mainly characterized by parameters, such as Φ, τdt 

and so on. Because there is short of understanding about the 

relationship between the parameters and surface status, these 

parameters are set to be free at the same time in simulation 

models, possibly arriving at an incorrect conclusion. 

 

7 CONCLUSIONS AND SUGGESTIONS 
FOR FUTURE WORK 

With the development of thirty years, numerical modeling of 

cavity PD has been achieved significant progress. Several 

crucial physical processes to PD phenomena, including free 

electron supply, discharge development and surface charge 

decay, are frequently involved in a simulation model. Four 

models have been put forward to quantitatively describe the 

discharge development process, i.e. the capacitance, 

electrostatic, conductance and plasma models, which are based 

on the points of view of circuit and field, respectively. In terms 

of the combination of the physical processes and the usage of 

free parameter, experimental results under various test 

conditions can be reproduced from simulations. As a result, a 

better understanding of PD mechanism has been obtained, and 

the underlying factors which contribute to PD behavior have 

been identified under different test conditions. However, there 

are a number of topics that are still not well explored and need 

further development as follows: 

(1) More experimental studies about physical parameters 

relevant to cavity PD phenomenon are needed to reduce the 

number of free parameters and avoid incorrect usage of some 

assigned values which had been deduced from other discharge 

system. In addition, the understanding about free electron 

supply, inception and extinction fields need to be further 

confirmed. 

(2) Since it is non-accessible to the cavity, there was no 

experimental observation about surface charge decay. In recent 

years, the advent of measurement method based on Pockels 

effect provides a tool to study it experimentally, but relevant 

investigations are insufficient. It is urgent to clarify surface 

charge decaying mechanism in the cavity so that more precise 

PD simulation model can be constructed, especially for DC PD. 

(3) The plasma models are recommended to obtain more 

physical understanding of PD. Considering the permanent 

memory effect of PD, existent models should be developed to 

incorporate physical and chemical changes within the cavity. 

Further works on PD sequences are still expected to describe 

the statistical nature of PDs. 

(4) With the development of HVDC transmission technique, 

HVDC power equipment has been widely used. However, it is 

 
Figure 11. Surface conductivity of epoxy resin and surface resistivity of PE 

with an exposure to PD. The figure is reproduced from [113, 114]. 

 
Figure 12. Change of cavity surface pits’ maximum magnitude with PD aging. 

The figure is reproduced from [112]. 



 

very short of PD numerical modeling under DC voltage. Due to 

the differences of modeling method under AC and DC voltages, 

further studies are necessary. 
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