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ABSTRACT
Personal Audio systems can be used to provide information
and entertainment content in public spaces. Limitations in
array directivity mean that speech information intended for a
target region may remain intelligible elsewhere. This compro-
mises privacy for target listeners and could prove distracting
or annoying to passive listeners nearby. A system has previ-
ously been proposed whereby the intelligibility of this leaked
speech is reduced by radiating an artificial masking signal into
the dark zone; this masking signal has been optimised to min-
imise the potential for annoyance whilst achieving a prede-
fined level of intelligibility in each zone, but only free-field re-
sponses were considered. In practice, systems located in pub-
lic spaces will be adversely affected by noise and reverber-
ation. This detriment to system performance can be quanti-
fied using engineering measures such as acoustic contrast, al-
though the perceived performance as evaluated by users does
not necessarily correspond. The present paper explores the
effect of using analytical and measured transfer responses on
speech intelligibility and system optimisation using a practi-
cal example of a personal audio system in a room.

Index Terms— Personal Audio, Speech Intelligibility

1. INTRODUCTION

Many applications of zonal audio technology that have seen
commercial success were designed for use in public spaces,
such as museums, shops and exhibitions [1, 2]. The design
requirements for a personal audio system [3] installed in a
public space relate to the ability of the device to convey in-
formation to the target listener, whilst minimising the po-
tential for annoyance and distraction [4] of others sharing
the space. This information may be contained within pre-
recorded speech, such as the automated voice at a self-service
checkout, or the voice of a member of staff behind a security
screen at a bank, for instance. In the latter case, it is also de-
sirable for the information content delivered to the intended
listener to remain private. In this work and previous work
by the authors, this objective is formalised by maximising the
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difference in speech intelligibility between the sound fields
in the bright and dark zones, as evaluated by the Extended
Short Time Objective Intelligibility (ESTOI) metric [5]. This
speech intelligibility contrast is increased by using the array
to radiate a secondary masking signal into the dark zone of
the system [6]. The level and spectrum of this signal may be
adjusted based on psychoacoustic metrics to reduce the po-
tential for annoyance in the dark zone [7].

Implementations and analyses of sound zoning systems
have been conducted in anechoic environments e.g. [8, 9, 10],
with the inclusion of reflections from the head [11], indi-
vidual room reflections [12] and general reverberation e.g.
[3, 13, 14, 15]. Of these, the performance study carried out
in [13] is of particular relevance to this work as it considers
the leakage between programmes in adjacent bright zones in
terms of perceived distraction, as well as acoustic contrast.
Overall, correlation was found between the perceptual and
physical metrics, with higher levels of acoustic contrast re-
sulting in lower levels of distraction, though the strength of
this relation varied with different combinations of programme
material; interfering speech was found to be the most dis-
tracting. Olivieri et. al. [15] present results from informal
listening tests which suggest that zoning filters created us-
ing free-field responses, as opposed to measurements in ane-
choic or reverberant conditions, provide subjectively higher
audio quality. Although filters generated using the measured
responses produced greater directivity than when using a free-
field assumption, the perceived channel separation was simi-
lar.

The present paper investigates how the choice of trans-
fer responses used to generate the zoning filters affects the
speech intelligibility, for a system situated in a well-damped
room. The effect of regularisation on the speech intelligibility
is also explored in each case. Section 2 describes the system
under test, the results are presented in Section 3 and conclud-
ing remarks are made in Section 4.

2. SYSTEM DESIGN

The personal audio system used in this work comprises of a 27
channel linear loudspeaker array with alternate drivers offset
± 15.2 mm vertically from a horizontal centreline and spaced



horizontally at intervals of 35.1 mm; the array was previously
described in [16]. The array was positioned in an acoustically
treated room with dimensions 4.4 x 3.7 x 2.3 metres, and a
mid-frequency reverberation time of Tmf = 0.11s, defined
as the arithmetic average of 500 Hz, 1 kHz and 2 kHz octave
band reverberation times. Impulse responses were captured
from the loudspeaker array to a 20-channel array of micro-
phones spaced on a 72 mm grid using a ten-second logarith-
mic sine sweep (20Hz − 20kHz, fs = 48kHz) from each
driver in turn [17]. When used to produce transfer responses,
measured impulse responses were truncated after the rever-
beration time to reduce the effect of low level noise on the
zoning filters.

Fig. 1 shows the configuration of the loudspeaker and mi-
crophone array during one bright zone measurement. The mi-
crophones in the grid are arranged in two groups of ten which
both span the overall dimensions of the grid. This allows one
set of impulse responses to be used in the optimisation of the
zoning filters, whilst the other set can be used to evaluate the
performance of the system, thus avoiding bias in the predic-
tion of acoustic contrast and other metrics [13, 18]. Fig. 2
shows a plan view of the loudspeaker and microphone arrays.

Assuming linearity and time-invariance, playback through
the array is simulated by first convolving the programme
material with the zoning filters and then convolving these
filtered signals with the measured impulse responses, before
summing the contributions from each loudspeaker at each
microphone. For example, in the frequency domain, each
microphone signal yj in the bright zone can be represented
as

yj =

L∑
i=1

GBijqix, (1)

where x is the input signal, qi is the zoning filter applied to
the ith loudspeaker and GBij is the transfer response from
the ith loudspeaker to the jth microphone in the bright zone.

The programme signal is a 30 second sample of sentences
from the CSTR VCTK Corpus [19], spoken by a range of
male and female British English speakers and the masking
signal is speech shaped noise generated from the programme
sample, low-pass filtered at 3 kHz. This masker provides a
trade-off between effective masking of speech and low per-
ceived annoyance according to Zwicker and Fastl’s Psychoa-
coustic Annoyance metric [7, 20].

Fig. 3 shows an example of a measured impulse response
from the centre of the loudspeaker array to a microphone near
to the centre of the bright zone and the corresponding transfer
response magnitude. The corresponding simulated free-field
response is also shown, which decreases at high frequencies
as the ideal impulse lies between samples in the digital repre-
sentation.

Fig. 1. Foreground: 20-channel microphone array; Back-
ground: 27-channel loudspeaker array.
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Fig. 2. Plan view of bright and dark zones relative to loud-
speaker array. Microphone and loudspeaker array centres are
1.22 metres above floor level.
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Fig. 3. Upper panel: Example measured impulse response
from the centre loudspeaker to the centre of the bright zone.
Lower panel: Corresponding measured transfer response
magnitude (dashed line) with free-field transfer response for
comparison.



3. RESULTS

Results are reported for two different approaches to calculat-
ing the zoning filters. In the first case, the geometric positions
of the microphones and loudspeakers are used to simulate the
free-field transfer responses. A baffled piston approximation
is used for the loudspeakers, and microphones are assumed to
be compact omnidirectional receivers. In the second instance,
measured transfer responses are used to design the filters.

Acoustic contrast control is used to design the zoning fil-
ters, following the ‘indirect method’ from Section II.b. of [9].
According to this method, filters q are optimised by select-
ing the eigenvector corresponding to the largest eigenvalue
of [GH

DGD + βI]−1[GH
BGB ], where GB and GD are the

electroacoustical response matrices from the source array to
the microphones in the bright and dark zones respectively, β
is a regularisation parameter and {}H denotes the Hermitian
transpose. At each frequency β = β0κ, where κ is the condi-
tion number of [GH

DGD]. The proportionality constant β0 is
varied to provide a range of levels of regularisation.

In the acoustic contrast control filter design process, the
matrix GH

DGD must be inverted. The close proximity of the
loudspeakers and microphones within the source and receiver
arrays can cause GH

DGD to be ill conditioned. Regularisa-
tion reduces the condition number of this matrix to improve
numerical stability, but has additional audible effects, such as
flattening the frequency response in the bright zone and re-
ducing the achievable level of acoustic contrast.

In order to maintain consistency between bright zone sig-
nals under different regularisation conditions, a 1/3 octave
band equaliser is applied to the programme signal to equalise
the programme in the bright zone to approximate the trans-
fer response magnitude of a single loudspeaker (Fig. 3); the
use of a 1/3 octave band equaliser is a simplistic means to
avoid over-equalisation of narrow bands which may lead to
poor robustness. Further to this, the input signal level is set
such that the sound pressure level of the programme in the
bright zone is 60 dB SPL. The level of the masking signal
is adjusted iteratively to give an average ESTOI level of 0.05
averaged across microphones in the dark zone. Informal lis-
tening tests confirm that at this level of degradation, speech
may be considered essentially unintelligible.

3.1. Acoustic Contrast

Acoustic contrast is defined as the ratio of the mean squared
pressures in the bright and dark zones, and is calculated at
each frequency as

AC = 10log10

(
qHGH

BGBq

qHGH
DGDq

)
. (2)

Fig. 4 shows the variation in measured acoustic contrast
when free-field (upper panel) and measured (lower panel)
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Fig. 4. Acoustic contrast with an increasing β0 from 10−28 to
10−16 indicated by colour change from dark to light. Arrows
indicate increasing regularisation. Upper plot: Free-field fil-
ters; Lower plot: Measured filters.

transfer responses are used in the bright zone filter design
process for different levels of regularisation.

The lower panel in Fig. 4 shows the variation in acoustic
contrast with different levels of regularisation when the filters
are calculated using measured transfer responses. At regu-
larisation levels below β0 = 10−28, the transfer responses for
which the filters are optimised match the environment closely,
so a high level of acoustic contrast is achieved. Exact match-
ing is prevented through the use of separate optimisation and
evaluation microphones (Fig. 2). As regularisation increases,
a mismatch between the responses assumed in the filter cal-
culation and the actual response in the room is introduced, so
acoustic contrast decreases, particularly at frequencies below
2 kHz. Above β0 = 10−16, this regularisation term domi-
nates [GH

DGD], reducing the acoustic contrast control to the
simpler brightness control method [21], that is, maximising
the level in the bright zone alone. This is confirmed by noting
the similarity between the lightest lines in the upper and lower
panels of Fig. 4.

From the upper panel in Fig. 4, which shows the perfor-
mance achieved when using free-field responses to calculate
the filters, it can be seen that the maximum level of contrast is
lower than that achieved by the filters designed using the mea-
sured responses, regardless of the regularisation level. This
difference in the upper performance limit is because while
the free-field responses only contain the time of arrival of the
direct sound field the measured transfer responses contain in-
formation about the time of arrival of both direct sound and
early reflections in the impulse response, as shown in Fig. 3,
as well as a component due to diffuse reverberation.

The upper panel of Fig. 4 also shows that when β0 is
low, the acoustic contrast is low compared to the correspond-
ing results presented in the lower panel calculated using the
measured responses, particularly in low- to mid-frequencies.
This is due to the more significant mismatch between the free-
field responses used in the filter design process and the phys-
ical room responses. As the system is regularised, the ef-



fect is equivalent to adding a random component to the free-
field transfer responses [9, 14], which approximates the dif-
fuse reverberation component in the measured responses. The
acoustic contrast achieved by the filters designed using the
free-field responses is maximised when the level of regulari-
sation is sufficient to ensure robustness to the difference be-
tween the free-field and physical responses. Continuing to in-
crease regularisation beyond this point results in a transition
to brightness control, as in the case using measured filters.

3.2. Effect of Regularisation on Speech Intelligibility

It has been shown in the previous section that the system op-
timised using the measured responses is capable of achieving
a higher level of acoustic contrast than when the free-field
responses are used. However, of primary importance to the
design of personal audio systems for the reproduction of in-
formation content is the intelligibility of the speech in the
bright zone. Fig. 5 shows ESTOI, averaged across bright
zone evaluation microphones with different levels of regular-
isation used in the control process which creates the bright
zone. To maximise the bright zone intelligibility, the zonal
filters must effectively reduce the cross-talk between zones,
but must not introduce distortions to the temporal fine struc-
ture of the target speech signal. The regularisation level for
the zoning process which focusses the masker into the dark
zone is fixed at the level which gives maximum acoustic con-
trast with each type of transfer response, since preserving the
temporal structure of the masking noise is of no benefit.

Firstly, the performance of the system is considered while
operating in quiet, with no masking signal. These ideal con-
ditions give the upper limit for the bright zone intelligibility
when each type of response is used in the filter design process.
The black traces in Fig. 5 show that when using both free-
field responses (solid line) and measured responses (dashed
line), the general trend shows a gradual increase in ESTOI
with β0. With no additional noise in the environment to de-
grade intelligibility, the distortion to the speech signal must
be attributed to the filters themselves. As regularisation in-
creases, the level of this distortion decreases and ESTOI im-
proves, but the value attained with measured responses never
exceeds that when free-field responses are used. This is the
first indication that although higher levels of acoustic contrast
are predicted when using measured responses, the maximum
attainable intelligibility using this method is not necessarily
higher than when using free-field data in the design of the
zoning filters.

The grey traces in Fig. 5 show how ESTOI in the bright
zone depends on β0 when a masking signal is directed into
the dark zone, and adjusted to provide ESTOI = 0.05 in that
region. Leakage of the masker into the bright zone decreases
the intelligibility level compared to the case where no masker
is present. This difference is most significant for the filters
designed using free-field responses.
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Fig. 5. ESTOI of programme material in the bright zone with
and without masking, using filters constructed using free-field
and measured responses

The dashed traces in Fig. 5 represent the bright zone ES-
TOI with masking (grey) and without masking (black), using
the filters derived from the measured responses. At low reg-
ularisation, the intelligibility is similar to the case with no
masker. This further supports the indication that the audible
distortion caused by the filters themselves limits bright zone
intelligibility and outweighs the benefit of additional acoustic
contrast at these low levels of β0. As regularisation increases,
acoustic contrast decreases (as shown in Fig. 4) and conse-
quently the required masking signal level increases, resulting
in reduced intelligibility in the bright zone caused by leakage
of the masker from the dark zone into the bright zone.

The maximum values of the grey traces in Fig. 5 show
that slightly higher intelligibility is predicted when using free-
field responses in the filter design process, compared to mea-
surements. With free-field responses, ESTOI values greater
than 0.7 (the maximum value when measured responses are
used) can be achieved over a range of β0 that spans four orders
of magnitude, indicating relative insensitivity to the choice of
regularisation parameter.

4. CONCLUSIONS

Personal Audio systems designed for conveying speech in-
formation may be designed using analytical responses based
on the geometrical positions of the source array and listen-
ing zones, or measured transfer responses from the room in
which playback will occur. When evaluated in terms of the
maximum achievable acoustic contrast alone, filters derived
from measured data perform better due to the close match-
ing between the optimisation and the playback environments.
However, when the ESTOI algorithm is used to assess the in-
telligibility of speech in the bright zone, zoning filters based
on regularised free-field responses are preferred as they offer
similar levels of intelligibility alongside the obvious advan-
tages of simplicity in implementation, robustness to changes
in room reverberation and cost effectiveness in production
when compared to measured responses.
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