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We extend our recently developed QM/MM approach [J. Dziedzic et al.,
J. Chem. Phys 145, 124106 (2016)] to enable in situ optimization of the localized
orbitals. The quantum subsystem is described with ONETEP linear-scaling DFT, and
the classical subsystem — with the AMOEBA polarizable force field. The two sub-
systems interact via multipolar electrostatics, and are full)Zéxutually polarizable. A

total energy minimization scheme is employed for the en§ilto ian of the coupled

sis sets, the additional flexibility offered by in situ ized basis functions improves

QM /MM system. We demonstrate that, compared to% models using fixed ba-
imn

the accuracy of the QM/MM interface, but also

—
QM subsystem more prone to overpolarizationjand unphysical charge transfer due to

s new challenges, making the

increased charge penetration. We show hg\f;hes issties can be efficiently solved by
replacing the classical repulsive van deﬁ\az;li:t)rm for QM/MM interactions with
an interaction of the electronic densiy with a fixed, repulsive MM potential that
mimics Pauli repulsion, togetherawith*agnodest increase in the damping of QM /MM
polarization. We validate ou methm particular attention paid to the hydrogen
bond, in tests on water-io pair}éﬁvater dimer, first solvation shells of neutral and
charged species and o s&e Ivent interaction energies. As a proof of principle,
we determine suitable r\@'hfe potential parameters for water, K™ and Cl~. The
mechanisms we ed to counteract the unphysical overpolarization of the QM
subsystem ar ein{v\fbted to be adequate and our approach is robust. We find that
the inclusi &,pli}it polarization in the MM part of QM /MM improves agreement
with fullfh Wc lations. Our model permits the use of minimal size QM regions

and, na(ably, yields good energetics across the well-balanced QM /MM interface.
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Publishihg INTRODUCTION

Molecular dynamics (MD) is a well-established technique for simulating the structure and
properties of systems at the atomic scale, with over four decades of applications in biochem-
istry and materials science, among other fields. The aim of MD isfto predict macroscopic
behavior from microscopic interactions!, and the validity of results S’m%f depends on how
accurately these interactions are described by the molecular ni *@ics (MM) potential.

The continual increase of available computational power not _only extends the scope of
MD to larger systems and longer timescales, but also enakle refinement of MM models
describing inter- and intramolecular interactions. The last twoidecades have witnessed the

Qolarization effects, setting out

emergence of force fields that directly capture mamny-
to circumvent well-known deficiencies of pai WLd(Tl)ive, fixed point charge models®™.
Unable to directly account for polarization, fixed poi tgcharge force fields struggle to describe
e.g. the interactions of ions with W-electrorhxite Or polar solutes in low-dielectric media®,
and they are typically poorly transfera @ 10 Crvironments or phases different from those
%jn@r aces” .

The non-additive, many-body polarization interactions makes polarizable mod-

\{
els more involved and compu‘hs\ ly demanding. Consequently, a variety of competing
s

ists (se&'Refs. 7-9 for a review): Drude oscillators!®!! fluctuat-
%

that they were parametrized for, suc

treatments of polarizatio

12,13 ; 14-21
’

ing charges ipoles or even induced multipoles of higher order??. The

AMOEBA force yl 1518 whieh is of particular significance to this work, describes polariza-

tion interaction ped, induced, point dipoles, while for permanent electrostatics

g
it employs fixed mes up to a quadrupole in lieu of point charges.

Purely; las/sic odels, however sophisticated, cannot describe electronic properties, such

as band.gapsr salvent shifts, or processes that intrinsically depend on the electronic degrees

of freadom, éJJch as bond-breaking. To properly model electronic phenomena it becomes
n cggsar employ quantum-mechanical (QM) methods. In practical applications, density
funci n§l theory (DFT) is arguably the most commonly used approach?, owing to its

atively low computational cost. Even so, length scales (~10 — 100nm) and time scales
(~1 us) typically used in classical MD simulations remain beyond the scope of DFT today.

QM/MM combines the quantum and classical descriptions, exploiting the fact that the
properties of interest are often localized to a part of the system that can be described

quantum mechanically, such as a molecule, embedded in an environment that can be de-
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Publishizn‘gi bed more approximately with MM, e.g. a solvent. Since the seminal work of Warshel and
Levitt?*, a profusion of QM /MM approaches have been proposed, targeting different types
of systems, and varying in the level of sophistication (see e.g. Refs. 25-36). Even a brief
review of QM /MM methods is beyond the scope of this paper; however, we refer interested
readers to reviews of QM/MM methods and applications in enzy(d(ologyw, biochemistry>®

and materials science®. 3

Recent improvements in force fields promptly become inté%into QM /MM method-
for

ologies, and several approaches combining QM with polari aB'I) elds (dubbed QM /MM-

£QaC ?f'n"ploy induced dipoles®®?°

o 59 351 Drude oscillators®%6.  Typ-

ically, the full QM density is used for all elea@sta%c M/MM interactions®5%55 but

using auxiliary multipolar representations OfN‘QI; efficiency or convenience) has also
d

been proposed®%2. Several groups have dj% odels specifically focused on electronic

pol) have already been proposed. Many of those a

to model polarization, others use fluctuating charg

excitations, using polarizable embeddi side time-dependent density functional the-
ory (TDDFT)4%43,45,46,50,54,57,59,63 dyhamic mutual polarization poses an additional

\J<

We recently presented®® a T/MM approach (TINKTEP), which combines the DFT

challenge?®.

methodology of ONETEP®45%, an e polarizable force field AMOEBAS171866 a5 imple-
mented in TINKER'®. Ifathe TWKTEP approach the QM and MM subsystems are coupled
electrostatically, and undergounutual polarization. The electrostatic effect of the MM sub-

system is includﬁ%’k QICI Hamiltonian, polarizing the QM subsystem by deforming its
ensi

electronic ch Conversely, the electric field of the QM subsystem is included in the

direct fieldfthatsdrives the polarization of the MM subsystem. A total energy minimization

scheme is 161037(1 for the Hamiltonian of the coupled QM/MM system. A distinguishing

ﬂ
feature of our approach is the use of linear-scaling DFT%%7 to describe the QM subsystem
th'the aimof, ultimately, undertaking QM /MMpol calculations with QM regions spanning

th ‘an& of atoms.

\'I“Re main limitation of our first TINKTEP model, as presented in Ref. 51, was its use of
fixed localized orbitals, which represented a tradeoff between simplicity and energy accuracy.
In this work we describe an extension of TINKTEP to the case where the localized orbitals
are optimized in situ. The rationale for using optimized orbitals is the near-complete-basis-

set accuracy that they offer, even when a minimal basis is used. The resultant accuracy is

4
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PubliShi'lI[g] parable or superior to even very large bases with fixed orbitals®.

Incorporating in situ orbital optimization requires computing gradients of all energy
terms with respect to the expansion coefficients of the localized orbitals. We present the rele-
vant derivation and describe how the calculation can be implemented to run in linear-scaling

time. We subsequently focus on the difficulties that arise as a conse{/ ence of using optimized

orbitals — QM overpolarization and unphysical charge transfer 013 QM<to MM — and dis-
cuss workable solutions to these two problems, using SimpleKK
q

M systems to illustrate
our points. We finish by demonstrating the stability, robus d accuracy of our model

on a number of test cases. We arrive at a robust, wtu r?)ﬁarizable QM/MM model

with linear-scaling QM cost, which we show to be more aiscurate than a non-polarizable

QM/GAFF approach, not only in terms of redu 1n‘§; the electrostatic disruption to the QM

subsystem, but also in terms of improved energetics @ss the QM /MM interface.

This paper is organized as follows. B\#\Q e recount the original (fixed-orbital)
TINKTEP approach. In Sec. III we out e.th&neralization to in situ optimized orbitals,
and describe the additional steps th nesfo to be necessary for obtaining a well-behaved

method. The additional steps hest fustified using case studies, which, in the interest

of clarity of discussion, we re&f\;é\t he Appendix. Section IV is devoted to validation
y

and demonstration of the utilit the proposed approach on a number of carefully selected

systems. Conclusions @g remarks are found in Section V.
£

4
1. METH < \

A. Co Veryio and notation
ﬂ /
W
ﬁ

OHOWsthe sign convention where electrons are positively charged. Atomic units are
used throughout the text, unless indicated otherwise. Quantities typeset in bold denote
Cartesiafl column vectors (positions r, electric fields E, dipoles p, etc.) or Cartesian tensors

}aﬁ‘k 2 (e.g. T43). Matrices with dimensions other than 3 x 3 are typeset with blackboard

capitals (e.g. K). Indices A, B and C' always refer to atoms in the QM subsystem, and indices
L and M refer to atoms in the MM subsystem. Localized orbitals are indexed with Greek
symbols. By van der Waals interactions we will mean the sum of the repulsive and dispersive

terms, referring to the attractive term simply as “dispersion”.
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PublishiBg Initial (fixed-orbital) TINKTEP approach

We begin the exposition of the method by briefly recounting the general idea behind
TINKTEP — our first QM /MM approach proposed in Ref. 51. The system is separated into
a QM subsystem and an MM subsystem, with the assumption that £he separation does not
cut through covalent bonds. The total energy of the coupled syst4

Wen by
)

E=EWM p gMM 5QM/MM (1)

The QM region is described by the density matrix formul& in the pseudopotential

approximation: gks
g = | {_- 2
o f?
// SN& dr' + £ [5)
&

cribing, réspectively, the kinetic energy of valence electrons, the
;%

AZB

TRB — Ry

with the above terms d

Coulombic energy of trons in the (pseudo)potential v, (r) of the ionic cores, the
Hartree energy, the‘exchnge-eorrelation energy, the mutual Coulombic interaction of Nowm
cores having Chqf

g& and positions {R;}, and empirical dispersion-correction. Open
boundary co d@ns have been assumed. p(r,r’) is the density matrix, given by

Zsoa ) K0 (x), (3)

Wherk are non-orthogonal generalized Wannier functions (NGWFs)% which are

s@};ﬁ calized within atom-centered spherical regions. K = [K “5], termed the density
the matrix representation of the density matrix in the duals of the NGWF's. The

ectronlc (pseudo)density n (r) is given by

n(r)=p(r,r), (4)

where we assumed a closed-shell system in the interest of brevity. The last term, 5331/)1,

is an empirical dispersion-correction term, which accounts for the well-known deficiency of

6
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Publishiggfgl >ralized gradient approximation (GGA) DFT in describing dispersion interactions™. The
exact expression depends on the model used, but the general form is that of a double sum
of pairwise terms. This work uses the Elstner” formulation, with parameters determined
by Hill et al.™.

The MM subsystem is described by the AMOEBA!® polariz%e force-field, as imple-

mented in the TINKER!® code, with the following general energ @ggres iQn.:

EMM _ gMM 4 gMM 4 MM 4 g‘y%f,\ (5)

with the four energy components accounting for: per 1an electrostatic interactions, po-

larization, short-range valence interactions, and van der Wa#ls interactions, respectively.

gMM

perm tons between atoms in the MM

is a sum of purely Coulombic multipol r intera

subsystem, with scaling factors!” used to atteﬁhﬁ@minate interactions between first-,
d

second-, third- and fourth-nearest neigh% ermined by bond connectivity). The
full expression is given in Ref. 18, e Ja\l . The 53@?11 term is fully local to the

MM subsystem, that is to say it is 15%118\1% to the presence of the coupling with a QM

=

subsystem.
Srl}g\/[ is the polarization en r%ﬁ M subsystem, given by (cf. Ref. 51, eq. Al):
VM NvMm Nym

> wiToupy — > Elp,
M L

kol
3
N

L

Nvm

y / /:—g;um, (6)

where E, is cf%ﬁ%\lectric field at site L, p; is the dipole induced at site L in response

to the total electric field, and Trjy, is a 3 X 3 coupling tensor between sites L and M:
£

~ ~Ti. L#M
3 Ty = :
i o', L=M

MY

\TIE w1 ) is the Thole-damped, Cartesian dipole-dipole interaction tensor between induced
C

(7)

olés at sites L and M (cf. Ref. 51, eq. 28). Thole damping™ ™ is a modification to
oulombic electrostatics that helps prevent mutual positive feedback loops involving induced
point dipoles, known as a polarization catastrophe.
In a purely MM calculation, the direct electric field E; is simply the electric field due
to the permanent multipoles of MM sites. In a mutually polarizable QM /MM calculation,

7
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Publishi‘ri‘g direct electric field includes an additional contribution arising from the multipoles rep-
resenting the QM subsystem. We give the full expression in Ref. 51, eqs. 26-31, where we
also explain in detail how a classical multipolar representation of a distributed QM density
is obtained (Section II.D therein). We stress that the non-additive nature of polarization
means that the polarization of MM cannot be separated into addit"y(e terms due to QM and
MM, and so the entire polarization of the MM subsystem is incl %in MM wwhich explains

the absence of an &€ QM/MM

pol term.

EMM denotes all short-range valence interactions local t Mm system. The detailed
expressions for these terms can be found in Ref. 18 eQ&‘-&nd we shall refrain from
recounting them here. B 3

EMM accounts for van der Waals (dispersioyfrepulsi interactions local to the MM
subsystem. AMOEBA uses the Halgren formik tionﬁ}? the buffered 14-7 potential:
1 1+~
(c/'MM Rz = &jj —2 s 8
VdW( J) J( 5 pzj + ) ( )
2

ij
where p;; = R;;/R%, 6 = 0.07, v ‘I\Ke parameters of the potential are R? and e.
Mixing rules for obtaining pairwise Vijshf the parameters and a description of nuances
surrounding hydrogen atoms :éxt ) factors”) can be found in Ref. 18, egs. 7-8.
The final term in (1), EM/ M%Lmts for all interactions between the two subsystems,
except for mutual pola 'zamh)dAs pointed out earlier, QM contributions to MM polariza-
detl in )M, because they are not separable from intra-MM

£
polarization. Tl?/e of MM polarizing QM is automatically included in EM I (r)] by

the deformati qjof electronic density n (r) in response to the electric field of the MM
subsystem K

The C%}; escribed by
EQAM/MM _ cQM/MM + SQM/MM (9)

-
S perm vdW )
-

tion have already bgén in

ere tle first term accounts for the electrostatic coupling between QM and permanent
M tipoles, and the second term accounts for dispersion-repulsion interactions between
ad MM. In our model the electrostatic coupling involves the full QM charge density
interacting with the Coulombic (not damped) potential of the permanent MM charges,

dipoles and quadrupoles:

EQIMM _ / oMM (1) n@ (1) dr, (10)

perm

8
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Publishingcre

NQM

n™M (r) :n(r)—l-ZcS(r—RA)ZA, (11)
A

and the expression for v}™ (r) can be found elsewhere (Ref. 51, egs. 37-38).

For the QM /MM van der Waals interaction, 8%\\;[\,/MM, our origimal model uses the same

classical, pairwise model that is used for MM/MM (cf. (8)), em repulsive wall is
softened slightly by using § = 0.21 (cf. Ref. 51, Section III.B.SQ%:&S the advantage of
being straightforward, but has two disadvantages. First, it Nh sing vdW parameter
values for atoms in the QM subsystem. Second, and mo eﬁ'rpeﬁamtly, this classical form

—
is insensitive to the electronic density of the QM sustste d as such its contributions
to electronic density gradients vanish. This meq;it ils to provide the Pauli repulsion

-
address this issue in the revised model preséuted insthis paper.

that would otherwise prevent electrons from Q%ic@y collapsing onto MM atoms. We

o
The main limitation of the oriw el described briefly above, and in detail in Ref. 51,

was that the localized orbitals"{yafawere kept fixed and only the density kernel K*? was

optimized. Allowing {@.44a be optimized in situ constitutes the main improvement in our
revised model. &

(s
A. In situ tmied GWFs

Opti

i in§ the, NGWF's necessitates deriving and implementing functional derivatives

of enepgy, terns Afith respect to the NGWFs. Out of all the energy terms that make up

the total ené’gy (1) the following terms are specific to our QM /MM model and have no
chunterparts in standard ONETEP: Extl, EXs Epis E%WMM, &1;%1\/11\/1’ and EY. The
first“lirée of these are local to the MM subsystem and do not depend on the electronic
Qr% of freedom, their derivatives with respect to the NGWF's thus vanish. S%R\;[‘/MM is, so
far," described by an electron-independent classical pairwise sum, so its derivative similarly

vanishes. We postpone the generalization of this term to an electron-dependent form until

5QM/MM and EMM

perm ol » which we will consider now

later in the text. The remaining terms are

in sequence.
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Publishingc M is given by (cf. (10)-(11)):

SI%IEAH{MM /UE)AM (r)n(r)dr (12)
+ /vg/m (r) Midé (r—Ra) ZAdr/
A

The potential of permanent MM multipoles v}"™ does not de na}%electronic degrees
of freedom, so the second term above does not contribute to‘*& ivative. The first term
represents an interaction of an electronic density with a ea)yote ial, and so has the same
form as the second term in (2). Thus it can be accoungéd«for uging usual ONETEP algorithms
by simply adding v)™ (r) to v (r). 3

The term due to E) is more complicated, s@i involves differentiating the transfor-
mation from the QM density to the set of multipolestzépresenting the QM subsystem that
We refer the reader to Ref. 51, Section [.D.2

take part in QM /MM polarization interactigns:

for a detailed exposition of this transf recounting here only the basics needed in

the derivation.

All pairs (products) of overlap&g;\‘WFs o and g are expanded in terms of truncated

spherical waves f; (r) centere
by

: aﬁ
7% (ZMX;D r) K (x) | £2) VA

\ - Y (o 0500110 Ve
€A BEB
Q =Y > K, (13)

GWFs, with the coefficients of the expansion given

a€A BeB

where'\s and index the spherical waves originating on both atoms (of which there are Nt in
t%z;/ 7 15 an element of the inverse electrostatic overlap matrix between spherical waves
ori tiﬁg on atoms A and B, and the notation o € A used in the summations is taken to
wan\*‘all NGWFs a belonging to atom A”.

n alternative way to index the spherical waves, and in turn the coefficients C* 5, and
Copr 18 via their angular, magnetic and radial numbers: [, m, and ¢ and a selector for the
site on which the spherical wave originates (1 for the first atom from the subscript or 2 for

the second atom). This indexing scheme is useful when using the expansion to calculate the

10
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Publishisigherical multipole moments {M;,,(A)} that constitute the classical representation of the

density:
Mip(A Z > Cht i, (14)
Santo
where C'" B ¢! correspond to C* 5 originating only on atom A, and S a radial, analytical

integral given in Ref. 51, eq. 21. The notation 4 AB;AO is take H-))me “atoms B whose
NGWFs overlap with those of atom A”.

The interaction energy between all multipoles represe 1: Q density and the in-
duced MM dipoles is given by ~ ""'*--
where P is the polarization matrix, with matrlx leménts o € A, § € B given by:
Inig,l  Im Ll:n.q,Q im 65130
Pop = -3 Z quz (Cw\’A ap WB ) = PKba’ (16)
lq m

where w3 captures the electrostatig effectaof the entire system of MM induced dipoles on

the QM site at R4: w?% is the Thole- }3&1 electrostatic potential of MM induced dipoles

17

interacting with the charge a R wh’ wh'} is their Thole-damped electric field

interacting with the dipole at {w AW, 21 is their Thole-damped electric field
derivative (in spherical e ntation) 1nteract1ng with the quadrupole at R 4.
Taking the functi al ivafive of (15), we obtain (cf. Ref. 76, eq. 7.25):
0E s 5 Pa SKP
;p l - 6 Kﬂa +2 Paﬁ: (17>

o3 (r)
where the Ei t) convention has been used for repeated Greek indices.

The

h-valishing derivative (;Zi ® appearing in the second term results from the use of
Y

a so-galled puw ﬁng transformation in ONETEP. It has already been derived (cf. Ref. 76,
L 29Qr éef. 77, eq. 4.4.6) and implemented in ONETEP and as such can be omitted

m further discussion. Instead, we focus on the more interesting first term, involving the

5Pugs .
T;H? From (16) we obtain
o o2 ( )

5PO£ m m m m
o= Z Zqzw (chtalyy + el uly) (18)

where we have used the fact that .Jj, is independent of the NGWFs. The quantities w® and

wi involve induced MM dipoles and, as these induce in response to a combined QM+MM

11
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Publishi«pig( tric field, they depend on the NGWFs. However, a zero residual condition at induced

dipole self-consistency:
deMM

V=L —0 19
i (19)
obviates the need to calculate &iff—(Lr) (compare Ref. 51, eq. 33), allo@ing us to only consider
the dependence of cggq’l and cla"ﬂlq’2 on the NGWF's, and so \
Imgq,1 Imgq,
(Spaﬁ 1 Cap I
= —= Jy —— w4y Wt . (20)
IR PR e 7 R
—~—
—

.. . . . dc
The remaining functional derivative Tor) Can be alculaSed as follows:
vy

-

sclmat e ) \Y
QIB * tylm‘Ll
— o r r V
S¢r (1) Z&Oi“y (\ (s (v) [ fi) Vs

= 620 (r) D vt (1) yhlmal (21)

where v; (r) is the potential of a s ical, wave (for which an analytical expression is avail-

Clm,q,2
able). % is calculated ana \slgk
By combining (17), nd (21), and expressing the sums in the first term explicitly,

we obtain @%
&G

€3

resence/of both wl and w'f® in (22) indicates that the gradient with respect to a particular
‘%W‘F ~v € C' depends not only on the electrostatic effect of MM’s induced dipoles at R,
but'also at all centres of overlapping NGWFs R 4. This is a consequence of the two-center

spherical wave expansion scheme used in ONETEP.
To maintain linear scaling, an implementation must be able to evaluate (22) in O (1)

time, since this calculation must be repeated for all NGWFs ~, and the number of NGWFs

12
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Publishi:’mg: roportional to Ngy. Our implementation in ONETEP does this by re-ordering (22) as

55MM Naowm 5K506
pol (oY
——— ==Y Uyc(r K%, (r) + 2 P,s, 23)
St = 22U () 3 K ) 2 (
Sac#0

where /
Usc(t) =Y Jig Y {wﬁ“ i vy (r) Vi qj\
lq m t

+wly %ﬁ:\ (24)
31’1

Ut
-

lizati heres of A and C' (cf. (22)).

only needs to be evaluated in the intersection of the lo
The cost of evaluating Uac for a single pair of atoins A- ystem-size independent (O(1)),
and only depends on the quality of the SW basisset. Ii(?_—Dany particular atom C, the number
of atoms A whose localization spheres overlap with\it plateaus at a constant that depends
on the density of the system, even if the s%ze Nqu is increased to arbitrarily large
values. This is made explicit by thetA-C overlap condition in the first summation of (22).
That means that each evaluatiO\of 2) Tras O(1) cost and, with O(N) such operations,

the approach is linear-scaling,

X

B. Increased polari aﬁbrsdamping

Polarizable force*field’ models that rely on the induced point dipole approximation have
to contend Wit\’/ t is“known as a polarization catastrophe. This well-known™ artifact
consists in a; ur@unde mutual polarization of two nearby sites through positive feedback,
and refle

s
catastrophe typically mitigated by replacing Coulombic interactions involving induced

t/he eakdown of the point-dipole model at short range. The polarization
dipol withSnteractions that are suitably attenuated at short range using schemes such as

01-5 damping™ ™. This is the case in AMOEBA'® and in our model®'. The intensity of the
da depends on the polarizabilities of the two atoms — i.e. interactions involving atoms
}t%larize more readily are more aggressively damped. Beyond several A the difference
between the Thole-damped and Coulombic quantities (potential, electric field, electric field
derivative) becomes negligible and the correct long-range behavior is recovered.

The rationale for using optimized NGWFs in our model, and in ONETEP in general, is

the near-complete-basis-set accuracy that they offer, comparable or superior to even very

13
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Publishih\gge bases with fixed orbitals®. However, this additional flexibility results in the basis
becoming more diffuse, which is problematic in the context of distributed multipole analysis
(DMA™8%) that we employ to obtain the multipole representation QM* (cf. (13)-(16)). More
diffuse bases are known®"®? to engender instabilities in the DMA procedure, and lead to
increased charge penetration errors (CPE) due to discrepancies%tween the potential of

the original density and that of the multipolar expansion, alt h improved approaches
8283 j

have recently been propose . Indeed, our initial tests reve that once the NGWF's
are no longer fixed and are allowed to change shape during \eSQ? rocess, our QM /MM

model becomes prone to a QM/MM analog of polarization catastrophe, whereby the QM

subsystem becomes excessively polarized by a nearby\MM sige nd vice versa. The problem

is particularly severe for MM sites carrying a chérge (io as they provide a larger initial

polarization of QM. We devote a section in th&gp;@ (Sec. A) to an elucidation of this

mode of failure using a HyO:Cl™ system as an,exaniple. In the same section we show that a
simple increase in the damping of QM/, M\Nar tion interactions is sufficient to prevent

. . \
the QM /MM polarization catastrophe.

.
C. Repulsive MM pote iz&

Like most QM/MM
of QM/MM dispersion-r
tion has the disa tage % eing insensitive to the electronic degrees of freedom in the
QM subsystem,z is tosgay the QM /MM vdW energy only depends on the positions and
species of t a@:s.\l‘he most striking manifestation of this deficiency is that electrons
in the Q su/bs em do not experience any Pauli repulsion from MM sites. This can be

especially p leflatic when the MM site is a cation, whose electrostatic potential attracts

odels, our itial model used a classical, atom-pairwise description
Ision (vdW) interactions (cf. (8)). This strictly classical descrip-

the QM elecSrons. With no Pauli repulsion to balance this attraction, unphysical charge

t I;;fer rom QM to MM takes place.

mber of approaches have been proposed to circumvent the problem (see e.g.387) but
? in“the context of linear-scaling QM methods, where it becomes particularly problematic.
This is because the spilled electrons accumulate near the peripheries of the localization
regions, disrupting SCF convergence, which assumes localized orbitals to be well-decayed at
the truncation point.

We refer the reader to the Appendix (Sec. B) for a case study of this undesired effect on
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Publishingl,O:K" system, where we also demonstrate the feasibility and accuracy of an improved
model which eliminates this issue. The improvement consists in replacing the repulsive
term of Halgren’s vdW potential with a density overlap model®® that is sensitive to the QM
electronic degrees of freedom, accounting for QM /MM Pauli repulsion. We retain Halgren’s
classical description for QM /MM dispersion interactions. /

In an overlap model the Pauli repulsion energy is assume smportional to the

overlap between densities, i.e.

N
ELNMM /n (r) Z rpny™ (er, (25)
L -

where n (r) is the QM electronic density, nY™ (r) is z&odebdensity centered on MM atom
L, and K, is a proportionality constant with a s@bl@&nﬂ:.

A reasonable model density is that of a 1s Slater-type function:

MM
np - (r) =4t (26)
\
Instead of working with model d E#.'bes can think of MM atoms as equipped with a
o~

model repulsive electrostatic pot"&l, ading to an equivalent energy expression:

Nuwm
51811;4/ < (r oYM (r — R ) dr (27)

)
L
together with an equiva %l repulsive potential
£
L

3
Mrep (I‘) _ KLGr e~ LT — ﬂe—ZCLr’ (28)

/\’ T T
characterized! by two parameters — a magnitude A and an inverse-width (, both of which

depend o th; cliemical species of MM atom L.
Thefornivef (#7) is that of a static external potential acting on the electronic density,

which\meansgMMrer (r) = ST MWD (R ) can simply be added to v, (r) in (2), and
ﬁ
no new energy gradient expressions need to be derived for this term. Unless stated otherwise,

11 results presented in this paper have been obtained with the model that includes the MM
ulstve potential (and excludes the repulsive contribution from the Halgren QM /MM vdW
expression).
As regards computational efficiency, we point out that the integral in (27) only needs to
be computed over the union of localization spheres of the QM subsystem (since n (r) vanishes

elsewhere). Furthermore, and more importantly, since v?Mrep (r) decays exponentially, only

15
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Publishittgse regions of the QM subsystem that are within a short cutoff radius (say, 5 A) from any
MM atom need to be considered. Generating v}~ (r) in a sphere around Ry, with the
sphere radius system-size independent, is an O(1) operation for a single MM atom L. The
number of MM atoms within a cutoff radius from the QM subsystem will be proportional

to the surface area of the QM subsystem, and so to Néﬁ The tot(ff cost of evaluating (27)

thus scales O(Néﬁ)

Naturally, physically reasonable values for Ay and (;, needgo ?etermined for all species
of interest appearing in the MM subsystem. As a proof %ﬁ(ﬁ n Sec. IVA we show
how suitable values can be found for C1-, K* and HQO‘._\ -~

)

-

IV. RESULTS

.)

-
In this section we demonstrate the accuracy and viability of the proposed approach on

a number of systems. In all QM calculationsaye used the PBE®® exchange-correlation func-

tional, with an empirical dispersion orrecmhe Elstner™ formulation, with parameters

determined by Hill et al.”’. The NG \R)ee.lization radius was set to 3.7 A.

A. Interaction energy m&%

We begin by examini %nteraction energy curves of three simple systems: HoO:K™,

5,52
)

£

@@& model, and using energy decomposition analysis (EDA) to com-
pare AMOE A%ainst high-quality DFT functional wB97X-V®. For each of the systems

we compafe t‘l}le dictions of the QM /MM model that is the focus of this paper, and those
of A
described ab@ve). All QM calculations used a kinetic energy cutoff of 1290 eV.
%isr orming a parameter scan in the space of {A,(} we established MM repulsive
otenti

al parameters for K* that, for this system, are optimal in the sense of minimizing

H;0O:Cl™ and a y difner., The latter two systems were studied in our earlier works

using a differen

L agdinst reference results obtained from fully QM calculations (i.e. PBE-D as

16 mean squared difference between the interaction energy curves from QM/MM and fully
QM calculations. The values we obtained are Ay+ = 230Ha/e and (x+ = 1.3794a;". The
interaction energy curves are compared in Fig. 1. AMOEBA (green curve) is seen to model
this interaction faithfully, with the position of the minimum accurate to 0.007 A and only

very slight underbinding (less than 1kcal/mol). This degree of agreement is expected, since

16
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‘ QM (reférence)

MM (AMOEBA) ——
QM/MM with AMOEBA (QM H,0, MM K*)
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=
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I
[EN
(<2}

Energy (kcal/mol)

-18 |

2‘.4 2‘.6 2‘.8 é 3‘.2
0- K" distance (&)
Figure 1. Interaction energy for a HyO:K™ system as a functi )f-{b& ~K* distance. QM /MM

—
results (blue) are compared against full QM (black). PQMSM Its obtained with AMOEBA

are shown in green. =

the charge density of KT is tightly localized and tlug M—approximated by a point multipole
model, with very little charge penetrationx\ e QM H,O/MM KT description is in

even better agreement with full QM &Qjﬁon of the minimum is accurate to 0.002 A
and the energy is no further than OS‘Q/ mo from the fully QM result for all interatomic

separations. \
We now turn our attenti(\e 20:Cl1™ system, which we expect to be more dif-

oint dipole. model due to the larger electronic delocalization of

Cl~, which increa@ penetration error. By following the same protocol as for

the HyO: K™ systenfy wef ished optimal parameters for the repulsive MM potential for

Cl™: Ag- =25 ea {le = 1.140 ay ', which, compared to KT, represent a marginally
stronger andgomewhatiess localized potential, consistent with expectations.

The i eii“%c\energy curves are compared in Fig. 2. Compared to our QM reference,

A /‘eery‘co underbind at all interatomic separations, particularly at short distances,

AMOEBA
where\the m&gmtude of the error increases from =~ 1kcal/mol to over 5kcal/mol. A large

fifaction s error can be attributed to the neglect of charge transfer. In our reference fully

Q lculations as much as 0.22 e is transferred from the C1™ ion to the water molecule at the
wr’c%st studied separation (2.8 A), corresponding to a stabilizing effect of ~ —5kcal/mol.
As'the separation is increased, this charge transfer becomes less pronounced — at 4 A only
0.05 e is transferred and the corresponding change in energy is only about —0.2 kcal/mol.
However, we must acknowledge the fact that the QM reference curve against which

AMOEBA is benchmarked is too a result of a physical model. DFT calculations involve
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Figure 2. Interaction energy for a HoO-Cl™ system as a func )f-t.th -C1™ distance. QM/MM
results (blue) are compared against full QM (black). Pwe Its obtained with AMOEBA

are shown in green.

a number of approximations, chief among which e‘l‘he use of an approximate exchange-
correlation functional, the pseudopotentia Q\pwé

in linear-scaling DFT — the use of finit waditfor the localized orbitals. Different choices

iflnation, the use of a finite basis, and —

for these parameters will lead to slig W% ticeably, different interaction energy curves,
particularly since the water molegilg is\well-known to be difficult to describe with GGA
DFT (see e.g. Refs. 90-92). \tance, when instead of PBE, wB97X-V® is used for
the same system (as reperted by seme of us in Ref. 5, cf. Fig. 3 therein), the reference
1 kcal/mol in the long range (practically matching AMOEBA),
and by as much 342 kca mol at 2.8 A, reducing AMOEBA’s perceived underbinding

curve shifts upwards by

at the shortest ratio tudled here to 2kcal/mol. We thus caution against treating all

differences b W%U and QM reported here strictly as deficiencies of the MM model.

Natur Cha e penetration error is also expected to be more significant for C1~ than for
dées not explicitly model charge transfer or account for charge penetration

st re rt to approximating these effects through polarization and vdW interactions.

ore sever underbmdlng at short distances leads to a shift in the position of the minimum,
cdmpared to our QM reference, AMOEBA overestimates by 0.08 A (or 0.05 A against

QM reference of Ref. 5). Our QM /MM model achieves better agreement with fully QM
results, underbinding by less than 2 kcal/mol, with the magnitude of the error being almost
independent of the distance between Cl~ and the water molecule. Thus, the predicted
interaction energy curve is very similar in shape to the reference one, only shifted by a

constant, and the position of the minimum is predicted very accurately (to 0.002 A), showing

18
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Publishi‘ri‘g QM/MM interface to be well-balanced in this scenario.

We now turn our attention to the HoO dimer. In earlier work® on the same system
we showed that charge penetration is significant at the equilibrium distance and below it,
making this system challenging for AMOEBA, which has to compensate for CPE by ar-
tificially softening the repulsive vdW wall, relying on cancellatioz/ of errors to model the
hydrogen bond. Thus (cf. Fig. 3), the agreement between AM an a fully QM calcu-
lation worsens at short separations, where AMOEBA underhindsdjy as much as 4 kcal/mol
(2.9kcal/mol against the QM reference of Ref. 5), but is gt h}s\rkably good at the equi-

librium distance and beyond, where AMOEBA under_l_)in by only ~ 0.5 kcal/mol. The

r.am.s. error across the entire curve is 1.1kcal/mol. {'he pSsit on of the minimum is also

predicted accurately (to 0.004 A). C

6
Q reference
M (AMOEBA)
4 | QM/MM with A dono M acceptor)
QM/MM W|th AMO tor, MM donor) — — -

Energy (kcal/mol)

24 2.6 2.8 3 3.2 3.4 3.6 3.8 4
O- -0 distance (A)

Figure 3. Interaction‘enerdy for'a water dimer as a function of the O--O distance. QM /MM results
(blue) are compaz1
in green. 5

Determining siiitable parameters for our model’s repulsive MM potential for O and H

ull QM (black). Pure MM results obtained with AMOEBA are shown

atoms\is moﬂjz challenging than in the previous two cases. First, there are four parameters

neously optimized (Ay, (y, Ao, (o), making the parameter scan more involved.

t&i;;

Sec n& our model is to be well-transferable, it must accurately describe both the situation
e@*the hydrogen bond donor is described by QM (and the acceptor by MM), and the

sititation where QM is used to describe the hydrogen bond acceptor (and MM — the donor).

After a thorough parameter scan we determined the following suitable values for the
parameters of the MM repulsive potential: Ay = 35Ha/e, (g = 2.40a,", Ao = 550 Ha/e,
Co = 1.58ay*. With these values the interaction energy curves predicted by our QM/MM
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Publishimg el (Fig. 3, blue curves) are in very good agreement with fully QM results. When QM is
used to model the hydrogen bond donor (solid blue curve), the r.m.s. error in energy across
the entire curve is 0.7 keal /mol and the position of the minimum is accurate to 0.002 A. When
QM is used to model the hydrogen bond acceptor (dashed blue curve), the r.m.s. error in
energy is only 0.4 kcal/mol, but the position of the minimum is pre?(cted less accurately and

is underestimated by 0.026 A. Crucially, in both cases the intefagtion“energy curve stays

within 1kcal/mol from the reference curve obtained with full calculations, even at

separations below the equilibrium distance. This indica sﬁla he QM/MM interface in

onds.

our model is well-balanced even in the presence of hydro
—

The above examination of the performance of our QM / MNS model for three representative
systems (MM cation, MM anion, MM neutral mglecule with a hydrogen bond spanning the
QM/MM interface) can be considered a proo concept. We showed that our QM/MM
model is stable for all studied intermolecl&lhtions, even well below the equilibrium

distance, and that it gives reasonable pr din:tjo\‘for interaction energy profiles, which we find
remarkable given that in the studie g}sSt s the crucial interactions crossed the QM /MM

boundary. \
In all examples so far we us&\ molecule for the QM subsystem and so the question

of whether our QM /MM model is“cansferable, particularly concerning the parametrization
of the MM repulsive te% remains open. In the text that follows we will examine
the model’s perfor Ancy fora number of different molecules, both neutral and charged,

demonstrating t?ét it Tsdndéed transferable as its predictions remain accurate.

The need oﬂfter e suitable parameters for the repulsive MM potential of all MM

species of iiterest_can be seen as a weakness of our model. Intuitively, one would hope that

IS A/ and (y, could be derived from corresponding classical vdW parameters ¢,

—e. g) we expected Ay ~ e, and (7, ~ 1/R%. However, we found this not to be the
ance, for the parameters we determined Ag ~ 15.7, whereas EH ~ 8.1, that is,

ou 10d§l uses a substantially weaker potential on H. Similarly, we have EH ~ 1.52, whereas
1

Z*ﬁz 1.28, meaning the potential on H used in our model is also slightly tighter.
ne reason is that while v) """ (r) (cf. (28)) is linear in Ay, just like EMM (R;;) (cf. (8))

is linear in e, the energy expression (27) for Exy' /MM ig not linear in Ay. This is because

n (r) implicitly depends on Ay, that is to say, the electronic density responds to the MM

£QM/MM

repulsive potential by deforming accordingly. Thus, not only is &ep not linear in Ay,
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Publishingt also other energy terms are indirectly influenced by the repulsive MM potential through
the change in n(r). Another reason is that the vdW parameters adopted in AMOEBA
have been fitted to partially compensate for the deficiencies in the classical treatment of
electrostatics, some of which are no longer present in our QM/MM formulation. Finally,

AMOEBA employs additional “tweaks” in its vdW formulation, % instance the repulsive

sites of H atoms are slightly offset from the actual atomic sites ductign factor”).

While we plan to investigate routes for automatically obtainingeA; and (;, in future work,

in this paper we will focus on MM water, for which w Bl\al ed good parameters

already. In this way we can apply our model to a large ¢ of“systems that is of practical
-

interest — QM solutes embedded in MM water. Weldefer aj)p ications with different MM

species to a later time. ( -

L -
B. Interaction energies of solutes W shells of increasing size

\
Table I. Comparison of interaction en NCC cy offered by fixed point charge (GAFF) and
.
multipolar polarizable (AMOEBA) ds in MM calculations and QM /MM calculations, and

by electrostatic embedding Q\ values shown are errors (kcal/mol) with respect to
DFT (PBE-D) reference calculations;saveraged over systems with 200+ H2O molecules. RMSE:

root mean square errorz E: meéan signed error.

- -
molecule W MM QM+EE QM/MM QM /MM
‘&(AFF AMOEBA (point-charge) GAFF AMOEBA (this work)
(-)-menthol ‘_\\ 11.1 2.7 17.1 5.0 1.9
diphenylhydrami 15.3 1.5 36.4 10.8 —-3.4
2-Cl-4-OH-3,5:im: oxy BALD 1.0 22.2 4.9 —-1.4
NH3 / 3.1 1.9 0.9 1.3 2.9
NH 5.7 1.7 —5.0 4.4 0.0
HP- 4
- £ —5.8 9.0 —2.2 —4.9 4.0
M E \ ) 8.9 4.0 18.9 5.9 2.6
5.9 3.0 11.6 3.6 0.7
Q S
J

%now set out to demonstrate the transferability of our model, turning our attention to
a number of QM solutes embedded in spherical shells of MM water. We will use the same
systems and the same methodology as in our earlier work®" — the QM subsystem will only

encompass the solute, and we will study the behavior of the QM /MM system as the size of
the MM H,O shell is increased (cf. Fig. 3 in Ref 51).
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ure 4., Error in the solute-solvent interaction energy with increasing number of HoO molecules
urr ng the solute with reference to DFT calculation — with fixed point charge embedding
d,@, with GAFF embedding (orange, x), with AMOEBA embedding (blue, [J), and in purely
MM calculations with GAFF (grey, #) and AMOEBA (green, o). In QM/MM calculations only

the solute is included in the QM subsystem.
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PublishingThree of the solutes were chosen from the SAMPL4 blind challenge”: a) (—)-menthol,
b) diphenylhydramine, and ¢) 2-chloro-4-hydroxy-3,5-dimethoxybenzaldehyde. These moderately-

sized molecules (31, 40, and 23 atoms, respectively) encompass a number of chemical fea-

tures: a cyclohexane ring (a), an ether group (b), an aromatic ring (b), an amine group

(b), a halogen atom (c), and an aldehyde group (c). The remainin{chree molecules were d)

ion ~) — were chosen
with the aim of verifying if our model correctly describes small Eh§charged solutes.
We compared four computational approaches: W\

a) Fully QM calculations with no embedding entk n treated at the DFT level of

ammonia (NHs), ) the ammonium ion (NHJ) and f) the cyani

theory), which serve as reference;

b) QM calculations using a purely electrogtati erﬁgeddmg, where the QM subsystem
encompassed only the solute, and H40 m cules were described with fixed partial
charges. In this set-up only a ﬁxed%potential is included in the QM Hamil-
tonian; we emphasize the neglect £ vdWeinteractions between the QM and the em-

bedding; N N
c) QM/MM calculations Wﬁé\é\; xed point-charge embedding (GAFF v1.5%) or a

polarizable embedding (A Here too the QM subsystem encompassed only the

point-charge ( dding vdW interactions between the solvent and solute were

solute, and all water ecules were described by a classical force field. For the fixed
T

included at il leyel of theory (Lennard-Jones potential). Thus, the MM repulsive
potentia 1ntr ced"in Sec. IITC was not used in this case. Similarly, polarization
dampi (ac. IIIB) was not relevant here as the force field was not polarizable. For
embedding (AMOEBA) we used the final, refined QM/MM model, as

eserib i‘n/Secs. I[IB-III C;

d)*Fu M calculations, where the entire system was treated classically (with GAFF
orXMOEBA).

Efn\ﬁxed point charge QM/MM calculations and in QM calculations with fixed point-
charge embedding we used partial charges of 0.417 e for H atoms and —0.834 e for O atoms,
which are identical to the TIP3P% model used in GAFF. All QM calculations used a kinetic
energy cutoff of 1000eV. The configurations were prepared by solvating the solutes in ap-

prox. 660 explicit HyO molecules under periodic boundary conditions. Classical polarizable
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PublishiNE) trajectories in the NpT' ensemble (p = 1 atm, T" = 298 K) were then obtained, and the
final configurations after 50 ps were used. Final densities were 1.0040.01 gcm™3. For details
on how the configurations were processed for calculations under open boundary conditions,

details of cutoffs assumed and the models and parameters used for the solutes and water,

see Ref. 51, Sec. 3.B.1.

A
We begin by comparing the interaction energies between the m&nd the MM water
shell as a function of the size of the shell (number of H,O molégules), To better elucidate the
long-range behavior, in Fig. 4 we only plot the error in the :‘%\Mth respect to the fully
QM calculation that we use as reference. Even thoughgthe s e;?n? studied here are the same
as in our earlier work®!, we point out that the energy ergor cuf)/es are not directly comparable

with those of Ref. 51, since in current work we used-a_more refined QM approach with wn

situ optimized NGWFs both for QM /MM calctil tiOILS}nd for the fully QM reference.

Our first observation is that for all six systéms plirely MM calculations with AMOEBA
(green circles) clearly outperform GAHR%djamonds). With the exception of NH; and
CN™, typical errors in the GAFF ‘S@ﬁp& are at least three times larger than their
AMOEBA counterparts. Even im\sagesWwhere GAFF fares relatively well (NHs), or where
AMOEBA’s error is rather laQng—range behavior is clearly much better described
by AMOEBA. This can be appresiated from the much flatter profiles of the AMOEBA
curves, which indicate an almost constant energy shift from the reference QM calculation.
The energy changeg from adding subsequent water molecules are more erratic for GAFF
and the convergefige wi t}{e number of HoO molecules is much worse. As expected, this is
particularly Gnsunc for charged solutes — in the case of CN™, for instance, the binding
energy is wot converged even at 400 MM H,;0O molecules. We attribute this to polar-

£

ization pa cogzpensating for the boundary effects that result from truncating the water

hell B

shells

ﬁleKb)eﬁzior of point-charge electrostatic embedding (QM+EE, red diamonds) is best

un 00d by comparing it against QM /MM with GAFF (orange crosses), since these two
roaches only differ by the neglect of QM/MM vdW interactions in the former. This

neglect leads to a very rapid accumulation of error at short range, particularly for larger

solutes (a, b, ¢), where this interaction is more significant. At longer range QM /MM vdW

interactions are well-decayed, which is reflected in the almost identical profiles of QM /MM-

GAFF and QM+EE curves starting at approx. 150 H,O molecules for large solutes (a, b, c)
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Publishimg! as early as approx. 50 HoO molecules for small solutes (d, e, f). As expected, the ne-
glect of QM /MM vdW interactions makes the QM+EE approach inadequate for calculating
interaction energies between the QM solute and embedding, although occasionally (e.g. for
NH; and CN™) the error fortuitously cancels out some of the errors in the electrostatics.

It is also worthwhile to compare the results of QM/MM-GAFEAorange crosses) against

purely MM GAFF calculations (grey diamonds), because it rev the effect of treating the
solute at the QM level of theory, all other components of the fawvo mddels being identical. For
all six solutes QM/MM-GAFF is more accurate, and, as }%g{a ge profiles of the two

cyis due to a much improved

curves are almost identical, it is clear that this gain in ac
ey

description of short-range interactions, i.e. the ability of th@)Q subsystem to realistically
polarize in response to the MM environment. C

Of greatest interest to this paper is, of urse@e comparison between QM /MM-
AMOEBA (blue squares) and QM/MMGA@

in energy, our model outperforms QM /MM
the long-range behavior of QM /MMsAM A is much better (flatter curves), particularly
for charged solutes, where all fix Y{Sbt\;harge approaches (MM-GAFF, QM/MM-GAFF,
QM+EE) clearly suffer from negl N larization. Out of all five models the QM /MM-
AMOEBA model has the lowe%dmum error in the long range (4 kcal/mol for CN—,

compared with 9 kcal/ 1%0 BA, and maximum errors in excess of 10kcal/mol for

the other approaches). ummarize these results in Table I, from which it also becomes

ge crosses). In terms of absolute errors

in all cases except for NHz. Moreover,

clear that, Wheri(Av ’:%d over all six systems, our approach has the lowest signed and
unsigned errors f\aﬂt\he nsidered approaches.

3

C. Dipgle moments of solutes in water shells of increasing size

-

the Q g ute is affected by the presence of the QM /MM interface. Naturally, we would like

the tfonic structure of the QM solute in the presence of MM embedding to resemble the
Rs

to

- V.
Sa%d’—?at the energetics of our QM /MM interface is accurate, we now focus on how
M so

tronic structure of the full QM system as much as possible, i.e. for the MM embedding

ithfully mimic QM. Since we cannot compare electronic energy levels between QM /MM
and full QM, and comparing electronic densities would require density partitioning, we will
use the total dipole moment of the solute as a proxy.

In Fig. 5 we plot the magnitudes of the solute dipole moment for the same six solutes
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PUinShi'rLgr le IT. Comparison of solute dipole moment accuracy offered by fixed point charge (GAFF) and
multipolar polarizable (AMOEBA) force-fields in MM calculations and QM /MM calculations, and
by electrostatic embedding (QM+EE). The values shown are r.m.s. errors (debye) with respect to
DFT (PBE-D) reference calculations, averaged over all systems (solu‘?# water shells). RMSE:

~ N

root mean square error.

molecule MM MM QM+EE 1/@ N QM/MM
GAFF AMOEBA (point-charge) Q}A AMOEBA (this work)
(-)-menthol 0.31 1.13 1.19 14 S 0.77
diphenylhydramine 3.00 1.18 0.32 0.2 0.38
2-Cl-4-OH-3,5-dimethoxy-BALD 0.45 0.73 30"\ 0.28 0.61
NHs3 0.47 0.94 .95 0.95 0.70
NHI 0.74 0.41 =, 0. 3 0.02 0.05
CN™ 1.69 0.11 ( 0.1}'L 0.14 0.11
RMSE 1.47 0.84 \"‘"’ 0.65 ) 0.63 0.52
-

as a function of the size of the wate mn QM/MM calculations the solute (QM)
dipoles are immediately available. 1 f

from DMA analysis. In fully M calc atlons the solute dipoles are either obtained by a
suitable vector summation o dipoles with induced dipoles (AMOEBA) or, in
the absence of polarization, are ply constant (GAFF). For neutral systems the dipole

moment is invariant to he\Ch\sfe of the reference point. For charged systems, and in fully

calculations the solute dipoles were obtained

QM calculations wheére } arge/transfer between the solute and solvent can make the total

solute charge no zero e dhose the centroid of the molecule as the reference point.

Our first s tlo is that, particularly for larger solutes, the solute dipole moment is

tive the environment and can change abruptly depending on where subsequent

H>O mole ‘e{s e added. The qualitative behavior of this sensitivity is captured to a
ﬂ

similar degree all models, except of course MM-GAFF, which does not permit solute
pblarizat The accuracy of the constant dipole moment of the GAFF solute is hit-
an niSSS— e.g. GAFF’s prediction is excellent for (—)-menthol, severely underestimated

bd&phenylhydramine and NHJ, and severely overestimated for CN~.

he predictions of QM+EE (red diamonds) and QM/MM-GAFF (orange crosses) are
expected to be identical, since the two approaches only differ by the absence/presence of
a classical QM/MM vdW term that does not affect the electronic degrees of freedom. In

practice we observe very small differences (< 0.1D) that are the consequence of different
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Publishizn‘gc aring of the singularities of the Coulombic permanent fixed-point charges of the embed-
ding on the Cartesian grid on which electronic density is evaluated in ONETEP.

For all six solutes the predictions of our QM/MM model are more accurate than those
of AMOEBA, indicating the expected superiority of a QM description of the solute (this is
most striking for NH} , which is underpolarized with AMOEBA). F(% three of the six solutes
((—)-menthol, NH3, CN™) the predictions of our model are clo QSto fully QM results
in absolute terms. For the remaining three molecules our model‘is slightly less accurate
than QM/MM-GAFF, but not much so. Furthermore, thi %}\%mp ens when AMOEBA

S2{?1'BALD, and NHJ ), possibly
implicating the polarizable water model, rather than'the QNl/MM interface, as the culprit.

When the errors are averaged over all the syste@ our /MM model yields the lowest

RMSE. Details are summarized in Tab. II. D

Interaction energies of solute Wi’x‘solvation shell
‘i\
0 ‘ ‘ ‘ ‘ — -30 \\ —

itself fares worse (diphenylhydramine, 2-Cl-4-OH-3,5-dime
—
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= Rt = 40, 3 -
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£
Figure/ 6-“Int céon energies (kcal/mol) between three solutes (H2O, C1~ and Na') and their

firstuso tion}hells — comparison of MM and QM/MM models (y axis) with fully QM reference
results (1§axis) for 100 snapshots.

%now turn our attention to the interaction between three solutes: H,O, Cl~, Na™
and their first solvation shells. The three solutes are meant to be representative of neutral,
anionic, and cationic species, respectively. To benchmark our QM /MM approach we model
only the solute at the QM level of theory, while the solvent (water) is be described by

AMOEBA. We calculate solute-solvent interaction energies, comparing the performance of
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Publish ";lagr le ITI. Comparison of accuracy offered by fixed point charge (GAFF) and multipolar polarizable

(AMOEBA) force-fields in MM calculations and QM /MM calculations for the interaction energies
between three solutes (HoO, C1~ and Nat) and their first solvation shells. AF are errors in energy
(kcal/mol) with respect to DFT (PBE-D) reference calculations, averaged over all 100 snapshots:
AFE, s — root mean square error, AF,sc — mean signed error, AFE,} X\g{imum error. r IS
the Pearson correlation coefficient between Ep,oqe1 and Equ, a is @z of linear fit of Eodel
e

vs. Equm. Values in blue denote the most accurate model in each“eat 7, values in red denote

the least accurate model. Values in parentheses were obtaiQﬁwt rnative vdW parameters

for C1™ (see text). ( o 4
system MM MM -, w/lj QM/MM
GAFF AMOEBA GAFF AMOEBA (this work)

AErms 2.1 1.7 B 1.4

AEmse -0.8 1: \""2.4 0.9

H20-H0 AFEmax 6.2 \ 7.3 3.7
r 0.88 0.96 0.91 0.95

a 1.05 &1?\ 1.17 0.85

3.9 4.1

—1.4 3.9

Cl~-H;0 9.4 7.1
0.92 0.98

1.23 0.97

10.5 13.5

-9.3 —13.3

Nat-H20 19.3 19.4
0.95 0.95

1.50 0.99

our approgch /ag st a non-polarizable model (QM/MM-GAFF), and purely classical models
itirgfsystem is described with GAFF or AMOEBA). Our aim is to verify

whether ourSQM/MM interface correctly reproduces the purely QM results obtained at
the sam el of theory. Thus, our reference is pseudopotential DFT+D with PBE, the
lim tiois of which we acknowledged earlier. We caution the reader against interpreting

discrepancies between MM results and our reference as “failures” of MM in absolute

terms.

To obtain meaningful statistics, we performed calculations for 100 configurations (for
each solute) obtained from MD runs, where each solute was solvated in 215 HoO molecules.

In each MD snapshot all but N HoO molecules closest to the solute were then stripped,
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Publishilegving only the first solvation shell. The values of Ny were 4, 8 and 6 for H,O, CI7, and
Na, respectively. The configurations studied are the same as used in our earlier work®2.
For a more detailed description of how the configurations were obtained, and the rationale

for choosing Ni4, we refer the reader to Ref. 52, Sec. I11.C.

The calculated solute-solvent interaction energies are plotted ‘(\Ki, while Table III
reports crucial statistics. For the HyO solute our QM/AMOE ﬁydel

a general trend of underbinding by about 1 kcal/mol, andycomparing favorably against
QM/GAFF in all five metrics (rms error, mean signed rr‘(?’, m

rforms well, with

imum error, correlation

coefficient and slope of linear fit to the model’s interaction ener ?'{?s. reference). We find this
rather remarkable, since QM /MM models are typicallynot vé’y good at reproducing interac-
tion energies spanning the interface. The largest @r fgiour model is 3.7 kecal /mol, which is

better than pure AMOEBA (4.6 kcal/mol), anw@ ter than pure GAFF (6.2 kcal/mol)
or QM/GAFF (7.3 kecal/mol). The Comrele;tio\s etw

good (r = 0.95), although pure AMOEQ%Snarginally better (r = 0.96).

The Cl~ solute exposes the weak E$ of purely MM treatments. GAFF is particularly
o

en the model and reference is also very

inaccurate here, with rms and msxsig d errors in excess of 10 kcal/mol and a maximum
error of over 40 kcal /mol, Wh@pﬂsing, given the likely importance of polarization
effects in this sytem, for both the selute and solvent. These results were obtained using the
vdW parameters propo @F)ax and Kollman: R* = 1.948 A, ¢ = 0.265 kcal /mol, which
we used for consist€ncys with previous work. We note in passing that GAFF performs
slightly better @(xl?:a vd/W parameters tailored specifically for C1~ in TIP3P water are

used (Joung nd)Che am?: R* = 2513 A, ¢ = 0.0356 kcal/mol). The improved values
ntheses in Table III.

's pfedictions are better (rms error of 6.6 kcal/mol), but it does not avoid
occaslgnal er&barrassments (max error of 20.7 kcal/mol). Both QM/MM models perform
s n?fhica tly better, which highlights the importance of treating the CI~ ion at the QM level
ogveqry, in order to be consistent with the latter. Our QM/AMOEBA model correlates
?te}*with pure QM (r = 0.98 against r = 0.92 for QM /GAFF, linear slope of 0.97 against
1.23 for QM/GAFF), but it is seen to underbind slightly across the board (rms error of
4.1 kcal/mol, compared to 3.9 kcal/mol for QM/GAFF). Its maximum error is 7.1 kcal/mol,
which is rather large, but still better than QM/GAFF (9.4 kcal/mol) and much better than
the double-digit errors of MM models.
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Publishingﬁ ‘or Nat and its first solvation shell AMOEBA performs very well, while all the re-
maining models are rather inaccurate. Since Na™ is a compact, barely polarizable ion,

it is well-described by MM methods. This explains why GAFF results are almost iden-
tical to QM/GAFF results. What is significantly more important in this system is the
description of the water solvent. GAFF’s water model cannot cez;/ture the polarization of
the solvent, which is highly relevant here, due to the charge the'lNa™ solute.
GAFF and QM/GAFF both yield a poor description of the gvhole‘system, with rms errors
/ Mis is despite using vdW

parameters for Na® that were specifically tailored for a l?i'ﬂ'nfk«.iom in TIP3P water (%7,
R* =1.369 A, ¢ =0.087439 kcal/mol). AMOEBA, 'n-:on 'as

an rms error of only 1 kcal/mol and good Corre@on

Thus

above 10 kcal/mol and maximum errors of almost 20 ke

, performs very well, with
purely QM results (r = 0.96),
highlighting the importance of a polarizable escrlpti‘al of the water solvent. Since our

| -
QM/AMOEBA model shares its descriptio&%ljw‘olvent with AMOEBA, one would ex-

pect it to yield a similarly good descpiptio ever, this is not the case. While the
correlation with purely QM results islg;%d‘\\(rsz 0.95, slope of 0.99), there is significant
overbinding for all snapshots, lea, ing\\rge errors in energy, dominated by a mean signed
error of -13.3 kcal/mol. This alm\tsql tant shift points to a deficiency of our QM/MM

%,\presumably due to the repulsive MM potential having

interface in handling cationic so
been parametrized only Msi 2O-H50 interactions. We attribute the observed overbinding
to an insufficient replsionsbetween the compact Na®™ and nearby MM oxygen atoms.
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NS

ure 7. Interaction energies (kcal/mol) between three solutes (H2O, C1~ and Na't) and their first

Interaction energy - reference (kcal/mol) Interaction energy - reference (kcal/mol)

A single-zeta (SZ) © double-zeta plus polarization (DZP)
X triple-zeta plus polarization (TZP) O in situ optimized, minimal

solvation shells — comparison of QM/AMOEBA using fixed pseudoatomic orbital basis and in situ

optimized minimal basis (y axis) with fully QM reference results (x axis) for 100 snapshots.

We will now briefly investigate the effect of using in situ optimized orbitals on the quality
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e IV. Comparison of accuracy offered by the QM /AMOEBA model for the interaction energies

between three solutes (HoO, C1~ and Na™) and their first solvation shells depending on the quality

of the QM basis set. AE are errors in energy (kcal/mol) with respect to DFT (PBE-D) reference

calculations, averaged over all 100 snapshots: AFE.,s — root mean square error, AFs — mean

signed error, A, — maximum error. r is the Pearson correlation cozast\bebtween FErodel and

Eqwm, a is the slope of linear fit of Eyodel vs. Eqm. Npasis is the nu@z‘QM asis functions for
ategeor

the solute. Values in blue denote the most accurate model in eac

Qe

, values in red denote

the least accurate model.

QM/MM AMOEBA

system QM/MM AMOEBA  QM/MM AMOEBA @MMEBA

SZ DZpP Tﬁ in situ optimized minimal
AErms 34.1 4.8 - 4 1.4
AFEmse 31.2 4.2 Q ') 3.6 0.9
Ho0-HoOA Emax 68.4 10.9 \ Wl 101 3.7
r —0.07 0. 0.82 0.95
a —0.26 &;\\ 0.79 0.85
Niasis 6 . 29 6
AFrms 8.6 \i 6.1 4.1
AFEmse —8.4 \7.2 —5.8 3.9
Cl™-H20 AFEmax 13.9 12..0\ 10.0 7.1
r 0.96 \ .97 0.97 0.98
a 0.99 \ 1.00 1.00 0.97
Nbasis 13 17 9
AFrms 12.9 12.9 13.5
AFEmse —12.7 —12.8 —13.3
Nat-HoOA Emax 18.5 18.5 19.4
r 0.95 0.95 0.95
a 0.99 0.99 0.99
21 29 8

<

BA. We calculated the interaction energies of the three systems from Fig. 6

using fixed p&eudoatomic orbitals (single-zeta, double-zeta and polarization, triple-zeta and
p l;ﬂza ion1) and compared them with results obtained using an in situ optimized minimal
basi ¢ report the results in Fig. 7 and Table IV. As expected, for a compact Na™ cation
iiﬁimal (SZ) basis is sufficient, and increasing the flexibility of the basis makes very
little difference, with the slope and correlation coefficients practically unchanged, and an
essentially rigid shift of the interaction energies by 0.5 —0.7 kcal/mol compared to an in situ
optimized basis. Since our model systematically overbinds this system, the resultant shift

actually makes the fixed-basis results marginally better, owing to cancellation of a small
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Publishitf]‘g( tion of the error. For a diffuse ClI~ anion the effect of the basis size is more pronounced,
with a clear systematic improvement of about 1.5 kcal/mol in the MSE for each time the
basis set quality is increased, although the optimized basis “overshoots” by a small amount,
underbinding by 3.9 kcal /mol. Nevertheless, QM /MM with an in situ optimised basis yields

the most accurate results under all metrics, except for the slo%/ (where the differences

between basis set qualities are marginal). For HyO the effect f4>sin n optimized basis

(SZ) yields entirely

is dramatic, which is expected, since we anticipate the orbitals ¥ @ molecule to be poorly
described with small basis sets. Consequently, a minimal-fixed«basi

wrong results, consistently predicting large and positive in
—_—

large as 31.2 kcal/mol. The addition of polarization functio

dctionenergies, with an MSE as

improves results dramatically,

but convergence with the size of the basis set is glow — yields an MSE of 4.2 kcal /mol,

and TZP yields 3.6 kcal/mol, with correlati coeﬂi(::—ants of only ~0.8. Only when in

situ optimized orbitals are used do the re%mve markedly — the MSE falls below
0

1 keal/mol, the correlation coefficient exceeds 0.95, and maximum error diminishes by a

e advantages of using an in situ optimized basis

factor of 2.7 compared to TZP. The optimiged orbital formulation of QM /AMOEBA is a
clear winner in this case, unders or&?
set for the QM subsystem. K\

N

E. Dipole moment ol'msmes with 1st solvation shell

Having examinedithe energetics of our model, in the last step of our analysis we will

verify how the ubsystem (solute) is affected by the presence of the QM /MM interface.
Following t r%onale f Sec. IVC, we will compare solute dipole moments as a proxy
for the s pe/o e electronic density. As reference we use fully QM calculations, where
we paptitionted thé dipole moments into atomic contributions using DMA%. We compare
the m nituafs of the total solute dipole between the two QM /MM approaches (where the
s lu?é dipolé is simply the total QM dipole), and the two purely MM approaches (where the
solute.dipole is directly obtained from atomic dipoles (including induced dipoles in the case
AMOEBA) and charges).

e begin our discussion with the water pentamer system. While an isolated water

molecule is charge-neutral, and its dipole moment is position-independent, in fully QM cal-

culations of a solvated water molecule we observe moderate charge transfer (below £0.1¢)

between the central HoO molecule and the solvation shell, which makes the solute dipole
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Figure 8. Dipole moments (magnitudes) of the so t&ﬂg mbedded inside a first solvation shell
— comparison of MM and QM/MM models (y agis) with fully QM reference results (x axis) for 100
snapshots. Left panel — total dipole momentwa at the centroid of the solute. Middle panel
— atom-centered dipole moment of solute O Might panel — atom-centered dipole moment of

solute H atoms. MM GAFF and MM A A atom-centered dipoles (not shown here) cannot

be meaningfully compared with QW cause in these MM models point charges are fixed.

Furthermore MM GAFF atom—&& ipoles are zero by construction.

position-dependent, %tates choosing a reference point. For consistency with the

rest of this work, chése the centroid of the solute as the point, where we evaluate the

dipole moment. e total dipole moments, as well as individual atom-centered dipole mo-

ments (for O arﬁ)H atoms separately) are plotted in Fig. 8 and summarized in Tab. V.

Qualit, tiv;ly, e total dipole moment of the central HoO molecule (solute) is described
similagly. by thAVIM and QM /MM approaches — with substantial scatter and overpolariza-

tion ( abous 0.6 D) relative to the purely QM results. We attribute this to the differences in
ﬁ
the desceiption of the four surrounding H,O molecules — here only the reference uses a DFT

descripti

on, while both MM and QM/MM approaches use a classical description. Given
}t?bandard DFT GGA models are known to struggle to correctly describe the structure
and properties of water (cf. e.g. Refs. 90-92), and that we expect the dipole moment to be
larger than the gas phase value (1.85 D) and lower than the value for bulk water (a2 2.7 D)%,
we believe that it is in fact the reference calculation that underpolarizes the solvated HyO

molecule. Neither of the MM or QM/MM models seems to have a particular advantage in
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PUbIISh”'lagr le V. Comparison of solute dipole moment accuracy offered by fixed point charge (GAFF)

and multipolar polarizable (AMOEBA) force-fields in MM calculations and QM /MM calculations.

The values shown are r.m.s. errors (debye) with respect to DFT (PBE-D) reference calculations,

averaged over 100 snapshots. y
solute MM MM QM/MM ( QM/MM
GAFF AMOEBA GAFF 3\&MOEBA
Q (this work)
H»O 0.521 0.713 6 \ 0.624
H20 (O atom) - - R 0.059
H>O (H atoms) - - 229 0.136
cl- 0.232 1.140 0.330
Nat 0.044 0.021 0.007

this case, although QM/AMOEBA correlates slightlyAbgtter with the reference.

It is more interesting to examine the individual atom-centered dipoles. Here we expect

MM and QM /MM results to differ Subs&ﬁ\il-)s.because both MM approaches are disadvan-
taged by the constraint of fixed cha ?&3 théevatoms, while in QM /MM the charge density
N

is free to transfer between atomXG\A‘TF, being non-polarizable, additionally yields zero
100.

atom-centered dipoles by co hus, it is only meaningful here to benchmark the
two QM /MM approaches ag%e another. For the O atom we find QM/AMOEBA to
be superior to QM/GAEL in terms of correlation with the reference result and a lower rms
error (0.059 D vs 0.099 D). the H atom QM/GAFF does not reproduce the change in the
dipole moment %ﬂﬁ { snapshots at all, while QM/AMOEBA shows the right trend,
although it sﬁy overpolarizes.

We finiéh with an examination of the two ionic solutes (Fig. 9, Tab. V). We evaluate

£
thegposition of the ion. For CI™ we find all approaches, except for the non-

accurates possibly because of the large magnitude of charge penetration error for a diffuse C1~
} “QM/AMOEBA performs better than QM/GAFF (rms error of 0.330 D vs. 0.584 D).
For Nat, which barely polarizes at all (x < 0.1 D) QM/AMOEBA turns out the be the
most accurate (rms error of 0.007 D vs. 0.013 D for QM/GAFF), although all models are

qualitatively correct.

We conclude that, at least for small hydrated solutes, our model is superior to QM/GAFF
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Figure 9. Dipole moments (magnitu

B.: In MM GAFF atom-centered dipoles are zero by

construction.

d,énd benchmarked a new mutually polarizable QM /MM model, where the

We pic
QM s%?n 1s described using DFT with in situ optimized, localized orbitals (non-or-
generalized Wannier functions, NGWFs), and the MM subsystem is described
usin h§ AMOEBA force field. By implementing our model in the ONETEP linear-scaling
%’Pﬁamework, we pave the way for affordable large-scale QM /MM calculations, with QM
subsystems spanning thousands of atoms. However, in this work we only studied small QM
subsystems (up to 40 atoms), which are outside the linear-scaling regime.
The rationale for optimizing NGWFs is the near-complete-basis-set accuracy that they

enable even with a minimal basis. This high accuracy is comparable or superior to even
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Publishing;- large bases with fixed orbitals®®. As part of this work we derived and implemented
the necessary gradients of the total QM+MM energy with respect to the NGWFs, enabling
their in situ optimization also in the context of QM /MM calculations. We demonstrated
how the additional flexibility of an in situ optimized basis exacerbates known problems of
polarizable QM /MM methods — catastrophic overpolarization of thf/QM region (particularly
in the presence of MM ions), and unphysical charge transfer ( ayr.s ing”) from QM to
MM sites (particularly in the presence of MM cations).

We developed, presented and validated conceptually a‘%&rd solutions to both of
these issues. We demonstrated that QM overpolarization “ean be mitigated by modifying
the value of the Thole damping parameter only for lariz%cion interactions spanning the
QM/MM interface. This suitably attenuates QM MM olarization at very short range while
having negligible medium-range and long-rang ect‘bﬁfe addressed the charge spilling by

introducing a more refined model of Q Pauli repulsion interactions. This refine-

ment replaces classical Halgren vdW r }a%’rh an electrostatic repulsive potential orig-

inating on MM atoms, which is pa to mimic Pauli repulsion. This approach is
functionally equivalent to a den ty- apﬁSased Pauli repulsion energy model with fixed,
species-dependent densities p atoms, and, crucially, actual QM densities. This

formulation is sensitive to the eléetronic degrees of freedom, which prevents the electronic

density from excessive gpillin

Our modified apgroach requires parametrizing the repulsive potential with two values per
MM species. W(/ emo tléted how suitable values could be determined for K™ and CI~

ions and for omicomponents of water, giving us confidence that this can be done in

e did not identify a simple relation that would enable us to easily derive the

/4

etey rom classical vdW parameters, but we plan to investigate this further

principle.
sought pa

ﬂ
in future WO%(.

Qﬂ:ii rformed extensive tests to evaluate the transferability and reliability of our model
thfoctis on the MM treatment of water. Using a variety of molecules, from small ions
} neutral systems, to larger molecules (up to 40 atoms), we showed that our model is in
general, although not universally, superior to nonpolarizable QM /MM and to purely MM
approaches. This was reflected in lower disruptive effect of the QM /MM interface on the
QM subsystem (which we assessed by comparing the dipole moments against a fully QM

reference), but also by better energetics, when calculating interaction energies between the

37


http://dx.doi.org/10.1063/1.5080384

! I P | This manuscript was accepted by J. Chem. Phys. Click here to see the version of record. |

Publishi@®! and MM subsystems. We find the latter particularly promising, as QM/MM models

are typically very poor at describing interaction energies across the QM /MM boundary.
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Appendix A: QM /MM p(%i\qﬁon catastrophe: diagnosis and prevention
zni%n the QM /MM polarization catastrophe (cf. Sec. III B) that
$fin t

(F QM subsystem are optimized in situ. We use an H,O:Cl™

In this section we

can arise when)?
system as an e fhgh\e
from the D @)cedu for QM atoms, and the induced dipole of the MM CI~ ion (whose

permane di})o is of course zero) in the course of SCF optimization. A mutual positive
canbe
ts

ig. 10 shows the magnitudes of atom-centered dipoles computed

feedbael ¢ bbserved to intensify at about step 80, quickly leading to absurdly large
dipol% (in excess of 1000 D). The sharp, step-like changes to the dipole values
¢ rrc‘?épo o NGWF optimization steps and the relatively flatter parts of the graph —
to dénsity kernel optimization steps. The classical degrees of freedom (MM induced
?0%) are fully optimized for each energy evaluation. The expected dipole moments on all
atoms (as calculated from a fully QM reference calculation), shown with dashed lines, are
well below 1 D. It is clear that the MM site in particular is overpolarized from the very first

step of the optimization.

The main underlying reason for this is the inaccuracy of the multipolar approximation of
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H atom #1

5 L O atom
H atom #2

i
c |

Atom-—centered dipole (D)
w

0 7777777::::::::::::/‘:::7::::::::(-:‘:, -
20 40 60 80
Energy evaluation ‘)
'M\
Figure 10. Atom-centered dipoles (magnitudes) on ato s in the subsystem (red, blue) and

in the MM subsystem (green) in the course of SCF ion‘for a HoO-Cl~ system (shown in
inset). In the point-dipole model under standard {'h @ing the two subsystems polarize one

L
another to infinity. Dashed lines denote refere%' obtained from a fully QM calculation.

QM density at short range, i.e. charge pe %ﬂ error (in this system the Cl~ ion is 1.8 A

away from the H atom, while loca{zi WWS extend for 3.7 A). This can be appreciated in

Fig. 11, where we plot the relevan W 1ent of the electric field due to the QM subsystem

along the line joining the M ten and the leftmost H atom in the QM subsystem.
&’ } ‘ ‘ QM elec -
/'E\ N QM total (ele%:\—/I *seft(; —
% 6? [ QM* total (elec+pointpctr))re) - -

4000

2000

£ .
— V. T
oo
—-2000 | | | MERVA
-5 -4 -3 -2 -1 0
_— X-component of position relative to H atom (A)

Figure 11} Electric field due to the QM subsystem along the Cl17-H line in a HoO-Cl~ system

Q‘E@ 10). The field due to electrons alone is shown in red (solid line — full electronic density,

dasbed line — point-multipole approximation). The total field is shown in blue (solid line — full

X-component of electric fi

electronic density + core pseudopotential, dashed line — point-multipole approximation). The
multipole approximation breaks down at short range (here: ~ 2 A), leading to unphysical charge

transfer and lack of SCF convergence due to a polarization catastrophe.
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Publishing At first glance the field from the full electronic density (solid red line) seems to agree rather
well with the field from the multipole approximation (dashed red line), up to ~ 1.5 A, where
the multipole expansion starts to diverge. However, this field is to a large degree cancelled
out by the field of the QM core, making the relative error in the total (blue) much more
pronounced. Additionally, the shoulder to the left of the C1~ ion (?(esult of a small fraction

of the electronic density being attracted there by the electrost 'ejote ial dip from Cl7’s

the charge penetration error. The issue is compounded by hat NGWF optimisation

induced dipole) cannot be well-represented by the multipole expafision and contributes to

g
is driven by a gradient expression (cf. (22)) that, for conSigtency«with a multipolar energy
expression, has itself been derived via an intermedi e:te of“a multipolar expansion. In
consequence, the NGWF gradient is only sens'i(::e to MM potential, field and field
derivative at the QM atom centres, rather than‘i* E@re localization sphere (cf. comment

directly below (22)). ‘\\

1.2 o

N

T
Cl” ion
H atom #1

tom-centered dipole (D)

/ / Energy evaluation
Figure 12. Ator\‘ﬂé red dipoles (magnitudes) on atoms in the QM subsystem (red, blue) and

in the MM sulysysteém (green) in the course of SCF optimization for a HoO-Cl~ system (shown in

inset of Fig. 1(». ith a suitable increase in polarization damping, the polarization catastrophe is

)

\Sa o avoid the QM /MM polarization catastrophe is to simply reduce the NGWF
"

avoided.“BPas l{les denote reference values obtained from a fully QM calculation.

on region (e.g. we found 3 A to be sufficient) — this makes the orbitals less diffuse
the point-multipole approximation more accurate. However, this would sacrifice some
accuracy in the QM calculation — ONETEP calculations typically use localization radii of
3.5 - 5A.
What we propose instead is to slightly attenuate QM /MM polarization interactions,
leaving permanent QM /MM interactions and MM /MM polarization unchanged. We retain
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Figure 13. Electric field due to the QM subsystem along e‘a{"li e in a HyO-Cl™ system

(cf. Fig. 10). The field due to electrons alone is shown ifi red (solid line — full electronic density,

X-component of electric field (MV/cm)

dashed line — point-multipole approximation). The gotal field 1) shown in blue (solid line — full
electronic density + core pseudopotential, dashed ian

polarization catastrophe is avoided by increasedé{polari i(%ﬁb damping, the multipole approximation
remains accurate up to 1 A and SCF converg%m

oﬁy—multipole approximation). Once the

1eved.

the Thole functional form of the damping«sbut we reduce Thole’s a parameter by a factor

of 2.45, which has the effect of atte

hing the interactions at very short range, having
negligible effect elsewhere. This madification can be effected without any changes to ONETEP
or TINKER simply by rescaling Mrent polarizabilities of QM atoms as seen by TINKER
by a square of the above r. The*value of 2.45 has been found by numerical experiments
on several small Q V\%m and we do not claim it to be optimal (indeed for the
system studied he Qis/o slight underpolarization, as seen in Fig. 12).

The practicaﬁw proposed solution is demonstrated in Fig. 12, which shows that
all dipoles noy (@V(ﬂ"ge o reasonable, finite values, and in Fig. 13 which shows how the total
QM (ele ron}c +gore) electric field is now much better approximated by point multipoles,

up to Dalgwdl A. The unexpected charge transfer from QM to the left of the Cl~ ion
ig bl

seen i disappears, owing to the dipole on CI™ now being well-behaved.

(Ild
Y\.Bpe ix B: Unphysical charge transfer from QM to MM: diagnosis and
N

evention

In this section we elaborate on the unphysical charge transfer from QM to MM that
can manifest when QM /MM Pauli repulsion is not adequately taken into account. We will

demonstrate that our improved model (cf. Sec. III C) addresses this issue satisfactorily. We
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Publishing an HyO:K* system as an example.

a)

b)

@~ -

Figure 14. Electronic density is \rhse\(o.le/l&g) for a water-K* system. Panel a): unphysical
M.%isyst to the MM subsystem. Panel b): Repulsive potential

imics Pauli repulsion, preventing the unphysical charge transfer.

charge transfer from the

centered on the MM atbm

{ 4

Fig. 14, panq/ﬁﬁ’ s ‘an isosurface of the electronic density at one point in the SCF
optimization ‘lﬁe théwunphysical charge transfer is apparent. The density shown is not the

ensity, as the calculation fails to converge. This is because the spilled electrons

not cope well with this situation. This is illustrated in Fig. 15, where a radial
Cro sec)ion of one of the NGWFs on the QM oxygen atom (red curve) is seen to differ
kedly from its counterpart in a fully QM calculation (black curve).
nce a more physically sound model is used for QM/MM Pauli repulsion interactions
(what we propose in Sec. IIIC), the charge transfer is prevented (Fig. 14, panel b)) and
the orbitals reacquire the correct shape (Fig. 15, green curve). The parameters used in this

demonstration were A+ = 230 Ha/e and (+ = 1.379a, "
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® ‘N\\\\

Figure 15. Radial cross-section of one of the p NGWFs on th "osgggen atom for the system in

Fig. 14. The NGWF localization radius is 7 ag ~ 3.7 A. the a%se e of a repulsive potential the

NGWEF is excessively delocalized (red curve). Addi@he r ive potential restores the correct
tt

behavior (green curve), as seen by comparing aga e fully QM result (black curve). The point
on the x axis indicates the position of the MN
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