Abstract—Characterized by their ease of deployment and bird’s-eye view, unmanned aerial vehicles (UAVs) may be widely deployed both in surveillance and traffic management. However, the moderate computational capability and the short battery life restrict the local data processing at the UAV side. Fortunately, this impediment may be mitigated by employing the mobile-edge computing (MEC) paradigm for offloading demanding computational tasks from the UAV through a wireless transmission link. However, the offloaded information may become compromised by eavesdroppers. To address this issue, we conceive an energy-efficient computation offloading technique for UAV-MEC systems, with an emphasis on physical-layer security. We formulate a number of energy-efficiency problems for secure UAV-MEC systems, which are then transformed to convex problems. Finally, their optimal solutions are found for both active and passive eavesdroppers. Furthermore, the conditions of zero, partial and full offloading are analyzed from a physical perspective. The numerical results highlight the specific conditions of activating the above three offloading options and quantify the performance of our proposed offloading strategy in various scenarios.
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I. INTRODUCTION

A. Motivation and Scope

Given the advantages of prompt deployment and their bird’s-eye perspective, unmanned aerial vehicles (UAVs) have been widely invoked for environmental monitoring and data collection [1]–[3], in the fields of agriculture [4], disaster sensing [5], emergency management [6], border control [7], intelligent transportation systems [8] and crowd surveillance [9]. However, the decision-making applications relying on real-time video streaming and image processing tend to exceed the local data processing capability of low-cost UAVs or may excessively prolong the time required for executing their actions [10].

To address this issue, mobile-edge computing (MEC) [11] may beneficially cooperate with UAVs [8], [9] for facilitating computational offloading from the UAV to the edge nodes. The cooperation between UAVs and MEC systems can be exemplified by crowd surveillance [9]. More explicitly, UAV-mounted high-resolution cameras are capable of streaming real-time video, which facilitates the detection of criminals using face recognition. However, both the moderate computational capability and limited power supply of UAVs stifle the aforementioned real-time recognition on board. To tackle this challenges, the assistance of MEC systems can be invoked for offloading a number of computational tasks for improving the face recognition performance in a timely manner. To be specific, the data collected are partitioned into two segments, one to be computed at the UAV and the other to be offloaded to the edge node through a gateway or access point (AP). Specific to the part to be offloaded, the data may also be valuable to a third party, hence it is under a risk of being intercepted, which jeopardizes data security and privacy [12]. To overcome this security risk of the MEC, extensive work has been carried out in [13]–[16]. However, the current state-of-the-art is focused on improving the cyber-security, whilst there is a paucity of contributions on their physical-layer security (PLS) at the time of writing.

Against this background, we conceive a PLS-aided energy-efficient computational offloading scheme for UAV-MEC systems (U-MEC) operating in the presence of an eavesdropper. Specifically, with the advent of an advanced full-duplex mechanism, the AP acts as a gateway for the edge nodes to receive the computational tasks offloaded from the UAV, but also plays the role of a jamming source in order to impose artificial noise on the eavesdroppers. Moreover, depending on the availability of the eavesdropper’s channel state information (CSI) and location information (LI), we consider three different types of eavesdroppers [17], namely, active eavesdroppers for which we have both CSI and LI knowledge, passive eavesdroppers for whom the LI is known but the CSI is not, and passive eavesdroppers at a random location for whom we have no CSI or LI. In this context, we provide the optimal solution to the energy-efficiency problems satisfying both the offloading and security requirements by answering the following three questions: 1) What is the volume of the computational tasks to be offloaded? 2) What is the suitable duration of offloading? 3) How much power should be assigned to the offloaded signal?

B. Related Work

1) Computational Offloading in Mobile-Edge Computing: In order to support efficient mobile edge computing, three
challenges have to be carefully tackled: 1) How should we decide whether to process the computational task locally or to offload it to remote edge-cloud nodes? 2) How should we determine the transmit power and choose the most appropriate channel for offloading? 3) How should we allocate computational resources to meet the multi-user latency requirements? Extensive related work has been carried out to deal with these problems [10], [11], [18]–[22]. As for single-user MEC systems, for instance, the transmission energy minimization problem is formulated under specific latency constraints in [10], [11]. Furthermore, the effect of dynamic voltage scaling on the computational speed, as well as the joint optimization of the local computational speed, offloading transmit power and offloading ratio was addressed in [18], while aiming for energy-efficient and low-latency MEC. In terms of multi-user (MU) MEC systems, for example, Sardellitti et al. [19] designed the transmitter’s precoding matrix and optimized the computational resources for meeting the requirements of different users in a multi-cell scenario. Chen et al. [20] conceived a game-theoretic approach for allocating both the transmission resources and mobile-edge computational resources. You et al. [21] designed an energy-efficient offloading policy, for determining the offloading data volume, the offloading duration and the transmission resources of each user. Recently, Wang et al. [22] incorporated the concept of non-orthogonal-multiple-access (NOMA) into multi-user MEC offloading for improving the spectral efficiency attained. Apart from the above general problems, computational offloading is also investigated in specific MEC applications, such as energy harvesting [23] and medical cyber-physical systems [24].

2) Security in Mobile-Edge Computing: The current state-of-the-art richly deals with security issues in MEC, mainly from three perspectives [13]: trust and authentication mechanisms, secure networking, as well as secure computation. More explicitly, trust and authentication mechanisms are introduced for examining whether the received message is tampered with during the transmission and identify the entity that the system is interacting with [14]. As for networking security, typically cryptographic attributes are utilized as credentials for exchanging session keys [15]. Secure computation typically relies on encryption algorithms [16]. However, the computation offloading process is also subject to the risk of being compromised at the physical layer, which has not been investigated at the time of writing.

3) Security of UAV Communication Links: Security issues arise both in the control and data links of UAV communications both due to active (e.g. jamming and spoofing) as well as passive attacks (e.g. eavesdropping) [25]. The classic cryptographic techniques have been widely invoked for protecting the data stream of UAVs in the upper layers, while the emerging solutions based on PLS also increase the difficulty for attackers to decipher the message [26]. The data transmission links may become intercepted by eavesdroppers, when the UAV acts as a surveillance node [8], a relay [27], a small base station [28] or a member of a cooperative UAV group [29]. In order to mitigate these risks, sophisticated strategies have been conceived for optimizing the UAV’s flight trajectory and transmit power [12] as well as speed [30]. Furthermore, the UAV can also be invoked as a source of jamming signals for imposing artificial noise on the eavesdroppers for improving the PLS of the legitimate users. For example, Lee et al. [31] investigated UAV-enabled secure communication systems, where a UAV is employed for transmitting confidential signals to ground users, while a cooperative UAV is deployed for sending jamming signals to the eavesdroppers. Zou et al. [32] exploited relay-selection for improving the security-reliability trade-off in cognitive radio systems.

C. Contributions and Organizations

Our main contribution is to conceive a secure computational offloading strategy for UMEC relying on PLS, detailed as follows.

- **Energy-efficiency problem formulation for secure UMEC:** We establish a secure model including a UAV, an AP as well as an eavesdropper, and formulate an energy-efficient computation offloading problem, subject to both time-duration and security constraints, in the presence of an active eavesdropper, a passive eavesdropper at a fixed location and a passive eavesdropper at a random location.
- **Problem transformation and optimal solution:** Owing to the presence of multiple variables, the initially formulated problems cannot be directly solved. To overcome this problem, we transform the original problems into convex problems having a single variable, through a series of mathematical manipulations accompanied by their strict proofs and then provide the corresponding (asymptotically) optimal offloading solutions within the feasible sets.
- **Physical analysis of offloading options:** The optimized offloading scenarios, when the UAV offloads no computational tasks, or a fraction of the tasks or alternatively all tasks are respectively referred to as zero, partial and full offloading. We investigate the conditions of these scenarios from a physical perspective.
- **Numerical validations and evaluations:** Our numerical results verify the accuracy of the proposed optimal solutions for the three offloading scenarios, and quantify the performance of the secure UMEC in terms of both the maximum computational loads that can be processed and the total energy consumption, given a certain volume of computational loads in diverse scenarios.

The rest of the paper is organized as follows. The system model is elaborated on in Section II, and the energy-efficient computation offloading problem of UMEC is formulated in Section III. Section IV transforms the original problems into convex problems and provides the optimal offloading strategy, whilst Section V presents the conditions for the three offloading options from a physical perspective. Our numerical results are discussed in Section VI, while our conclusions are offered in Section VII.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a hovering single-antenna UAV capable of offloading computational tasks to an edge
computing node via an AP on the ground through the wireless transmission link, which is intercepted by a single-antenna eavesdropper (Eve) on the ground. In order to combat eavesdropping, the AP relying on full-duplex techniques [33] imposes artificial noise for degrading Eve’s reception quality. Since the transmitted artificial noise is known by the AP and the CSI between the AP’s transmit and receive antennas is known, we invoke the idealized simplifying assumption that the self-interference of the AP is canceled.

Let us denote the channel between the UAV and the AP as well as the channel between the UAV and Eve by $g_{U \rightarrow A}$ and $g_{U \rightarrow E}$ respectively, which are assumed to be dominated by the Line-of-Sight (LoS) path, yielding

$$g_{U \rightarrow A}(E) = \kappa_1 d_1^{-\eta_1}, \quad (1)$$

where $d_1$ denotes the hovering altitude of the UAV\(^1\), while $\kappa_1$ corresponds to the unity channel gain at the reference distance of $d_1 = 1$ m and $\eta_1$ represents the path loss exponent of the LoS path. Moreover, the channel between the AP and Eve consists of both the large-scale path loss and small-scale fading, i.e. $g_{A \rightarrow E} = \xi h_{A \rightarrow E}$. As for the large scale fading, it is modeled as

$$\xi = \kappa_2 d_2^{-\eta_2}, \quad (2)$$

where $d_2$ denotes the distance between the Eve and the AP, while $\kappa_2$ corresponds to the unity channel gain at the reference distance of $d_2 = 1$ m and $\eta_2$ represents the path loss exponent of the NLoS component. Finally, the small-scale fading envelope is assumed to obey quasi-static Rayleigh distribution and hence the Cumulative Density Function (CDF) of $h_{A \rightarrow E}$ obeys

$$F_{h_{A \rightarrow E}}(x) = 1 - e^{-\lambda x}, \quad (3)$$

where $\lambda^{-1} = \mathbb{E}[h_{A \rightarrow E}]$.

A. Local-Computing Model

We use $L$ and $\ell$ to denote the total number of bits to be processed and the number of bits to be offloaded to the edge node, respectively. In this case, the number of locally computed bits is $L - \ell$. Moreover, as for the local computing at the UAV, $C_U$ corresponds to the number of central processing unit (CPU) cycles required for processing 1-bit of input data, while $P_U$ represents the energy consumption of each CPU cycle. In this case, the energy consumption of the local computation is expressed as $E_{loc} = C_U P_U (L - \ell)$. Furthermore, assuming that the UAV has a computational capability of $D_U$ quantified in terms of the number of CPU cycles per second, the time required for carrying out the local computation is expressed as $C_U (L - \ell)/D_U$.

B. Jamming Model

Various jamming schemes have been proposed for PLS based on various strategies [35], such as nonself-cooperative [36] versus self-cooperative [37], omni-directional [38] versus directional scenarios [39], relying on either perfect or imperfect eavesdropper CSI [35]. Since the design of the jamming scheme is not within our main focus in this paper, the self-cooperative jamming strategy using an omnidirectional antenna [35] is invoked at the AP side for simplicity. Accordingly, given a jamming power of $p_J$, the artificial noise received by Eve is given by $N^E_F = p_J g_{A \rightarrow E}$.

C. Secure-Offloading Model

Let us denote the power of the natural noise at the AP and Eve by $N^A_0$ and $N^E_0$, respectively. As for a wiretap channel, the secrecy capacity denoted by $S$ can be obtained as the difference between the main channel’s and the wiretap channel’s capacity [40]. Specifically, given the offloading power of $p_O$ and the jamming power of $p_J$, $S(p_O, p_J)$ in the system considered is formulated as [40]

$$S(p_O, p_J) = B \log_2 \left(1 + \frac{p_O g_{U \rightarrow A}}{N^A_0}ight) - B \log_2 \left(1 + \frac{p_O g_{U \rightarrow E}}{N^E_0 + N^E_F}ight), \quad (4)$$

where $B$ refers to the bandwidth of the channel. Another metric quantifying the quality-of-service (QoS) is the secrecy outage probability (SOP), which corresponds to the probability that the secrecy capacity fails to meet the secure transmission rate required. Given the offloading power of $p_O$, jamming power of $p_J$, $\ell$ offloaded bits and the offloading transmit duration of $t$, the SOP is formulated as [40]

$$P^S_{out}(p_O, p_J, \ell, t) = 1 - \Pr \left[S(p_O, p_J) \geq \frac{\ell}{t} \right] \quad (5)$$

Moreover, the energy consumption of offloading from the UAV is given by $E_{off} = p_O \ell t$.

D. Edge-Computing Model

As for edge computing, we use $D_E$ and $C_E$ to represent the computational capability quantified in terms of the number of CPU cycles per second and the number of CPU cycles required for processing one bit of input data, respectively. Taking advantage of parallelism [41], the computational loads can be partitioned into tasks of minimal volume, hence the edge computing node is capable of executing the computations along with all the receiver’s tasks. Then, the time-duration required for edge computing is formulated as $C_E \ell / D_E$.\(^1\)

\(^1\)The drone may potentially be laser-charged as detailed in [34] for supporting sustained operations.
III. ENERGY-EFFICIENT RESOURCE ALLOCATION

PROBLEM FORMULATION FOR SECURE UMEC

The total energy consumption of UAVs is constituted by the sum of the local computation-related and computation offloading-based dissipation as well as that of the propulsion. As for the scenario where the UAV acts as a flying base station [42] and as a floating relay [43], the flight trajectory and the placement of the UAV can be optimized for improving the communication performance, respectively. By contrast, the mobility of the UAVs used for environmental monitoring and surveillance is controlled by a specific user instead of a communication service provider. Therefore, we have to exclude the propulsion-related energy-optimization in our problem formulation. Specifically, the total energy is calculated as $E_{\text{tot}} = E_{\text{loc}} + E_{\text{off}}$. We note that $E_{\text{off}}$ substantially depends on the availability of the eavesdropper’s CSI, as we will demonstrate by considering both active and passive eavesdroppers. More explicitly, the active eavesdropper (i.e. listening and transmitting) may be a user being served by the AP, hence the CSI between the AP and Eve can be estimated in a near-instantaneous manner. By contrast, the passive eavesdropper is listening but not transmitting. Hence, its CSI cannot be extracted. Therefore, at best we can assume the knowledge of statistical information of the channel between the AP and Eve.

Furthermore, both the total volume of computational loads and the computing-related energy per bit on the UAV’s board are assumed to be signalled by the AP using its feedback link. Based on the above information, the small-cell cloud manager [44] of the AP aims for determining both the UAV’s offloading data volume of $\ell$, as well as the offloading transmit power of $p_{O}$ and the offloading duration of $t$, for maintaining both a high energy efficiency and high transmission secrecy. In the rest of this section, our energy-efficient computation offloading problems are formulated in the presence of both an active and a passive eavesdropper, one after the other.

A. Problem 1: Active Eavesdropper

1) Constraints: Our energy-efficient computation offloading problem is formulated in the presence of an active eavesdropper under the following constraints:

- Latency constraint: the computation has to be executed within a maximum tolerable latency, which is denoted by $T$. Then, the temporal constraints of the local and of the edge computing can be formulated as $C_U(L - \ell)/D_U \leq T$ and $C_E\ell/D_E \leq T$, respectively; Moreover, assuming that the offloading duration is $t$, it should not exceed the latency constraint, i.e. $0 \leq t \leq T$;
- Offloaded data volume constraint: the volume of data offloaded to the AP is naturally a non-negative integer and does not exceed the total computational loads, i.e. $\ell \in \{0, 1, \cdots, L\}$;
- Power consumption constraint: the UAV has a maximum transmission power limit of $P_{O}^{\text{max}}$, i.e. $0 \leq p_{O} \leq P_{O}^{\text{max}}$;
- Secrecy constraint: Provided that the instantaneous CSI of Eve is known, the AP is able to ensure that the received power of artificial noise remains constant by forcing $p_{J} = \bar{p}_{J}/g^{A \rightarrow E}$. In order to support secure offloading in the presence of an eavesdropper, the secrecy capacity should not be lower than the offloading rate, given the offloading duration of $t$, i.e. $S(p_{O}, p_{J}) \geq \ell/t$.

2) Problem Formulation: The computational offloading problem is formulated for minimizing the energy consumption of the UAV’s data processing in the secure UMEC intercepted by an active eavesdropper as

$$P1 : \arg \min_{\ell, p_{O}, t} C_U P_U(L - \ell) + p_{Ot}$$

subject to

$$\frac{C_U(L - \ell)}{D_U} \leq T, \quad (6a)$$
$$\frac{C_E\ell}{D_E} \leq T, \quad (6b)$$
$$S(p_{O}, p_{J}) \geq \frac{\ell}{t}, \quad (6c)$$
$$\ell \in \{0, 1, \cdots, L\}, \quad (6d)$$
$$0 \leq p_{O} \leq P_{O}^{\text{max}}, \quad (6e)$$
$$0 \leq t \leq T, \quad (6f)$$

where the first and second term of the objective function (OF) correspond to the energy consumption of the local computation and the computation offloading, respectively. As for the constraints, (6a), (6b) and (6f) ensure the latency requirement to be met. Furthermore, (6c) guarantees the secure offloading, while (6d) and (6e) restrict the feasible sets of $\ell$ and $p_{O}$.

B. Problem 2: Passive Eavesdropper

1) Constraints: The constraints of the energy-efficient computation offloading problem in the presence of a passive eavesdropper are elaborated on as follows.

- The latency, the offloaded data volume and the power consumption constraints are the same as those in the presence of an active eavesdropper;
- Secrecy constraint: Since the instantaneous CSI is unknown in this case, the secrecy capacity cannot be always ensured for supporting the secure target offloading rate in the face of the channel’s fluctuation. Therefore, we impose a SOP requirement of $\epsilon$ on the offloading transmission, i.e. $P_{\text{out}}^{S}(p_{O}, p_{J}, \ell, t) \leq \epsilon$.

2) Problem Formulation: The energy-efficient computing offloading problem is formulated for the UMEC intercepted by a passive eavesdropper as

$$P2 : \arg \min_{\ell, p_{O}, t} C_U P_U(L - \ell) + p_{Ot}$$

subject to

$$\frac{C_U(L - \ell)}{D_U} \leq T, \quad (7a)$$
$$\frac{C_E\ell}{D_E} \leq T, \quad (7b)$$
$$P_{\text{out}}^{S}(p_{O}, p_{J}, \ell, t) \leq \epsilon, \quad (7c)$$
$$\ell \in \{0, 1, \cdots, L\}, \quad (7d)$$
$$0 \leq p_{O} \leq P_{O}^{\text{max}}, \quad (7e)$$
$$0 \leq t \leq T, \quad (7f)$$
where (7a), (7b) and (7f) correspond to the latency constraint. Moreover, (7c) ensures the SOP requirement to be satisfied, whilst (7d) and (7e) restrict the feasible set of $\ell$ and $p_O$, respectively.

Additionally, since the large-scale path loss is a component of $g^{A\to E}$, the fact whether the passive eavesdropper’s LI is acknowledged by the AP influences the distribution of $g^{A\to E}$ and hence further influences the $P_x^{eq}(p_O,p_I,\ell,t)$ in (7c). In this paper, therefore, we consider two types of passive eavesdroppers - i.e. one at a fixed location whose LI is acknowledged by the AP while the other at a random location whose LI is unknown to the AP - and the corresponding problems are denoted by $P_{2-1}$ and $P_{2-2}$, respectively.

IV. OPTIMAL SOLUTION OF THE ENERGY-EFFICIENT SECURE UMEC PROBLEM

In this section, we present the optimal solution to the problems for both the active and for the passive eavesdropper at a fixed location as well as the asymptotically optimal solution to the problem, where the passive eavesdropper is at a random location. In short, the problems are solved in three steps: 1) Having multiple variables, Problem $P_1$, $P_{2-1}$ and $P_{2-2}$ cannot be solved directly and here we transform them into problems having a single variable; 2) We prove the convexity of the problems; 3) The optimal solutions are conceived for the three problems considered.

A. Case 1: Active Eavesdropper

1) Transformation of Problem $P_1$: Problem $P_1$ is transformed to Problem $P_{1-E}$ having a single variable as follows.

**Proposition 1.** Constraint (6c) is strictly binding for the optimal solution of Problem $P_1$, i.e. the secrecy capacity of $S$ to satisfy

$$S(p_O,p_I) = \frac{\ell}{t}. \quad (8)$$

**Proof:** It may be readily seen that $S(p_O,p_I)$ in (4) is monotonically increasing with $p_O$ in our considered case where the SNR at the AP is higher than that at the eavesdropper. Assuming that the constraint of (6c) is slack at the optimal solution of Problem $P_1$, we can then reduce $p_O$ for reducing the objective function values, without violating any constraints. This completes the proof. \hfill \blacksquare

**Theorem 1.** Given $\ell$ number of bits to be offloaded, the offloading duration yields $t = T$ for the optimal solution to Problem $P_1$.

**Proof:** Defining $\gamma^{U\to A} = g^{U\to A}/N_0^A$ and $\gamma^{U\to E} = g^{U\to E}/(N_0^E + p_Ig^{A\to E})$, and substituting (4) into (8), $p_O$ can be expressed as a function of $\ell$ as

$$p_O(\ell) = \frac{1 - 2\gamma^U A^2 - 2\gamma^U E^2 - \ell}{\gamma^U A^2 - 2\gamma^U E^2}. \quad (9)$$

Then, $E_{off}$ can be formulated as

$$E_{off} = p_O(\ell)t = \frac{(1 - 2\gamma^U A^2)\ell}{\gamma^U A^2 - 2\gamma^U E^2}. \quad (10)$$

It can be observed that the denominator in (10) increases with $t$. In this case, if the numerator in (10) decreases with $t$, the offloading energy can be shown to be monotonically decreasing along with $t$. Taking the partial derivative of the numerator of $t$, we have

$$\frac{\partial}{\partial t}(1 - 2\gamma^U E^2 - \ell)2\gamma^U E^2 - 1, \quad (11)$$

whose polarity is still difficult to observe. Defining $\psi = \ell/2t$, where $\psi \geq 0$, and denoting (11) by $\Psi$, the derivative of $\Psi(\psi)$ with respect to $\psi$ is expressed as

$$\frac{d\Psi(\psi)}{d\psi} = -\left[\frac{\ln(2)}{2}\right]^2\psi^{2}, \quad (12)$$

which is non-positive and hence $\Psi(\psi)$ is monotonically decreasing with $\psi$. In other words, when $\psi = 0$, $\Psi(\psi)$ reaches its maximum that is equal to 0. In this way, the partial derivative of the numerator of (10) with respect to $t$ is non-positive and hence $E_{off}$ has been shown to monotonically decrease in $t \in [0,T]$.

With the aid of Theorem 1 and (9), Problem $P_1$ can then be reformulated to Problem $P_{1-E}$ as follows

$$P_{1-E} : \arg \min_{\ell} C_U P_U(L - \ell) + \frac{\frac{TD}{C_U}}{\gamma^{U\to A} - 2\gamma^{U\to E}}$$

s.t. $\ell \geq L - \frac{TD}{C_U}$, \quad (13a)

$$\ell \leq \frac{TD}{C_E},$$

$$\ell \leq -BT\log_2\left(1 + \frac{p_{off}^{\max} \gamma^{U\to E}}{1 + p_{off}^{\max} \gamma^{U\to A}}\right), \quad (13c)$$

Here (13a), (13b) and (13c) are reformulated by taking into account (6a), (6b) and (6d), respectively, whilst (13d) is obtained by relaxing the integer programming constraint of (6d) to a continuous constraint.

2) Convexity of Problem $P_{1-E}$: Problem $P_{1-E}$ is proved to be a convex problem in the following proposition.

**Proposition 2.** Problem $P_{1-E}$ is a convex problem.

**Proof:** Denoting the first derivative of the objective function of Problem $P_{1-E}$ by $\Phi_1(\ell)$, we have

$$\Phi_1(\ell) = -C_U P_U + \frac{\ln(2)}{B}\left(\gamma^{U\to A} - \gamma^{U\to E}\right)^2 - \frac{\ell}{\gamma^{U\to A} - \gamma^{U\to E}}. \quad (14)$$

It can be readily observed that the increase of $\ell$ results in an increased $\Phi_1(\ell)$ and hence the objective function of Problem $P_{1-E}$ is a convex function. Moreover, the constraint functions of (13a), (13b), (13c) and (13d) are all of linear forms. In this way, Problem $P_{1-E}$ is shown to be a strictly convex problem. \hfill \blacksquare

B. Case 2-1: Passive Eavesdropper at a Fixed Location

1) Transformation of Problem $P_2$: Similar to the process of solving Problem $P_1$ in Section IV-A, Problem $P_{2-1}$ is herein transformed to Problem $P_{2-1-E}$ having a single variable. In short, the method is to link the SOP of (5) with the CDF of
\( h^{A\to E} \) in (3). Specifically, substituting (4) into \( S(p_O, p_J) \geq \ell/t \) in (5), we have
\[
\frac{p_O g^{U\to E}}{N_0^A + p_J \xi h^{A\to E}} \leq 2^{-\frac{\ell}{T}} \left( 1 + \frac{p_O g^{U\to A}}{N_0^A} \right) - 1, \tag{15}
\]
where \( \xi \) is known by the AP for the case of the eavesdropper at a fixed location. In order to obtain the feasible set of \( h^{A\to E} \) satisfying \( S(p_O, p_J) \geq \ell/t \), firstly the polarity of the right side of (15) has to be clarified. Particularly, under the condition of \( S(p_O, p_J) \geq \ell/t \), we have \( 1 + p_O g^{U\to A}/N_0^A \geq g^{U\to E}/Bt \) based on the observation of (4) and hence the right side of (15) is proved to be positive. Then, the range of \( h^{A\to E} \) can be obtained by reformulating (15) as
\[
h^{A\to E} \geq \frac{p_O g^{U\to E}}{\xi p_J} \left( 2^{-\frac{\ell}{T}} \left( 1 + \frac{p_O g^{U\to A}}{N_0^A} \right) - 1 \right) - \frac{N_0^E}{\xi p_J}. \tag{16}
\]
Upon denoting the right side of (16) by \( q^{A\to E} \), we have
\[
\ell/t \geq q^{A\to E} - \frac{N_0^E}{\xi p_J}.
\]

Proposition 4. (18) is strictly binding for the optimal solution to Problem \( P2-1 \), i.e.
\[
p_O(\ell) = \frac{\frac{\ell}{T} \ln(1 - \epsilon) + N_0^E}{g^{U\to A}/N_0^A - 2 - \frac{\ell}{T}} \left( 1 - \frac{\ell}{T} \right) - g^{U\to E}. \tag{22}
\]

Proof: Similar to the proof of Proposition 1.

The optimal offloading duration of \( t \) is obtained from the following theorem.

Theorem 2. Given \( \ell \) number of bits to be offloaded, the offloading duration becomes \( t = T \) for the optimal solution to Problem \( P2-1 \) for the eavesdropper at a fixed location.

Proof: Upon introducing \( \alpha = -\frac{\ell}{T} \ln(1 - \epsilon) + N_0^E \), the energy consumed by computation offloading in the presence of a passive eavesdropper at a fixed location, may be expressed with the aid of (22), as
\[
E_{\text{off}}(t) = \frac{\alpha \left[ 1 - 2^{-\frac{\ell}{T}} \right]}{g^{U\to A}/N_0^A - 2 - \frac{\ell}{T} \alpha - g^{U\to E}}. \tag{24}
\]
Then, the derivative of \( E_{\text{off}}(t) \) with respect to \( t \) can be obtained as (23), where the inequality of \( 1 - 2^{-\frac{\ell}{T}} - \ln(2) \frac{T}{BT} \leq 0 \) can be proved in the feasible set of \( \ell/Bt \in [0, +\infty) \). In this way, the energy consumption of computation offloading \( E_{\text{off}}(t) \) is monotonically decreasing along with \( t \) and hence \( t = T \) yields the optimal solution to Problem \( P2-1 \).

With the aid of Proposition 4 and Theorem 2, Problem \( P2-1 \) can be reformulated to a single-variable problem for the passive eavesdropper at a fixed location, i.e.
\[
P2-1-E : \arg \min_{\ell} C_U P_U(L - \ell)
\]
\[
+ \frac{\alpha \left[ 1 - 2^{-\frac{\ell}{T}} \right]}{g^{U\to A}/N_0^A - 2 - \frac{\ell}{T} \alpha - g^{U\to E}}.
\]
s.t. (13a), (13b), (13d)
\[
\ell \leq -BT(1 - \epsilon) \log_2 \left[ \frac{\alpha + \frac{\ell}{T} g^{U\to E}/N_0^A}{\alpha + \frac{\ell}{T} g^{U\to A}/N_0^A} \right]. \tag{25a}
\]

Herein the constraints of (7a) and (7b) in Problem \( P2 \) are transformed to (13a) and (13b), respectively. Moreover, (13d) is obtained by relaxing (7d) to a continuous constraint, whilst (7e) is rewritten as in (25a).

2) Convexity of Problem \( P2-1-E \): The convexity of Problem \( P2-1-E \) is discussed in the following proposition.

Proposition 5. Problem \( P2-1-E \) is a convex problem.

Proof: Denoting the first derivative of the objective function of Problem \( P2-1-E \) with respect to \( \ell \) by \( \Phi_2(\ell) \), we have
\[
\Phi_2(\ell) = -C_U P_U + \frac{\alpha \ln(2)}{B} - \frac{\ell}{T} \left( \frac{g^{U\to A}}{N_0^A} \alpha - g^{U\to E} \right) \left[ g^{U\to A}/N_0^A - 2 - \frac{\ell}{T} \alpha - g^{U\to E} \right]. \tag{26}
\]
It can be readily observed that the increase of \( \ell \) results in the increase of \( \Phi_2(\ell) \) and hence the objective function of Problem
\[ P_{2-1-E} \text{ is a convex function. Moreover, the constraint functions of (13a), (13b), (13d), and (25a) are all of linear form. In this way, Problem } \mathcal{P}_{2-1-E} \text{ is proved to be a strictly convex one.} \]

\[ \text{Proof: Similar to the Proof of Proposition 3, with the aid of (19) and (20), the left side of (20) can be reformulated as} \]

\[ \Pr \left( g^{\rightarrow E} \leq \frac{g^{\rightarrow E} \cdot N_0^A}{\rho_J g^{\rightarrow A}} \cdot \frac{2}{2 \pi} - \frac{N_0^E}{\rho_J} \right) < \epsilon. \]  

(31)

Rewriting (31) with the aid of the CDF function of (41) and after some further mathematical manipulations, we have

\[ g^{\rightarrow E} \cdot N_0^A \cdot 2 \frac{2}{2 \pi} - \frac{N_0^E}{\rho_J} < \theta. \]  

(32)

Then the denominator of (29) can be proved to be larger than 0 by reformulating (32) and hence Proposition 6 is proved.

\[ \text{Here } \rho_O \text{ can be expressed as a function of } \ell \text{ in the following proposition.} \]

**Proposition 7.** The optimal \( \rho_O \) approximates the minimum value obtained in (29), yielding

\[ \rho_O(\ell) \rightarrow \frac{(p_J \theta + N_0^E)}{N_0^A} \left[ 1 - 2 \cdot \frac{\beta}{2 \pi} \right], \]  

(33)

under the condition defined in Appendix A.

\[ \text{Proof: The relationship } > \text{ in (29) is asymptotically close to } \geq, \text{ under the condition defined in Appendix A. Then, the rest of the proof is similar to the proof of Proposition I.} \]

The optimal offloading duration of \( t \) is obtained by the following theorem.

**Theorem 3.** Given \( \ell \) number of bits to be offloaded, the offloading duration is \( t = T \) for the optimal solution of Problem \( \mathcal{P}_{2-2}. \)

\[ \text{Proof: Upon introducing } \beta = p_J \theta + N_0^E, \text{ this theorem can be proved by replacing } \alpha \text{ in (23) by } \beta. \]  

With the aid of Proposition 7 and Theorem 3, Problem \( \mathcal{P}_{2-2} \) can be reformulated as a single-variable problem for the case of a passive eavesdropper at a uniformly distributed location, i.e.

\[ \mathcal{P}_{2-2-E} : \arg \min_{\ell} C_U P_U(L - \ell) \]

\[ + \frac{\beta}{N_0^A} \left[ 1 - 2 \cdot \frac{\beta}{2 \pi} \right] T \]

s.t. (13a), (13b), (13d)

\[ \ell \leq -BT(1 - \epsilon) \log_{2} \left( \frac{\beta + \frac{\max \{u^{\rightarrow E}\}}{N_0^A}}{\beta + \frac{g^{\rightarrow E} \cdot N_0^A}{\rho_J}} \right). \]  

(34a)
Herein the constraints of (7a), (7b) and (7d) in Problem $P_2$ are transformed to (13a), (13b) and (13d), respectively, whilst (34a) is rewritten by (7e).

2) Convexity of Problem $P_{2-2-E}$: The convexity of Problem $P_{2-2-E}$ is discussed in the following proposition.

**Proposition 8.** Problem $P_{2-2-E}$ is a convex problem.

**Proof:** The process is similar to the proof of Proposition 5 by replacing $\alpha$ in (26) by $\beta$.

\[ \text{} \]

**D. Optimal Offloading Strategy for the Secure UMEC**

As illustrated in Section IV, Problem $P_1-1$, $P_2-1-E$ and $P_{2-2-E}$ are proved to be convex and hence there exist optimal solutions to the problems. Let us use $I = \{1, 2-1, 2-2\}$ to represent the Problems $P_1$, $P_2-1$ and $P_{2-2}$, respectively, and $i$, where $i \in I$, to represent the variable of $\bullet$ in Problem $i$.

Then, the optimal offloading strategy for the secure UMEC is formulated as follows.

- Offloading duration: According to Theorem 1, 2 and 3, the offloading duration is $t_i^{\text{opt}} = T$, where $i \in I$, for the optimal solutions;
- Offloading computational load size: let us denote the feasible set of $\ell$ by $\ell \in [\ell_{\text{min}}, \ell_{\text{max}}]$, which is determined by the constraint functions of (13a), (13b), (13c) and (13d) for Problem $P_1-E$ (13a), (13b), (25a) and (13d) for Problem $P_2-1-E$, and (13a), (13b), (34a) and (13d) for Problem $P_{2-2-E}$. Moreover, we denote the solution to $\Phi_1(\ell) = 0$ by $\ell_1^{\text{opt}}$, the solution to $\Phi_2(\ell) = 0$ by $\ell_2^{\text{opt}}$ and the solution to $\Phi_2(\ell) = 0$, where $\alpha$ is replaced by $\beta$ by $\ell_2^{\text{opt}}$, which can be obtained from (35), (36) and (36), where $\alpha$ is replaced by $\beta$, respectively. Then, the optimal offloading data volume of $t_i^{\text{opt}}$ can be obtained differently in three specific cases:
  - If $\ell_1^{\text{opt}} < \ell_{\text{min}}$, then we have $t_i^{\text{opt}} = \lfloor \ell_{\text{min}} \rfloor$, where $i \in I$;
  - If $\ell_1^{\text{opt}} \in [\ell_{\text{min}}, \ell_{\text{max}}]$, then we have $t_i^{\text{opt}} = \arg \min_{i \in I} E_{\text{total}}(p_{O}(t_i^{\text{opt}}), t_i^{\text{opt}}, T)$, where $i \in I$;
  - If $\ell_1^{\text{opt}} > \ell_{\text{max}}$, then we have $t_i^{\text{opt}} = \lceil \ell_{\text{max}} \rceil$, where $i \in I$.
- Offloading transmit power: the optimal offloading power of $p_i^{\text{opt}}$ can be obtained from (9) and (22) for $i = 1, 2-1$, respectively, while the asymptotically optimal power of $p_{O_2-2}$ is obtained from (33), by substituting the values of $p_j$, $t_i^{\text{opt}}$ and $t_i^{\text{opt}}$.

\[ \text{} \]

V. ANALYSIS OF ZERO, FULL AND PARTIAL OFFLOADING AS WELL AS OVERLOADED COMPUTATION

In Section IV, we have provided the optimal solutions to the secure computation offloading problems from a mathematical perspective with the aid of strict proofs. To further augment our understanding, additional physically tangible insights are offered in this section. Specifically, we refer to the results obtained from the optimization in Section IV-D for $\ell = 0$, $\ell = L$ and $0 < \ell < L$ as the zero, full and partial offloading, respectively. Moreover, we use the terminology of computational overload to refer to the event, when the problems formulated in Section III cannot be solved owing to the UAV’s limited hardware capability. In the following, the conditions both of selecting one of the three offloading options and of the computational overload event are explicitly detailed.

A. Zero Offloading

The zero offloading scenario requires the following necessary condition and one of the following optional conditions to be simultaneously satisfied:

- **Necessary condition:** the UAV is capable of executing all the computational tasks subject to the latency constraint, i.e. we have $C_U / D_U \leq T$, which corresponds to $\ell \geq 0$ in (13a).
- **Optional conditions:**
  - (a) the edge node is unable to carry out a bit calculation within the temporal constraint, i.e. $C_E / D_E > T$, which corresponds to $\ell < 1$ in (13b);
  - (b) the offloading is unable to transmit a bit within the maximum tolerable time interval subject to our specific security constraint, corresponding to $\ell < 1$ in (13c), (25a) and (34a);
  - (c) the edge node is capable of computing a bit and the offloading link is secure, and simultaneously the energy consumption of computing a bit at the UAV is lower than the energy cost of offloading a bit, i.e. we have:
    \[ C_U p_U \leq p_O(1) T, \]
    where $p_O(1)$ can be obtained by substituting $\ell = 1$ into (9), (22) and (33) for Problems $P_1$, $P_{2-1}$ and $P_{2-2}$, respectively. The associated reason is explained as follows. When the energy consumption of offloading a bit is lower than that of computing it locally, the UAV would definitely offload the bit to the edge node. Hence zero offloading is not a valid option in this scenario.

B. Full Offloading

The activation of full offloading requires the necessary condition and one of the optional conditions to be simultaneously accommodated as follows:

- **Necessary conditions:** the edge node is capable of completing all the computational tasks subject to the latency constraint, i.e. $C_E / D_E \leq T$, whilst $L$ bits can be transmitted to the AP within the same time interval subject to the specific security constraints, which correspond to $\ell \leq L$ in (13b) and $\ell \leq L$ in (13c), (25a) and (34a), respectively.
- **Optional conditions:**
  - (a) the UAV is incapable of computing a bit within the temporal constraint, i.e. $C_U / D_U > T$, corresponding to $\ell \geq L$ in (13a);
The occurrence of partial offloading requires the necessary condition that the joint computational ability of the UA and the edge does not meet the requirement of processing all the bits within the latency constraint, i.e. $C_U(L - \ell)/D_U \leq T$ and $C_E\ell/D_U \leq T$, for an $\ell \in (0, L]$, whilst $\ell$ bits can be offloaded subject to the security constraint. This condition corresponds to the situation, when there exists an intersection between $\{13a)\), (13b), (13d)\}$ and (13c), (25a) and (34a) for Problem $\mathcal{P}_1$, $\mathcal{P}_2-1$ and $\mathcal{P}_2-2$, respectively.

Optional conditions:
- (a) The UAV and the edge computing are incapable of completing the computational tasks satisfying the temporal constraint, respectively, i.e. we have $C_U L/D_U > T$ and $C_E L/D_E > T$, which indicates that $0 < \ell < L$ for (13a) and (13b);
- (b) The energy consumption of locally computing a bit falls in the supplementary set of (37) and (38), i.e. $p_o(1)T < C_U P_U \leq p_o(L)T - p_o(L - 1)T$, (39)

where $p_o(\cdot)$ can be obtained from (9), (22) and (33) for the Problems $\mathcal{P}_1$, $\mathcal{P}_2-1$ and $\mathcal{P}_2-2$, respectively.

D. Computational Overload

A computational overload may occur due to either of the following two conditions:
- The joint computational capability of both the UAV and the edge does not meet the requirement of computing all the bits within the latency constraint, i.e. $C_U(L - \ell)/D_U > T$ or $C_E\ell/D_U > T$, for any $\ell \in [0, L]$, which corresponds to the situation that there is no intersection between (13a) and (13b);
- The UAV is incapable of executing all the computational tasks within the temporal requirement, i.e. $C_U L/D_U > T$, whilst the offloading fails to transmit $L - TD_U/C_U$ bits within the maximum tolerable time interval subject to the security constraint, which corresponds to the situation that there is no intersection between (13a) and (13c).

VI. Numerical Results

In this section, we evaluate the performance of the proposed energy-efficient computation offloading strategy conceived for secure UMEC, by answering the following questions: 1) Which offloading option should be selected for optimal offloading? 2) What is the impact of different secrecy requirements on both the maximum number of bits that can be processed and the total energy consumption in UMEC? 3) What is the influence of the UAV’s altitude and of the eavesdropper’s location on the performance of total energy consumption and of the maximum number of bits that can be proceeded? The parameters are selected according to the existing industrial data sheets and standards. Their default values are listed in Table I.

A. Selection of Offloading Options

One of the three offloading options (i.e. zero offloading, partial offloading and full offloading) is selected for the non-overloaded computational scenarios after carrying out the proposed optimization as discussed in Section V. In this subsection, we aim for investigating the selection of these
three offloading options under various numerical relationships between the local computation and the offloading in terms of the energy consumption per bit, whilst relying on the numerical results.

Fig. 2 depicts the results of our offloading strategy proposed in Section IV for the three considered scenarios \(^3\) under various values of \(P_U\), where the total number of bits to be computed is equal to the maximum number of bits that can be processed within the maximum tolerable time interval of \(T\) at the UAV, but below that in the edge node. It can be observed that zero offloading (i.e. \(\ell = 0\)) is selected when \(P_U\) is of a small value, which corresponds to the optional condition \((b)\) of Section V-A. When \(P_U\) increases, the computational tasks start to become offloaded to the edge node (i.e. \(0 < \ell < L\), corresponding to the optional condition \((b)\) of Section V-C), until reaching full offloading (i.e. \(\ell = L\), corresponding to the condition \((b)\) of Section V-B). Numerically, the cut-off values of \(P_U\) for zero, partial and full offloading reflected from Fig. 2 are also consistent with the analysis of (37), (39) and (38) in Section V, respectively. Moreover, it can be seen that partial and full offloading occur in conjunction with a smaller value of \(P_U\) in Case 1, compared to Case 2-1 and 2-2, which is because the AP is capable of exploiting the knowledge of the channel between itself and the eavesdropper in Case 1. Furthermore, Case 2-1 has a similar advantage over Case 2-2.

\(^3\)Here \(p_J\) refers to the averaged jamming power for Case 1 while \(p_J\) refers to the constant jamming power for Case 2-1 and 2-2. In the following, we use \(p_J\) to represent both \(p_J\) and \(p_J\).
which is because the eavesdropper has a higher probability to be roaming further away from the AP under the uniform distribution of Case 2-2. Hence the received jamming power at the eavesdropper is likely to be low. In this case, it imposes a higher energy consumption per bit for offloading, whereas partial and full offloading occur only when $C_U P_O$ exceeds the above-mentioned offloading energy consumption.

Fig. 3 presents the results of our offloading strategy proposed in Section IV for the three scenarios considered under various values of $P_U$, where the total number of bits to be offloaded is beyond the maximum number of bits that can be processed in the UAV, but below the maximum processing limitation of the edge node within the interval of $T$. It can be observed that zero offloading does not occur, regardless of the value $P_U$, which corresponds to the optional condition (a) for partial offloading in Section V-C. Moreover, comparing the results in Fig. 2 to those in Fig. 3, we can see that the cut-off value of $P_U$ for full offloading increases along with the total amount of bits to be processed, which is because it requires a higher offloading energy consumption per bit to offload more bits within a certain time interval, while full loading happens only when the energy consumption per bit for local computation is higher than that for offloading.

Fig. 4 characterizes our offloading strategy for Case 2-2 for various values of $P_U$, where the jamming power of $p_j$ is set differently. It can be observed that increasing $p_j$ results in reduced cut-off values of partial and full offloading, which is because it requires lower offloading power of $p_O$ to achieve the same secrecy capacity, when a higher jamming power is invoked, hence a lower cut-off $P_U$ is obtained. This observation is consistent with the analysis of (38) and (39). Moreover, it can be seen that the difference of the cut-off values of $P_U$ for partial and full offloading between the $p_j = 3.5$ W and $p_j = 2.5$ W scenarios is much smaller than that between $p_j = 2.5$ W and $p_j = 1.5$ W, which is explained as follows. When $p_j$ is of a low value, the performance is jamming-power-limited. In other words, a slight increase on $p_j$ results in a substantial increase of the secrecy offloading capacity defined in (4). By contrast, it requires a substantial increase of $p_O$ to achieve the same secrecy offloading capacity.

B. Impact of SOP Requirements

The attainable computational performance can be characterized both by the maximum computational loads that can be processed within the affordable time interval and by the energy consumption imposed by processing a certain number of bits. These performance metrics are evaluated for our proposed offloading strategies, with a concern on the impact of secrecy capacity and of SOP.

Fig. 5 plots the maximum number of bits $L_{\text{max}}$ that can be processed, using our proposed offloading strategy for Case 1, 2-1 and 2-2 for various values of both $p_j$ and SOP requirement of $\epsilon$. Our observations are as follows. Firstly, the advantage of Case 1 over Case 2-1 and 2-2 is an explicit benefit of exploiting the knowledge of the channel between the AP and the eavesdropper, while the advantage of Case 2-1 over Case 2-2 is granted by the fact that the eavesdropper, whose location obeys uniform distribution, has a higher probability of being located more than 50 m away from the AP. Secondly, for Case 2-1 and Case 2-2, a more stringent SOP requirement results in a reduction of $L_{\text{max}}$, because $p_O^{\text{max}}$ is incapable of supporting a high secrecy capacity, whilst meeting the more stringent SOP requirement. Thirdly, the increase of jamming power results in a higher value of $L_{\text{max}}$, because a higher secrecy capacity can be achieved for a higher $p_j$, facilitating more bits to be offloaded to the edge node. Fourthly, the increase of $p_j$ is capable of drastically increasing $L_{\text{max}}$ when $p_O$ is of a small value, whereas the increase of $L_{\text{max}}$ becomes smaller when $p_j$ reaches a certain threshold value, because the performance is jamming-power-limited when $p_O$ is of a small value, whereas the performance becomes offloading-power-limited, when $p_j$ reaches a high value.
As a small proof, we require much higher offloading power for approaching the eavesdropper, hence further reduces the jamming power received at the eavesdropper. In this case, the secrecy capacity is degraded. The sharp increase of $E_{\text{tot}}$ for Case 2-1 at right of Fig. 8 is because it experiences a jamming-power-limited region when the eavesdropper is located at $d_2 = 100$ m, hence a much higher offloading power is required for processing the computational loads encountered.

VII. CONCLUSIONS

A beneficial architecture has been proposed for secure UMEC from the perspective of the PLS. We have formulated an energy-efficient computation offloading problem in the presence of both active and passive eavesdroppers. We then provided the optimal solutions to the problems formulated and analyzed the conditions of both the three offloading options and of the computational overload event from a physical perspective. The numerical results verified the accuracy of our mathematical analysis and quantified the performance of the proposed optimal offloading strategy for the secure UMEC under various scenarios considered.

APPENDIX

A. CDF Calculation of $g^{A\rightarrow E}$ when the Eavesdropper is at a Random Location

Consider that the location of the eavesdropper obeys the uniform distribution in the cell having a radius of $R$. Then the probability density function (PDF) of the distance between the AP and the eavesdropper is expressed as [48]

$$f_{d_2}(x) = \frac{2x}{R^2}, \quad 0 \leq x \leq R. \quad (40)$$
Given $g^{A \rightarrow E} = \xi h^{A \rightarrow E} = \kappa_2 g^{A \rightarrow E}$, the CDF of $g^{A \rightarrow E}$ can be obtained as

$$F_{g^{A \rightarrow E}}(z) = \int_{0}^{R} f_d(x) \left( \int_{0}^{\frac{\lambda z^{R^2}}{\kappa_2}} f_{h^{A \rightarrow E}}(y) \, dy \right) \, dx$$

$$= \int_{0}^{R} f_d(x) \left( \frac{\lambda z^{R^2}}{\kappa_2} \right) \, dx$$

$$= \int_{0}^{R} \frac{\lambda z^{R^2}}{\kappa_2} \left( 1 - e^{-\frac{\lambda z^{R^2}}{\kappa_2}} \right) \, dx$$

$$= 1 - \frac{\lambda z^{R^2}}{\kappa_2} \left( \frac{R^2}{\kappa_2} \right) \frac{\kappa_2}{\kappa_2}$$

$$> \frac{\lambda z^{R^2}}{\kappa_2} \left( \frac{2 - \frac{\lambda z^{R^2}}{\kappa_2}}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right) \left( \frac{1}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right)^2 \left( \frac{1}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right)^2$$

$$= \frac{\lambda z^{R^2}}{\kappa_2} \left( \frac{2 - \frac{\lambda z^{R^2}}{\kappa_2}}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right) \left( \frac{1}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right)^2 \left( \frac{1}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right)^2$$

$$= \frac{\lambda z^{R^2}}{\kappa_2} \left( \frac{2 - \frac{\lambda z^{R^2}}{\kappa_2}}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right) \left( \frac{1}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right)^2 \left( \frac{1}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right)^2$$

$$= \frac{\lambda z^{R^2}}{\kappa_2} \left( \frac{2 - \frac{\lambda z^{R^2}}{\kappa_2}}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right) \left( \frac{1}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right)^2 \left( \frac{1}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right)^2$$

$$= \frac{\lambda z^{R^2}}{\kappa_2} \left( \frac{2 - \frac{\lambda z^{R^2}}{\kappa_2}}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right) \left( \frac{1}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right)^2 \left( \frac{1}{2 + \frac{\lambda z^{R^2}}{\kappa_2}} \right)^2$$

where $\gamma(a, x) = \int_{0}^{x} e^{-t^a} \, dt$ corresponds to the lower incomplete gamma function [49] and the inequality approximates the equality in the case of $\frac{\lambda z^{R^2}}{\kappa_2} \leq 1$ [50].
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