Uncertainty associated with the leaching of aerosol filters for the determination of metals in aerosol particulate matter using collision/reaction cell ICP-MS detection
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**Abstract**

High quality observational data with a firm uncertainty assessment are essential for the proper validation of biogeochemical models for trace metals such as iron. Typically, concentrations of these metals are very low in oceanic waters (nM and sub nM) and ICP-MS is therefore a favoured technique for quantitative analysis. Uncertainties in the measurement step are generally well constrained, even at sub-nM concentrations. However, the measurement step is only part of the overall procedure. For the determination of trace metal solubilities from aerosols in the surface ocean, aerosol collection on a filter paper followed by the leaching procedures are likely to make a significant contribution to the overall uncertainty. This paper quantifies the uncertainties for key trace metals (cobalt, iron, lead and vanadium), together with aluminium as a reference element, for a controlled, flow through laboratory leaching procedure using filters collected from three different sampling sites (Bermuda, Heraklion, Crete and Tel-Shikmona, Israel) and water, glucuronic acid and desferrioxamine B as leachants. Relative expanded uncertainties were in the range of 12 – 29% for cobalt, 12 – 62% for iron, 13 – 45% for lead and 5 – 11% for vanadium. Fractional solubilities for iron ranged from 0.2 ± 0.1% to 16.9 ± 3.5%.

**1. Introduction**

Atmospheric deposition is an important source of soluble micronutrients to open ocean environments and data have been reported for, e.g. the North Atlantic [[1](#_ENREF_1)], the central Atlantic [[2](#_ENREF_2)], the North Pacific [[3](#_ENREF_3)] Mediterranean Sea [[4](#_ENREF_4)]. The availability of Fe (and other trace metal micronutrients) from atmospheric aerosols plays an important regulatory role in the growth, biomass and species composition of phytoplankton over large areas of the surface ocean [[5-9](#_ENREF_5)]. Therefore the fractional solubility of trace elements from aerosol particulate matter is a key parameter in many biogeochemical and climate change models [[10](#_ENREF_10)] and hence it is important that data derived from different procedures are comparable and that uncertainties are quantified.

A wide variety of leachants have been used to assess the fractional solubility, and hence potential bioavailability, of Fe and other trace elements using filter collected aerosol samples. These include high purity water (HPW), low iron seawater and aqueous solutions of ammonium acetate, sodium bicarbonate, ammonium formate and desferrioxamine B [[11](#_ENREF_11)]. In addition, the applied aerosol contact time with the leachant has been varied by the use of both batch and flow through type experiments. The use of these different methods, and associated uncertainties, for assessing the aerosol trace metal bioavailable fraction has led to data that are not necessarily comparable. Therefore, it has been recommended that aerosol solubility investigations should adopt a common and simple extraction method, such as rapid flow through exposure to HPW, to produce data sets that are comparable between research groups [[11](#_ENREF_11)].

The experiments described here followed this recommendation by using a rapid flow through leach procedure with HPW as the leachant; for comparison two further leachants, desferrioxamine B, a strong Fe binding ligand, and glucuronic acid, a weak Fe binding ligand, were also studied. Aerosol samples from three different locations (Tudor Hill, Heraklion, Crete and Tel-Shikmona, Israel), having contrasting trace metal compositions and solubilities due to varying relative anthropogenic to crustal influences, were studied. The four metals investigated were cobalt, iron, lead and vanadium (plus aluminium as a reference element) and these were chosen to represent a range of natural and anthropogenic elements for which uncertainty data for the measurement process (flow injection with solid phase preconcentration and detection by collision/reaction cell quadrupole ICP-MS) have already been reported [[12](#_ENREF_12)].

**2. Experimental**

**2.1 Sample collection**

Three different aerosol samples were selected for use in this study. These samples were collected from site A (Tudor Hill, Bermuda; 194 hour collection period); site B (Heraklion, Crete; 24 h collection period); and site C (Tel-Shikmona, Israel; 24 h collection period). Each aerosol sample was collected onto a Whatman 41 cellulose filter (20 x 25 cm) fitted to a high volume sampler. Prior to deployment, all filters were placed in an “in house” designed, pre-cleaned holding tray made from high density polyethylene onto which acid washed polypropylene meshes were glued with epoxy resin. Each filter was placed in a separate layer of the holding tray using acid washed plastic tweezers and then soaked in 0.6 M hydrochloric acid (Analytical reagent grade, Fisher Scientific) for 1 h and then in 0.1 M hydrochloric acid (Trace analysis grade, Fisher Scientific) for 1 h. Between each acid bath soak, filters were rinsed with a copious volume of HPW, soaked for 15 min in a UHP de-ionised water bath and then given a final HPW rinse. The filters were then left to dry overnight and placed in re-sealable plastic and transported to the sampling sites unfrozen. All collected aerosol samples were stored frozen until use. Further information of the adopted sampling protocols is provided [[4](#_ENREF_4), [13](#_ENREF_13)]. The entire filter paper from site A was available for this work whereas only a quarter of one filter was available from sites B and C.

**2.2 Reagents**

Concentrated hydrochloric acid (HCl), SpA grade, concentrated hydrofluoric acid (HF) and concentrated nitric acid (HNO3), both UpA grade, were purchased from Romil (Cambridge, UK). Desferrioxamine B (DFB) and glucuronic acid (GLA) were purchased from Sigma Aldrich (Gillingham, Dorset, UK). All high purity water (HPW), 18.2 MΩ cm, was drawn from a Milli-Q system (Millipore, Watford, UK). Individual 10000 mg L-1 elemental standards were purchased from Thermo Fisher Scientific (Loughborough, UK). All weighing was performed using an analytical balance (OH1602/C, Ohaus, Thetford, UK). The accuracy of the balance was checked daily before use using F1 Class certified weights (KERN, Albstadt, Germany). All pipettes used were calibrated daily before use. All facilities were managed under ISO 9001:2008 certification. To ensure low blank Fe concentrations all sample and reagent handling was undertaken in an ISO 14644-1 Class 5 laminar flow hood. Reagent and sample containers were made of low density polyethylene (LDPE; Nalgene, Thermo Fisher Scientific, UK) and were cleaned using established cleaning protocols for trace metals. Containers were immersed in ~ 1.1 M trace metal grade HCl (Fisher Scientific) for at least fourteen days. Subsequently, the containers were rinsed in copious amounts of HPW, filled with 0.01 M HCl and stored in double re-sealable plastic bags until use.

**2.3 The flow through filtration procedure**

The experimental design for the leaching and total digestion of aerosol filter sub-samples is shown in Table 1 and a schematic diagram of the flow through filtration experiments is shown in Fig. 1. A dual vacuum filtration unit (Savillex, QMX Laboratories, UK), fitted with a 0.2 µm pore size polycarbonate filters (Whatman Track Etched, Thermo Fisher Scientific, Loughborough, UK) to retain particulates. The pre-cleaned polycarbonate filters were stored in 1 M HCl. Fresh filters were fitted before each leach procedure and the dual filter unit washed with 250 ml of HPW before use. Subsequently, each 20 mm diameter aerosol filter sub-sample was placed in the filter unit and leached with 100 mL of the appropriate leachant. The leachate was directly collected into a 125 mL LDPE bottle. This procedure was repeated a further three times, giving four flow through leach samples for aerosol sub-sample. This was followed by removal of the aerosol filter sub-sample to a separate 125 mL LDPE bottle containing 100 mL of leachate, which was left to stand for 24 h. After this time period the leachate was separated from the aerosol filter sub-sample by vacuum filtration. All leachates were acidified with concentrated HNO3 to a final concentration of 2% v/v immediately after collection. Ten sub-samples were taken at random from the Tudor Hill aerosol sample for leaches using HPW, DFB (20 nM) and GLA (1 μM). For the Heraklion and Tel-Shikmona aerosols only five sub-samples were taken due to the smaller amount of filter available although this did result in a doubling of the filter punch sampling density. Twenty samples were also taken from an unexposed W41 filter to give ten full procedural blanks for both the HPW and DFB leachants. Sampling blank filters (collected at each of the three sites) were also analysed to take into account any differences in potential contamination of the filter samples as a result of the sampling procedures adopted at the different locations.

**2.4 Total digestion of aerosol filter samples**

To determine the total amount of material contained on a filter sub-sample, ten sub-samples of the Tudor Hill aerosol and ten samples from an unexposed W41 filter were subjected to a heated, pressurised HF/HNO3 digestion procedure [[11](#_ENREF_11), [13](#_ENREF_13)]. Total digestion of Heraklion and Tel-Shikmona samples were carried out as described in [[4](#_ENREF_4)].

**2.5 Elemental determinations**

An X Series 2 ICP-MS instrument (Thermo Scientific, Hemel Hempstead, UK) was used for all elemental determinations in the leachate and total digest samples. Due to the low signals expected for each analyte the instrument was configured and tuned for maximum stability. A micromist nebuliser (Glass Expansion, Melbourne, Australia), in natural aspiration mode, and a PC3 cyclonic spray chamber (Elemental Scientific, Omaha, USA) cooled to 5 °C were used to increase signal stability. Before each analytical session the instrument was tuned in standard mode, using a 10 µg L-1 solution of Ba, Ce, Co, Li, In and U, and the performance checked to ensure that it was operating to the manufacturer’s specifications. The most abundant masses were used for all elements except for Pb, for which 206Pb was used to avoid the potential for detector overload. Subsequently, to minimise the effect of polyatomic interferences, particularly the 40Ar160 signal which is a polyatomic interferent for Fe, the instrument was tuned and operated in collision/reaction cell mode, with a cell gas of 7% H in He flowing at 3.6 mL min-1, to give a 140Ce160:140Ce ratio of ≤ 0.07%. The dwell time per isotope was set to 200 ms to ensure high precision measurements. Data acquisition was by the PlasmaLab software of the ICP-MS instrument and the raw data exported to allow further off-line processing. Rhodium, indium and iridium were added to all calibration standards and samples, to a final concentration of 20 µg L-1, as internal standards to monitor and account for any instrumental drift. Multi-element calibration standards were prepared to produce six point calibration curves.

**2.6Measurement uncertainty**

All uncertainty estimates were made by combining individual standard uncertainties using the numerical differentiation method of Kragten [[14](#_ENREF_14)]. The equation used to calculate the analyte concentration in each leachate sample was used as the model for these calculations and is shown in Equation 1.

CS = (IS – IB)/M Equation 1

where CS is the analyte concentration in the sample, IS is the signal of the analyte; IB is the signal procedural blank and M is the slope of the calibration curve. The standard uncertainty for IS was calculated as the precision of three instrumental replicate measurements. The standard uncertainty for IB was calculated from the standard deviation of the signal obtained for the procedural blanks (*n* = 10). The uncertainty of the slope of the calibration curve was calculated using regression statistics [[15](#_ENREF_15)]. Finally, the mass of metal released during each individual leach procedure was obtained by multiplying the found CS value by the leachate volume after acidification, *n* = 10 for leaches involving the Tudor Hill sample and *n* = 5 for leaches of the Heraklion and Tel-Shikmona samples.

The uncertainty estimate for *n* procedural replicates was calculated by combining the between replicate (ubetween) and within replicate (uwithin) standard uncertainties according to error propagation laws [[16](#_ENREF_16)] to give the standard uncertainty (u) of the mass of metal solubilised by each leach procedure. Subsequently, this combined standard uncertainty was multiplied by a coverage factor, k, of 2, which approximates to the 95% confidence interval, to give the expanded uncertainty (U), from which the relative expanded uncertainty (U\_rel) could also be calculated. For each leach procedure used, ubetween, which could also be termed repeatability, was taken as the standard deviation of the mean of the amount of metal solubilised, whilst uwithin was estimated by taking the mean of the standard uncertainties estimated for each replicate [[17](#_ENREF_17)]. Thus, the sources of uncertainty arising from both the between leach variability and from each of the parameters in Equation 1 were accounted for.

**3 Results and Discussion**

**3.1 Analytical figures of merit for the elements studied**

The rationale for selecting the four elements studied, namely Co, Fe, Pb and V, is that they represent a cross section of essential and anthropogenic elements for which the uncertainties associated with their measurement by collision cell - quadrupole ICP-MS (the detection method used in this work) have already been reported [[12](#_ENREF_12)]. Aluminium was also determined as a reference element. The limits of quantitation for each element, with each of the three leachants, are shown in Table 2. All sample data reported below have been blank subtracted. Accuracy of the prepared calibration standards was determined by analysis of an in-house, multi-element check standard solution prepared from different stock solutions to those used to prepare the calibration standards and the results (Table 3a) show that recoveries were in the range 96 – 101% for the four elements of interest and aluminium. Recovery data for the HF/HNO3 digestion procedure were determined using NIST 2711a Montana Soil certified reference material and the results (Table 3b) show that recoveries were in the range 95 – 110% for the four elements of interest and aluminium. The use of a collision/reaction cell is effective for removing polyatomic interferences but does lead to suppression of the analytical signal. This could impact on the uncertainties for filters with low dust loadings and the % suppression for the four elements of interest are therefore presented in Table 3c.

**3.2 Amounts of each element leached and their associated uncertainties**

The results for the absolute amounts of each element leached and their associated expanded uncertainties are presented in Table 4. The most comprehensive study was for the Tudor Hill, Bermuda aerosol sample. This sample was collected during a time period when the prevailing wind was from West Africa. The aim was to collect a Saharan dust sample which would subsequently have been weathered by marine processes as it was transported across the Atlantic Ocean. The amount of Fe solubilised increased as the ligand binding constant increased, giving 165, 249 and 287 ng for HPW, GLA and DFB respectively, although the latter two values are not statistically different within the uncertainty estimates shown in Table 4 which were all of similar magnitude (12-15%) This compares favourably with other studies, which used the same ligands but in a seawater matrix, where the variability was reported to be as high as 50% for one standard deviation [[18](#_ENREF_18)]. For each of the other three metals discussed, there was no significant statistical difference (95% confidence interval) between the amount of metal leached and the leach solution composition Co (~1.2 ng), Pb (~2.1 ng) and V (~ 13 ng). However, the relative expanded uncertainties were greater for Co and Pb (an average of 23 and 18 % respectively) than for Fe whilst those estimated for V (11% relative) were of a similar magnitude to those obtained for Fe. In all cases the major uncertainty contribution was from the filter replicates (ubetween), which contributed > 90 %, with <10 % being due to the uncertainty associated with each individual measurement of Cs (Uwithin).

For the aerosol samplesHeraklion CR 12 and Tel-Shikmona, IS 524 it was apparent that the amount of Fe solubilised was higher than those observed for aerosol samples Heraklion, CR 13 and Tel-Shikmona IS 525. Back trajectories showed that CR12 originated from a more northerly direction, i.e. a European source presumably dominated by anthropogenic material, whilst CR13 originated from a more southerly direction with an enhanced crustal influence. The Tel-Shikmona samples were of mixed origin.

The contrasting amount of Fe solubilised from filter paper portions will be influenced by the solubility of the aerosol Fe and the total aerosol loadings. It is now accepted that the soluble fraction in an aerosol population will increase as the proportion of the aerosol Fe derived from anthropogenic sources in comparison to natural lithogenic sources increases [[18](#_ENREF_18), [19](#_ENREF_19)]. The amounts of Fe solubilised with a HPW leach were 400 and 3,600% higher for the anthropogenically sourced samples for the Heraklion and Tel-Shikmona sites respectively. Cobalt showed an increase of 370% for both sampling sites. The magnitude of U\_rel was highly variable for the leaches of these samples. For V, U\_rel was ≤10% whilst for the other metals it ranged from 12 – 29% for Co, 19 – 62 for Fe and 13 – 45% for Pb. Again the major uncertainty contribution was from ubetween, which contributed > 85 %, with <15 % from uwithin.

The data from leach experiments is principally used to determine the fractional solubility of trace elements from dust dissolution in the surface ocean. The fractional solubility is defined as the ratio of the amount of an element released from a filter sub-sample during a leach procedure relative to the amount determined from a total digestion of another filter sub-sample of the same area. The ratios for Site A (Tudor Hill) can be calculated from the data presented in Table 4 and show that there was little difference between the fractional solubility with a water leach (2.5 ± 0.4%) compared with a GLA leach (3.8 ± 0.5%) or a DFB leach (4.3 ± 0.6%). The uncertainties associated with these fractional solubilities were calculated using the standard approach for the propagation of errors [[15](#_ENREF_15)]. The loading on the filter may impact on the overall uncertainty due to either the lower concentrations leached and/or differences in homogeneity. Whilst the loadings on the filters used here (Whatman 41 cellulose filters) cannot be determined directly due to their physical characteristics, they can be inferred from aluminium data (assuming the dust source is predominantly crustal). To allow for comparison of the results for the samples used here the absolute aluminium concentrations in 20 mm diameter sub-samples digested with HF/HNO3 were 11280 ng (Tudor Hill), 1270 ng (Heraklion CR12), 2840 ng (Heraklion CR13), 3130 ng (Tel-Shikmona 524) and 1280 ng (Tel-Shikmona 525). When these data are converted to ng/m3 of air sampled the aluminium concentrations for each sample were 168 ng/m3  (Tudor Hill), 145 ng/m3  (Heraklion CR12), 311 ng/m3  (Heraklion CR13), 787 ng/m3  (Tel-Shikmona 524) and 331 ng/m3  (Tel-Shikmona 525).

**3.3 Factors contributing to the combined expanded uncertainties**

There are a number of possible reasons, or combinations thereof, for the relatively high uncertainties estimated during this study for some sample types and/or leachants. The first cause could be that not all of the soluble material was leached during the flow through part of the procedure, i.e. leaches 1 – 4. However, for Fe, all of the readily soluble material was released from the particulate phase during the first leach with HPW, with a smaller amount released during the 24 h leach as shown in Table5. Conversely, for the leaches using GLA and DFB, Fe was solubilised during all four flow through leaches and also during the 24 hour leach. The relative uncertainty estimate for each of these three leachants was very similar, 15, 12 and 13% for HPW, GLA and DFB respectively, which, combined with the different dissolution profiles for Fe, suggests that the leaching procedure was consistent and not a major source of the variability observed. The second cause could be due to the very low masses of metals, and hence concentrations in the leach solutions, solubilised. The cobalt data provides evidence against this hypothesis. With count rates as low as 4 per second (sample IS 525) for leaches, which was 10 times the blank signal, uwithin, the internal precision, was typically <5% relative and hence a minor contributor to the overall uncertainty estimate. Indeed, data for two of the Mediterranean samples, CR 13 and IS 524, exhibited very acceptable expanded uncertainties, especially for sub-nanogram quantities of material.

The final factor that could influence the estimated uncertainties is sample homogeneity. As noted, ubetween was the major contributor to all the uncertainty estimates. This suggests that the aerosol particulates were not evenly deposited across the filter paper during collection. The HF/HNO3 digests, which solubilised all the material contained on a filter sub-sample, gave relative expanded uncertainties of 7.1, 4.4, 5.7 and 5.6% for Co, Fe, Pb and V respectively. Data of this precision strongly indicates that the aerosol sample is homogenously distributed over a filter paper. Therefore, the conclusion is that the proportion of readily soluble material is less homogenously distributed over the filter paper. Anthropogenically produced particles are typically smaller in size than lithogenic particles, < 0.5 and 4 – 10 µm respectively, and it has been postulated that this size difference could result in a greater heterogeneity for anthropogenic particles collected using commonly deployed high volume air samplers. Due to the low particulate mass contained on an exposed filter, approximately 2 mg per 20 mm diameter subsample, it has not been possible to determine the particle size distribution and provide further evidence of particulate heterogeneity.

**4. Conclusions**

Aerosol dust samples from different sources have been subjected to different leach procedures under tightly controlled experimental conditions. The data realised has shown that the trace metals under study are more readily solubilised from aerosols with a greater relative influence of anthropogenic sources than lithogenic sources. Furthermore, it has also been demonstrated that a greater proportion of Fe is solubilised when weak (GLA) and strong (DFB) Fe binding ligand based leachants are used compared with HPW alone. Whilst the actual amount of Co, Fe, Pb and V solubilised varied with the sample type and leachant used, the combined expanded uncertainty was reasonably constant for each element. The major uncertainty contribution, >85%, in each case arose from the standard deviation of the amount of metal released by either ten or five full procedural replicates. This suggests that the soluble fractions, of Co, Fe, Pb and V are not homogenously distributed on a collected aerosol sample. This finding has implications for studies that use only a small portion of an aerosol filter for dissolution work. The relative expanded uncertainty for the total amount of each metal contained on a filter paper was 7% or better. Therefore, for partial aerosol dissolution (i.e. leaching) studies, it is recommended that sufficient replication is undertaken to achieve a similar expanded uncertainty. This was the case for V in this work, and also for some of the data for Co, Fe, and Pb. Given the very small amounts of analyte being determined, which requires stringent blank control, and the fact that measurements are approaching absolute detection limits for a wide variety of instrumentation, it should be stated that a relative expanded uncertainty of 10 – 15% for partial dissolution studies is acceptable. Further studies would be required to assess the uncertainties for filters with very low loadings, e.g. from less dusty regions of the open ocean and from short sampling times. A more systematic assessment of the influence of the relative proportions of anthropogenic and crustal material on the overall uncertainty would also be informative.
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Table 1. Experimental design for the leaching and total digestion of 20 mm diameter aerosol filter sub-samples punched from Whatman 41 20 x 25 cm cellulose filters.

|  |  |  |  |
| --- | --- | --- | --- |
| Site | Site A (Tudor Hill, Bermuda; 194 h collection period | Site B (Heraklion; 24 h collection) | Site C (Tel-Shikmona; 24 h collection) |
| Matrix | Site A sub-sample | Site A sub-sample | Site A sub-sample | Site A sub-sample | Site B sub-sample | Site C sub-sample |
| Leachant | H2O | Desferrioxamine B (DFB) | Glucuronic acid (GLA) |  | H2O | H2O |
| Digestant |  |  |  | HF/HNO3 |  |  |
| Number of sub-samples | 10 | 10 | 10 | 10 | 5 | 5 |
| Number of filter blanks | 10 | 10 |  | 10 |  |  |

Table 2. Limits of quantitation (defined as the blank signal + 10 x the standard deviation of the blank signal) for the elements studied with each of the three leachants used. Data are calculated from the mean and s.d. of 10 full procedural blanks for each leach/digest procedure. Blanks are in absolute amounts for a non-acid washed filter taken from box of filters at the University of Plymouth.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Leachant | Co | Fe | Pb | V | Al |
|  | pg | ng | pg | pg | ng |
|  |  |  |  |  |  |
| H2O | 42 | 34 | 221 | 156 | 55 |
| GLA/DFB | 24 | 14 | 299 | 61 | 129 |
| HF/HNO3 digests | 5 | 103 | 44 | 10 | 174 |

Table 3. (a) ICP-MS results for an in-house dissolved element reference standard containing Co, Fe, Pb, V and Al. All standards were prepared by gravimetry. (b) Recovery data for Co, Fe, Pb, V and Al from a HF/HNO3 digestion of NIST 2711a Montana Soil certified reference material. (c) Suppression of the ICP-MS signals (counts per second) for the four elements of interests when using He to remove polyatomic interferences.

(a)

|  |  |  |  |
| --- | --- | --- | --- |
| Element | Check standard | Found | Recovery |
|  | ng/g | ng/g | % |
|  |  |  |  |
| Co | 0.239 | 0.240 | 101 |
| Fe | 50.0 | 48.2 | 96 |
| Pb | 0.239 | 0.232 | 97 |
| V | 0.239 | 0.240 | 101 |
| Al | 100.000 | 100 | 100 |
|  |  |  |  |

(b)

|  |  |  |  |
| --- | --- | --- | --- |
|  | Experimental values | Certified values | Recovery |
|  |  |  |  |
| Element | Mean  | 2 x SD  | RSD | Mean mg/kg | U  |  |
|  | mg/kg | mg/kg | % |  | mg/kg | % |
|  |  |  |  |  |  |  |
| Co | 10.1 | 1.3 | 3.3 | 9.89 | 0.18 | 103 |
| Fe | 26777 | 1917 | 1.8 | 28200 | 400 | 95 |
| Pb | 1542 | 181 | 2.9 | 1400 | 10 | 110 |
| V | 84.9 | 6.3 | 1.8 | 80.7 | 5.7 | 105 |
| Al | 65817 | 2698 | 2.0 | 67200 | 600 | 98 |

(c)

|  |  |  |  |
| --- | --- | --- | --- |
| Element | Standard mode | Collision/reaction cell mode | Suppression |
|  | cps | cps | % |
|  |  |  |  |
| Co | 2300000 | 900000 | 61 |
| Fe | 300000 | 33000 | 89 |
| Pb | 900000 | 870000 | 3 |
| V | 3200000 | 480000 | 85 |

Table 4. The absolute amounts of Co, Fe, Pb, V and Al released from aerosol samples during various leach procedures. U = Expanded uncertainty (k = 2), U\_rel = relative expanded uncertainty. Results for the total digestion of Site A aerosol samples are also shown.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Sample | Leachant | Co | U | U\_rel | Fe | U | U\_rel | Pb | U | U\_rel | V | U | U\_rel | Al | U | U\_rel |
|  |  | ng | ng | % | ng | ng | % | ng | ng | % | ng | ng | % | ng | ng | % |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Site A (Tudor Hill) | H2O | 1.12 | 0.32 | 28 | 165 | 25 | 15 | 2.72 | 0.52 | 19 | 12.9 | 1.4 | 10 | 245 | 67 | 27 |
| Site A (Tudor Hill) | GLA | 1.26 | 0.28 | 22 | 249 | 30 | 12 | 1.91 | 0.26 | 13 | 15.5 | 1.7 | 11 | 392 | 75 | 19 |
| Site A (Tudor Hill) | DFB | 1.20 | 0.23 | 19 | 287 | 36 | 13 | 2.67 | 0.62 | 23 | 14.5 | 1.6 | 11 | 467 | 218 | 47 |
| Site B (Heraklion CR 12) | H2O | 1.80 | 0.29 | 16 | 60.4 | 11.6 | 19 | 31.8 | 14.2 | 45 | 39.3 | 2.7 | 6.9 | 247 | 88 | 26 |
| Site B (Heraklion CR 13) | H2O | 0.488 | 0.071 | 14 | 14.6 | 6.4 | 44 | 7.06 | 0.91 | 13 | 27.3 | 2.7 | 10 |  |  |  |
| Site C (Tel-Shikmona IS 524) | H2O | 0.736 | 0.086 | 12 | 1115 | 225 | 20 | 5.26 | 0.99 | 19 | 13.0 | 0.70 | 5.4 | 2710 | 616 | 23 |
| Site C (Tel-Shikmona IS 525) | H2O | 0.203 | 0.058 | 29 | 31.0 | 19 | 62 | 6.46 | 2.5 | 38 | 5.89 | 0.43 | 7.2 |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Site A (Tudor Hill) HF/HNO3 Digestion | 2.38 | 0.17 | 7 | 6600 | 292 | 4 | 8.04 | 0.46 | 6 | 30.1 | 1.70 | 6 | 11283 | 515 | 5 |

Table 5. The amount of Fe and V released from aerosol samples during each leach for Site A samples. U = Expanded uncertainty (k = 2), U\_rel = relative expanded uncertainty.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Leachant |  | Co | U | U\_rel | Fe | U | U\_rel | Pb | U | U\_rel | V | U | U\_rel | Al | U | U\_rel |
|  |  | ng | ng | % | ng | ng | % | ng | ng | % | ng | ng | % | ng | ng | % |
| H2O | 1st leach | 1.12 | 0.32 |  | 132 | 24.6 |  | 2.72 | 0.52 |  | 8.49 | 1.20 |  | 245 | 134 |  |
| H2O | 2nd leach | <LOQ |  |  | <LOQ |  |  | <LOQ |  |  | 1.76 | 0.60 |  | <LOQ |  |  |
| H2O | 3rd leach | <LOQ |  |  | <LOQ |  |  | <LOQ |  |  | 0.56 | 0.04 |  | <LOQ |  |  |
| H2O | 4th leach | <LOQ |  |  | <LOQ |  |  | <LOQ |  |  | 0.32 | 0.02 |  | <LOQ |  |  |
| H2O | 5th leach | <LOQ |  |  | 32.6 | 5.4 |  | <LOQ |  |  | 1.81 | 0.22 |  | <LOQ |  |  |
| H2O | Total | 1.12 |  | 28 | 164.6 |  | 15 | 2.72 |  | 19 | 12.9 |  | 10 | 245 |  | 27 |
| DFB | 1st leach | 1.20 | 0.24 |  | 124 | 19.6 |  | 2.67 | 0.62 |  | 8.95 | 1.10 |  | 467 | 436 |  |
| DFB | 2nd leach | <LOQ |  |  | 29.9 | 13.4 |  | <LOQ |  |  | 1.69 | 1.00 |  | <LOQ |  |  |
| DFB | 3rd leach | <LOQ |  |  | 17.6 | 1.6 |  | <LOQ |  |  | 0.84 | 0.38 |  | <LOQ |  |  |
| DFB | 4th leach | <LOQ |  |  | 44.7 | 26.2 |  | <LOQ |  |  | 0.58 | 0.20 |  | <LOQ |  |  |
| DFB | 5th leach | <LOQ |  |  | 71.1 | 7.6 |  | <LOQ |  |  | 2.43 | 0.34 |  | <LOQ |  |  |
| DFB | Total | 1.20 |  | 19 | 287.1 |  | 13 | 2.67 |  | 23 | 14.5 |  | 11 | 467 |  | 47 |
| GLA | 1st leach | 1.26 | 0.28 |  | 144 | 22.2 |  | 1.91 | 0.26 |  | 9.30 | 1.38 |  | 392 | 150 |  |
| GLA | 2nd leach | <LOQ |  |  | 26.7 | 12.0 |  | <LOQ |  |  | 1.96 | 0.86 |  | <LOQ |  |  |
| GLA | 3rd leach | <LOQ |  |  | 13.4 | 1.8 |  | <LOQ |  |  | 1.02 | 0.44 |  | <LOQ |  |  |
| GLA | 4th leach | <LOQ |  |  | 20.5 | 10.0 |  | <LOQ |  |  | 0.59 | 0.10 |  | <LOQ |  |  |
| GLA | 5th leach | <LOQ |  |  | 44.5 | 13.6 |  | <LOQ |  |  | 2.62 | 0.28 |  | <LOQ |  |  |
| GLA | Total | 1.26 |  | 22 | 248.7 |  | 12 | 1.91 |  | 13 | 15.5 |  | 11 | 392 |  | 19 |

Figure caption

Schematic diagram of the procedure for the flow through filtration experiments.

