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Abstract—Panoramic video with its flawless immersive tele-presence is considered to be the near-future video format of choice, since it is capable of projecting a 360 degree coverage of the designated scenes. However, viewers may focus their specific attention on perfectly lip-synchronized video as part of the panoramic video scene, hence only have a peripheral vision of the remaining parts of a frame. Therefore, it is intuitive to allocate stronger protection to the panoramic video region of interest. As a solution, we propose Region Of Interest Aware Unequal Error Protection (ROI-UEP) for wireless transmission of high efficiency video code (HEVC) sequences. Specifically, the ROI of a panoramic frame may be deemed to be within the 120° angular range of the viewing center, which can be estimated from the viewing trajectory of a head mounted display. Then, the most appropriate unequal forward error correction (FEC) coding rates will be found for the ROI signals by minimizing the expected video distortion. Moreover, the so-called weighted peak signal-to-noise ratio (WPSNR) is proposed for evaluating the quality of the reconstructed panoramic video, where the weights of pixels are taken into account for calculating the distortion caused by the related pixels. Our simulation results show that the ROI based equal error protection (ROI-EPP) scheme substantially outperforms the EEP by a WPSNR of more than 10 dB, while the ROI-UEP scheme further improves its ROI-EPP counterpart by a WPSNR of 9.4 dB at a channel $E_b/N_0$ of 6 dB.

I. INTRODUCTION

A. Panoramic Video

Panoramic video with its flawless immersive tele-presence is considered to be the near-future video format of choice, since it is capable of projecting a 360 degree coverage of the designated scenes as exemplified in Fig. 1. In [3], Schreer et al. reviewed the technical details of ultrahigh-resolution panoramic video production. A field-programmable gate array (FPGA) based panoramic video generation system was developed by Xu et al. [4]. Fu et al. [5] proposed a mapping scheme representing panoramic video for the sake of improving the visual quality, stability and compression efficiency. Alfacer et al. [6] characterized a personalized transmission scheme, where the quality is controlled in spherical regions depending on their specific likelihood to be viewed during a live user interaction. The so-called Cube2Video was proposed by Zhao et al. [7] for navigating between cubic domains in a video-viewing mode, which eliminates the discontinuities between cube faces. In [8], tiling was applied by Gaddam et al. in a real-time interactive panoramic video system, which progressively increases the quality toward the point of specific region of viewer-focus, while managing to reduce the bandwidth requirement at the cost of a slight quality of experience (QoE) reduction compared to a full-resolution panoramic system.

To meet the requirements of lower latency and massive data transmission both in augmented reality (AR) and virtual reality (VR) applications, a software-defined networking architecture is proposed for 5G small cell networks in [9]. In [10], the principle of scalable video coding (SVC) [11] is applied to full-panoramic video coding for the sake of reducing the required bandwidth, while a two-stage cooperative VR transmission scheme is analyzed in [12].

B. Unequal Error Protection

It is intuitive to differently protect the video bits having different importance for the sake of improved error-resilience.
Explicitly, unequal error protection (UEP) was first proposed by Masnick and Wolf [13], where a stronger forward error correction (FEC) was allocated to the more important bits than to the less important bits. Four categories of UEP techniques were reviewed in [14], namely UEP based transceivers schemes [15], packet-level FEC arrangements [16], bit-level FEC schemes [17], [18] and cross-layer operation aided solutions [12]. Here we focus our attention on the family of bit-level FEC schemes.

Marcx and Farah [20] minimized the video distortion by non-uniformly allocating the redundancy imposed by a turbo code among successive video frames, which were encoded by the H.263 video codec. UEP assisted Low-density parity-check (LDPC) coded schemes were investigated in [21]. UEP based data-partitioned H.264/AVC video streaming using recursive systematic convolutional (RSC) codes was investigated in [23], while UEP aided turbo coded modulation [24] was evaluated in [25]. Chang et al. [26] considered both the unequal importance of successive video-frames in a group of pictures (GOP) and the unequal significance of the diverse macroblocks (MBs) within a video frame. However, only three protection classes were employed in [26], which limits the attainable performance. Motivated by the fact that the side information (SI) values within different positions of the Wyner-Ziv (WZ) frames may have different error probability, Micalef et al. [27] non-uniformly allocated the FEC redundancy to these SI values for the sake of reducing the required bitrate in the context of distributed video coding (DVC) [28]. The authors of [29] applied UEP on the wireless communications of the future holographic image.

The authors of [14], [30] proposed the so-called bit-level inter-layer FEC (IL-FEC) [17] for layered wireless video relying on soft-decoded FEC, where the systematic bits of the base layer (BL) are implanted into the enhancement layers (ELs) at the transmitter. At the receiver, the implanted bits of the BL may be beneficially exploited for improving the error-resilience of the BL. In the above-mentioned IL-FEC technique of [17], the UEP philosophy was also investigated for the sake of further improving the system performance. In [18], the authors developed an algorithm for finding the optimized coding rates "on-the-fly", which optimized the IL-FEC coded system’s performance. Stereoscopic video relying on the depth-map format was investigated in [31] for communication over noisy channels, where different FEC coding rates were applied both to the color and to the depth quantization parameters. The so-called power-based layer-division multiplexing scheme was studied in [32] as a means of providing UEP in digital terrestrial television (DTT) systems by adopting an information-theoretic approach. A cross-layer operation aided UEP scheme was conceived in [33] for low-complexity handheld devices. Song et al. [34] investigated various multilayer video representations, such as scalable videos as well as simulcast streaming, and proposed an UEP scheme for striking an improved tradeoff between the video storage and post-enhancement cost.

Recently, Zheng et al. [35] described a database containing video assessment scores of 70 traditional video test sequences, which are corrupted when transmitted over a wireless third generation (3G) long term evolution (LTE) network simulator. Since there is paucity of literature on panoramic video communications, we consider the scenario of transmitting panoramic video over wireless channels. We are motivated by the fact that panoramic video viewers tend to be more interested in certain parts of the panoramic frame [8] at a specific instant. Hence it is intuitive to only refresh and protect that particular part of the panoramic video frame, which is located in the region of interest (ROI) [25]. Moreover, different video signals within the ROI may also have different importance, hence UEP should be employed for the sake of improving the performance. In this treatise, for each panoramic frame, we propose ROI aware UEP (ROI-UEP) for wireless transmission of high efficiency video coded (HEVC) streaming. Specifically, each panoramic frame is divided into multiple blocks, which may have unequal importance depending on the viewers’ viewing direction. We design our objective function (OF) by carefully considering these blocks’ importance, their impact on the video distortion and their packet loss ratio. This OF aims for maximizing the weighted peak signal-to-noise ratio (WPSNR) of the viewers’ ROI signals. By optimizing this OF relying on both the Lagrange Multiplier and Newton’s down-hill method, a specific set of blocks with specific FEC coding rates may be selected and transmitted for minimizing the expected video distortion. The rationale and novelty of this paper is summarized as follows.

1) We conceive an efficient wireless panoramic video streaming scheme.
2) The weights of panoramic pixels were calculated as the basis of UEP, where the panoramic video is expressed in planar format.
3) The OF is designed by considering both the weights of panoramic pixels and the related distortion under the constraint of a specific overall coding rate.
4) The WPSNR metric is developed for the sake of characterizing the panoramic video quality.
5) The OF is minimized with the aid of the Lagrange Multiplier combined with Newton’s down-hill method for finding the most appropriate set of coding rates for the sake of improving the WPSNR.
6) The ROI-EEP scheme outperforms the conventional EEP arrangement by a channel SNR of 5 dB, while ROI-UEP is capable of further improving the ROI-EEP by a WPSNR of 9.4 dB.

The structure of this paper is detailed below. Specifically, the equi-rectangular projection concept is briefly introduced in Section I. Section II details our system architecture, followed by optimizing the coding rates of ROI-UEP in Section IV. Section V characterizes the performance of our proposed scheme, where a RSC codec is employed for encoding the RaceVR panoramic video sequence. Finally, the paper is concluded in Section VI.

II. EQUI-RECTANGULAR PROJECTION

A number of techniques may be utilized for creating panoramic video for sequences recorded by multiple traditional two-dimensional cameras [1], [3]. A spherical
panoramic frame is displayed in Fig. 1a while its planar panoramic counterpart is shown in Fig. 1b. Let us now briefly introduce the equi-rectangular projection (ERP) [1], [2], namely the geographic projection.

![Figure 2: Sphere and the corresponding planar coordinate.](image)

### A. Transforming spherical coordinates into planar coordinates

We assume that point $A$ of Fig. 2a is an arbitrary point on the sphere, where the $\alpha_o (-\pi \leq \alpha_o \leq \pi)$ and $\alpha_a \left(-\frac{\pi}{2} \leq \alpha_a \leq \frac{\pi}{2}\right)$ are the longitude and latitude of $A$ with coordinates $(x_A, y_A, z_A)$, respectively. The longitude $\alpha_a$ may be calculated as

$$\alpha_o = \begin{cases} -\frac{\pi}{2} + \arctan \frac{w_a}{z_a}, & 0 \leq x_a \leq R \\ \frac{\pi}{2} + \arctan \frac{w_a}{z_a}, & -R \leq x_a < 0 \end{cases}$$

where $R$ indicates the radius of the sphere, while the latitude $\alpha_a$ may be expressed as

$$\alpha_a = \arcsin \frac{z_a}{R}, \quad -R \leq z_a \leq R.$$  

With the derived longitude and latitude, we may readily express the projected location of point $A$ on the planar coordinates as $(w_a, h_a)$, where we have

$$w_a = \alpha_o \cdot R$$

$$h_a = \alpha_a \cdot R.$$  

Correspondingly, we can derive the width and height of the projected frame size as $W = 2\pi R$, $H = \pi R$.

### B. Transforming planar coordinates into spherical coordinates

We assume that point $A$ of Fig. 2b is an arbitrary point on the planar rectangle with the coordinates $(w_a, h_a)$, where $-\frac{W}{2} \leq w_a \leq \frac{W}{2}$ and $-\frac{H}{2} \leq h_a \leq \frac{H}{2}$. The $\alpha_o (-\pi \leq \alpha_o \leq \pi)$ and $\alpha_a \left(-\frac{\pi}{2} \leq \alpha_a \leq \frac{\pi}{2}\right)$ are the projected longitude and latitude of $A$ on the sphere. The longitude $\alpha_a$ may be calculated as

$$\alpha_o = \frac{w_a}{R}, \quad -\frac{W}{2} \leq w_a \leq \frac{W}{2},$$

while the latitude $\alpha_a$ may be expressed as

$$\alpha_a = \frac{h_a}{R}, -\frac{H}{2} \leq h_a \leq \frac{H}{2}.$$  

With the derived longitude and latitude, we may readily express the projected location of point $A$ on the spherical coordinates as $(x_A, y_A, z_A)$, where we have

$$x_A = R \cdot \cos \alpha_a \cdot \cos \alpha_o,$$

$$y_A = R \cdot \cos \alpha_a \cdot \sin \alpha_o,$$

$$z_A = \sin \alpha_a \cdot R.$$  

### III. SYSTEM ARCHITECTURE

In Section III-A we first briefly introduce the panoramic video streaming scenarios considered. Then we detail the proposed ROI-UEP scheme conceived for HEVC encoded panoramic video streaming over wireless channels, which is seen in Fig. 5.

### A. Panoramic Video Streaming Scenarios

In the panoramic video streaming/broadcasting scenario considered in Fig. 3, the video server such as Youtube transmits the original panoramic video to multiple panoramic video playback terminals. The playback terminals can only display the ROI pixels falling for example within 120° of the viewing center, while the rest of the areas are ignored. Hence it is a natural desire to only transmit the compressed ROI signals instead of the full panoramic video for conserving the network’s resources, such as its transmit power and/or bandwidth. More specifically, the terminals feed back their viewing trajectories based on their ROI, which will then be exploited by the video server for the sake of compressing the ROI signals. Hence, the bitrate of the video source may be reduced to 3 Megabits per second (Mbps) from 10 Mbps under perfect networking conditions. Alternatively, the remaining 7 Mbps may be used for the protection of the 3 Mbps source signals in a realistic error-prone network.

Again, the ROI is determined by the viewing center of the panoramic frame considered, since the viewer tends to focus his/her attention on the angular range of say 120° centered at the focal point of the viewer’s eye. Here we assume that the estimated viewing center $v$ of Fig. 3 is perfectly known at the transmitter, which may however be estimated using the popular deep learning tool of [37], [38]. The ROI and viewing center are exemplified in Fig. 4. In practice the viewing trajectory has to be fed back to the video server, as indicated in Fig. 3, but again, in this paper our focus is on the wireless streaming aspects.
Figure 3: Panoramic video streaming scenarios considered.

Figure 4: The 120° ROI of a frame is determined by the viewing center \( v \).

B. Proposed ROI-UEP Architecture

The architecture of the proposed ROI-UEP is shown in Fig. 5. This section focuses on the general architecture of the transmitter and receiver, while the "Minimize Distortion" block of Fig. 5 will be detailed in Section IV. Let us commence by defining the notation of Fig. 5 in Table I.

1) Transmitter Model: At the transmitter of Fig. 5, the panoramic frame \( U \) considered is split into blocks \( u_1, \ldots, u_n \), which are expressed in YUV formats and compressed by the HEVC encoder, generating the bitstreams \( b_1, \ldots, b_n \). Meanwhile, the information of blocks \( b_1, \ldots, b_n \) is entered into the "Minimize Distortion" block of Fig. 5, which optimizes the coding rates \( \gamma_1, \ldots, \gamma_n \) for the blocks \( b_1, \ldots, b_n \), respectively. Then, the resultant \( n \) bitstreams \( b_1, \ldots, b_n \) will be encoded as follows:

- The \( n \) bit sequences \( b_1, \ldots, b_n \) are encoded by the FEC encoders 1, \ldots, \( n \) of Fig. 5, where the coding rates \( \gamma_1, \ldots, \gamma_n \) generated by the "Minimize Distortion" block are employed, respectively. This results in the encoded bit sequences \( x_1, \ldots, x_n \), respectively.
- The bit sequences \( x_1, \ldots, x_n \) are then concatenated into a single bitstream for transmission.

The joint bit sequence is finally transmitted through the antenna.

2) Receiver Model: The received panoramic signals are processed by the wireless receiver of Fig. 5 as follows:

- Following demodulation, the soft information of the sequences \( x_1, \ldots, x_n \), namely \( y_1, \ldots, y_n \), will then be generated by the receiver of Fig. 5.
- The soft information \( y_i \) is then decoded by the FEC decoder \( i \) of Fig. 5 generating the estimated bit sequence \( \hat{b}_i \), which represents the estimated version of layer \( b_i \).

Finally, the estimated bitstreams \( \hat{b}_1, \ldots, \hat{b}_n \) are then decoded by the HEVC decoder of Fig. 5, resulting in the YUV blocks

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U )</td>
<td>the panoramic frame considered</td>
</tr>
<tr>
<td>( n )</td>
<td>number of blocks created from the panoramic frame considered</td>
</tr>
<tr>
<td>( S )</td>
<td>the estimated SNR for configuring the transmission of the panoramic video</td>
</tr>
<tr>
<td>( u_i )</td>
<td>the original YUV block ( i ) created from the panoramic frame considered</td>
</tr>
<tr>
<td>( b_i )</td>
<td>the bitstream representing the block ( u_i ) using the HEVC encoder</td>
</tr>
<tr>
<td>( v )</td>
<td>estimated viewing center of the frame considered</td>
</tr>
<tr>
<td>( \gamma_i )</td>
<td>FEC coding rate of block ( b_i )</td>
</tr>
<tr>
<td>( x_i )</td>
<td>FEC encoded version of block ( b_i )</td>
</tr>
<tr>
<td>( y_i )</td>
<td>the received version of sequence ( x_i )</td>
</tr>
<tr>
<td>( \hat{b}_i )</td>
<td>the decoded version of block ( b_i )</td>
</tr>
<tr>
<td>( \hat{u}_i )</td>
<td>the decoded bitstream of block ( u_i )</td>
</tr>
<tr>
<td>( \hat{U} )</td>
<td>the reconstructed panoramic frame</td>
</tr>
</tbody>
</table>

Table I: Symbol definitions of system seen in Fig. 5 where \( 1 \leq i \leq n \) is the block index.
Figure 5: Architecture of the proposed ROI-UEP aided wireless panoramic communications system, where the symbols are defined in Table I. The "Minimize Distortion" block will be illustrated in Section IV.

\( \hat{u}_i, \cdots, \hat{u}_n \), which are finally combined for reconstructing the panoramic video frame \( U \).

**IV. OPTIMIZED ROI-UEP CODING RATES**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Gamma )</td>
<td>overall coding rate of panoramic frame ( U )</td>
</tr>
<tr>
<td>(</td>
<td>b_i</td>
</tr>
<tr>
<td>(</td>
<td>x_i</td>
</tr>
<tr>
<td>( d(b_i) )</td>
<td>video distortion caused by the corruption of block ( b_i )</td>
</tr>
<tr>
<td>( p(s, l, \gamma) )</td>
<td>the expected packet error probability at the receiver, where ( l ) indicates the length of the input bit sequence to the FEC encoder with rate ( \gamma ) and transmitted at SNR ( S )</td>
</tr>
</tbody>
</table>

Table II: Symbol definition, where \( 1 \leq i \leq n \) indicates the block index.

In this section, we detail the "Minimize Distortion" block of Fig.5, which decides the coding rates \( \gamma_1, \cdots, \gamma_n \) for encoding the different-significance blocks \( b_1, \cdots, b_n \) of the panoramic frame \( U \). The "Minimize Distortion" block is designed for the sake of minimizing the distortion of the reconstructed video expected at the receiver. More specifically, we consider the overall coding rate of \( \Gamma \) at the transmitting SNR of \( S \). Hence, the generated coding rates \( \gamma_1, \cdots, \gamma_n \) satisfy the following condition

\[
\sum_{i=1}^{n} |x_i| = \frac{\sum_{i=1}^{n} |x_i|}{\Gamma}.
\] (7)

Below, we minimize the video distortion of the blocks \( b_1, \cdots, b_n \) by deriving the specific FEC coding rates \( \gamma_1, \cdots, \gamma_n \). Based on the symbol definitions of Table II, we characterize our algorithm by employing the notations in Table II.

We quantify the video distortion according to the peak signal-to-noise ratio (PSNR) degradation \( \mathcal{D}(\gamma_1, \cdots, \gamma_n) \), caused by the \( n \) erroneous blocks considered, when the coding rates of \( \gamma_1, \cdots, \gamma_n \) and SNR=\( S \) are employed. In our proposed scheme, our objective is to derive the coding rates \( \gamma_1, \cdots, \gamma_n \), which minimize the expected degradation \( \mathcal{D}(\gamma_1, \cdots, \gamma_n) \).

For the derivation of the expected frame distortion, we employ the following assumptions for the block \( b_i \):

- \( d(b_i) \): denotes the distortion caused by the corruption of block \( b_i \);
- \( p(s, |b_i|, \gamma_i) \): the packet error ratio (PER) of the block \( b_i \) using the coding rate \( \gamma_i \) and wireless transmit power \( s \);
- \( w(b_i) \): the weight of the block \( b_i \).

Then, the distortion caused by the corruption of block \( b_i \) may be expressed as \( d(b_i) \cdot p(S, |b_i|, \gamma_i) \cdot w(b_i) \). The expected distortion \( \mathcal{D}(\gamma_1, \cdots, \gamma_n) \) of the panoramic frame may be expressed as

\[
\mathcal{D}(\gamma_1, \cdots, \gamma_n) = \sum_{i=1}^{n} d(b_i) \cdot p(S, |b_i|, \gamma_i) \cdot w(b_i).
\] (8)
Hence, our objective function may be formulated as

\[
\arg\min_{\gamma_1, \ldots, \gamma_n} D(\gamma_1, \ldots, \gamma_n) = \arg\min_{\gamma_1, \ldots, \gamma_n} \sum_{i=1}^{n} d(b_i) \cdot p(S_i | b_i, \gamma_i) \cdot w(b_i),
\]

subject to the condition of

\[
\sum_{i=1}^{n} |b_i| / R = \sum_{i=1}^{n} \frac{|b_i|}{\gamma_i},
\]

where Eq. (10) indicates the overall bitrate limit of transmitting the \(n\) encoded blocks.

In Sections IV-A and IV-B, we resolve the components of Eq. (9), namely the panoramic video distortion \(d(b_i)\) and the PER \(p(S_i | b_i, \gamma_i)\), respectively. Afterwards, the solution of the OF in Eq. (9) is detailed for the sake of determining the coding rates in Section IV-D. Finally, the transmission overhead imposed by our proposed scheme is discussed in Section IV-E.

### A. Estimation of the Block Distortion \(d(\cdot)\)

The distortion \(d(b_i)\) caused by the corruption of the block \(b_i\) is estimated using a similar solution to that of [14], [18], [39]. Explicitly, in this paper, the distortion \(d(b_i)\), \(1 \leq i \leq n\) is determined by decoding the bitstream in the total absence of block \(b_i\). Alternatively, the solutions of [26], [40], [41] may be employed in our system.

### B. Estimation of the PER \(p(\cdot)\)

The FEC decoder of Fig. 5 is shown in Fig. 6, where the soft information of length \(|y| = \frac{3}{2}\) is input into the FEC decoder, which outputs the estimated bit sequence \(\hat{b}\) of length \(\lambda\). Moreover, \(r\) indicates the coding rate of the FEC codec and the signals are received at SNR \(s\). Based on the constant value \(l\), the PER of \(\hat{b}\) in Fig. 6 depends on the parameters \(s\) and \(\gamma\), which may be expressed as \(p(s, l, \gamma)\).

It has been shown in [18], [22] that the occurrence of burst errors encountered by non-iterative codecs remains unaffected by the packet length. For illustrating the burst error distributions, we consider the scenario that a packet carrying \((n_1 \times n_2)\) bits is generated by a non-iterative FEC decoder. Furthermore, this \((n_1 \times n_2)\)-bit segment may be considered as either \(n_1\) packets, associated with \(n_2\) bits each or \(n_2\) packets each carrying \(n_1\) bits [43]. As detailed in [43], we have

\[
p(n_1) = 1 - [1 - p(n_2)]^{n_1}.
\]

By substituting \(n_1, n_2\) of Eq. (11) with \(|b_i|, l\), the PER \(p(s, |b_i|, \gamma_i)\) component of the OF in Eq. 9 may be formulated as

\[
p(s, |b_i|, \gamma_i) = 1 - [1 - p(s, l, \gamma_i)]^{\frac{|b_i|}{\gamma_i}},
\]

where \(l\) is the number of bits in the packet input to the FEC decoder of Fig. 6. For further information concerning this calculation, we may refer to [14], [18].

For the sake of determining the function \(p(s, l, \gamma)\) of Eq. (12), we firstly simulate the decoding process of Fig. 6 employing the variables \(s, \gamma\) along with the constant value \(l = \lambda = 1000\). This generates the look-up table (LUT) \(h(s, \gamma)\) as indicated by the "simulated" surface of Fig. 7. Then, as indicated by the "fitted" surface of Fig. 7, the LUT \(h(s, \gamma)\) is mathematically modeled as

\[
\log h(s, \gamma) = -1.1(d^{\gamma-3} + c^{\gamma-2} + b^{\gamma} + a),
\]

where \(a, b, c\) and \(d\) may be readily found, when \(s\) is known. Note that some "fitted" curves of Fig. 7 wiggle up and down in the lower PER range, such as \(p(s, l, \gamma) = 10^{-5}\). This is because the "simulated" surface is generated employing \(10^5\) simulated packets, which leads to inaccurate "fitted" curves. Hence, longer simulations are required for generating smoother "fitted" surface. Based on the definitions of \(h(s, \gamma)\) and \(p(s, l, \gamma)\), the probability \(p(s, l, \gamma)\) may be expressed as

\[
p(s, l, \gamma) = h(s, \gamma).
\]

Then the PER estimation \(p(s, |b_i|, \gamma_i)\) in Eq. (12) may be formulated using the function \(h(s, \gamma)\) as

\[
p(s, |b_i|, \gamma_i) = 1 - [1 - h(s, \gamma_i)]^{\frac{|b_i|}{\gamma_i}}.
\]

By substituting Eq. (15) into Eq. (9), the expected video
distortion $D(\gamma_1, \cdots, \gamma_n)$ may be finally formulated as

$$
D(\gamma_1, \cdots, \gamma_n) = \sum_{i=1}^n d(b_i) \cdot \left[ 1 - \left(1 - h(s_i, \gamma_i) \right)^{\frac{1}{2}} \right] \cdot w(b_i).
$$

(16)

C. Estimation of the Weight $w(\cdot)$

The panoramic frame $U$ is converted from the sphere $E$, where the pixels are displayed on the panoramic displays, such as Oculus rift [44]. If we ignore the unequal importance of visual information associated with different viewing directions as well as with different visual contents, the pixels on the sphere $E$ have equal importance, while the pixels on $U$ have different importance. However, in practical panoramic applications, such as Youtube, panoramic videos are delivered in the planar format, but they are viewed in a spherical format. Hence, we have to evaluate the weight, namely the importance, of spherical panoramic blocks, which are generated from planar panoramic blocks $u_i$, $1 \leq i \leq n$. It may be a challenge to derive their weight analytically, since they are deformed on sphere $E$. The method we use to uniformly distribute points on the sphere $E$, where each pixel is denoted as $\epsilon(\cdot)$. By counting the number of these points positioned in a planar block $u_i$, we are able to estimate the importance of block $u_i$. A number of points may be uniformly distributed on sphere $E$ as follows:

- In the latitude direction of the sphere, we employ $\frac{\pi}{2}$ equally spaced parallel circles with an angle of $\delta$, which are exemplified in Fig. 8a.
- We denote the angle $\angle COB$ of Fig. 8 as $\alpha$. For each circle, the radius may be calculated as $r = R \cdot \sin \alpha$. On each circle, we employ all equally spaced points with an angle of $\delta$, which are exemplified in Fig. 8c. Note that $|AB|$ belongs to both the triangle ACB and triangle AOB. The length $|AB|$ may be calculated as $2r \cdot \sin \frac{\angle ACB}{2}$ or $2R \cdot \sin \frac{\alpha}{2}$. Hence, we have $\angle ACB = 2 \arcsin \frac{2 \sin \frac{\delta}{2}}{\sin \alpha}$. Then, we have $\frac{2\pi}{\angle ACB}$ points on the circle considered, each of which may be calculated as

\[
\begin{cases}
  x = r \cdot \sin \left(2i \cdot \arcsin \frac{\sin \frac{\delta}{2}}{\sin \alpha}\right) \\
  y = r \cdot \cos \left(2i \cdot \arcsin \frac{\sin \frac{\alpha}{2}}{\sin \alpha}\right) \\
  z = R \cdot \cos (\pi - \alpha).
\end{cases}
\]

(17)

We generate equally distributed points as exemplified in Fig. 9 with the aid of the above-mentioned process.

We denote the set of generated points on sphere $E$ as $\Phi_e$, and the number of points as $|\Phi_e|$. An arbitrary point $(x, y, z) \in \Phi_e$ satisfies $x^2 + y^2 + z^2 = R^2$, which may be mapped to a rectangle point according to the equi-rectangular projection of [1], as discussed in Section II-A.

The related points on the rectangle of Fig. 9 are shown in Fig. 10.

We denote the points on the rectangle as the set $\Phi_\gamma$, and the number of points as $|\Phi_\gamma|$. Since the points on the sphere $E$ are uniformly distributed, the number of points located within the subblock $u_i$ indicates the importance of $u_i$, namely its weight $w(\cdot)$. Hence, the weight $w(i)$ of block $u_i$ of Fig. 5 may be calculated as

$$
w(i) = \frac{|\phi|}{|\Phi_\gamma|}, \phi = \{(w, h) \mid (w, h) \in u_i, \forall (w, h) \in \Phi_\gamma\}.
$$

(18)

In the definition of Eq. (18), $w(i)$ represents the percentage of points located within the subblock $u_i$, while $(w, h)$ represents the planar coordinates of a rectangular pixel. Correspondingly, we have $\sum_i w(i) = 1$ based on Eq. (18).

In our proposed UEP-ROI solution, the invisible pixels outside the ROI should not be transmitted, since they are ignored by the viewers. Hence, they are counted when calculating the weight of block $u_i$, leading to the following equation

$$
w(i) = \frac{|\phi|}{|\Phi_\gamma|}, \phi = \{(w, h) \mid (w, h) \in u_i \wedge (w, h) \in ROI, \forall (w, h) \in \Phi_\gamma\}.
$$

(19)

With this definition of $w(\cdot)$, the blocks outside ROI have weights of 0, indicating that they will not be transmitted. The weights of the blocks within ROI will be decided depending on how many spherical ROI pixels they carry.

D. ROI-UEP Coding Rates

Given the OF defined in Eq. (9) and the coding rate constraint of Eq. (9), we have the Lagrange multiplier equation as in Eq. (20),

$$
\sum_{i=1}^n \frac{\gamma_i}{w_i} \sum_{n=1}^N \gamma_n \sum_{n=1}^N \gamma_n L(\gamma_1, \cdots, \gamma_n, \lambda) = 0
$$

where $\lambda$ is the Lagrange multiplier. The corresponding set of partial derivatives $\nabla \gamma_1, \cdots, \gamma_n, \lambda L(\gamma_1, \cdots, \gamma_n, \lambda) = 0$ may be readily derived as Eqs. (21).

The set of Eqs. (21) was then solved using the classic Newton down-hill method as detailed in Algorithm 1.

Algorithm 1 Newton down-hill method for solving Eq. (21).

1. inputs: $S$, $[b_1], \cdots, [b_n]$, $w(b_1), \cdots, w(b_n)$, $d(b_1), \cdots, d(b_n)$
2. initialize: $dist \leftarrow +\infty$
3. for each initial point $(\tilde{\gamma}_1, \cdots, \tilde{\gamma}_n)$ do
   4. determining the code rates using Newton down-hill
   5. $\gamma_1, \cdots, \tilde{\gamma}_n \leftarrow \nabla \gamma_1, \cdots, \tilde{\gamma}_n L(\gamma_1, \cdots, \tilde{\gamma}_n, \lambda)$
   6. $\text{tmp} \leftarrow D(S, b_1, \cdots, b_n, \tilde{\gamma}_1, \cdots, \tilde{\gamma}_n)$
   7. if $\text{tmp} < \text{dist}$ then
      8. $\text{dist} \leftarrow \text{tmp}$
      9. $\gamma_1, \cdots, \gamma_n \leftarrow \tilde{\gamma}_1, \cdots, \tilde{\gamma}_n$
   10. end if
11. end for
12. outputs: $\gamma_1, \cdots, \gamma_n$

E. Overhead

All the above-mentioned operations are performed at the transmitter of Fig. 5. The overhead imposed by this optimiza-
tion process will be briefly illustrated below, noting that no overhead is imposed at the receiver side. More specifically, the overhead imposed includes the estimation of the distortion $d(\cdot)$, estimation of the PER $p(\cdot)$, estimation of the weight $w(\cdot)$ and determination of the coding rates.

1) Estimation of the distortion $d(\cdot)$: As discussed in [14], [18], [39], the complexity imposed by estimating the distortion $d(b_i)$ is linearly proportional to $n$.

2) Estimation of the PER $p(\cdot)$: As detailed in Section IV-B, the PER estimation mainly includes the LUT $h(s, \gamma)$ generation process, which is specific for the FEC decoder of Fig. 6. Again, the LUT $h(s, \gamma)$ is obtained by simulating the decoding process of Fig. 6, which is carried out during the offline design process. Moreover, the LUT is independent of the video sequences employed and dependent on the channel, on the modulator and on the FEC employed. The size of the LUT may be expressed as $(n_s \times n_{\gamma})$, where $n_s$ and $n_{\gamma}$ indicate the number of variables $s$ and $\gamma$, respectively.

3) Estimation of the weight $w(\cdot)$: As detailed in Section IV-C, the weight estimation mainly includes generation of the $M$ uniform points, which is carried out during the offline design process.

4) ROI Estimation: Note that each of the 60 viewing trajectory points defines the corresponding estimated viewing center [37], [38], which will be utilized for determining the ROI of the panoramic frame considered, as exemplified in Fig. 4. This process would only impose a modest complexity. Here we refrain from detailing this process, since it is beyond the scope of this paper.

5) Determination of the coding rates: In our proposed system, the coding rates are determined using the classic Newton down-hill method, which imposes a modest complexity. Alternatively, the adaptive particle swarm optimization (APSO) technique of [45] may be employed for finding the coding rates.

V. System Performance

Below, we benchmark our proposed ROI-UEP system against the equal error protection (EEP) and the ROI based
\[ L(\gamma_1, \cdots, \gamma_n, \lambda) = \mathcal{D}(S, b_1, \cdots, b_n, \gamma_1, \cdots, \gamma_n) + \lambda \cdot \left( \sum_{i=1}^{n} \frac{|b_i|}{\gamma_i} - \sum_{i=1}^{n} \frac{|b_i|}{\Gamma} \right) \]

\[ = \sum_{i=1}^{n} d(b_i) \cdot p(S, |b_i|, \gamma_i) \cdot w(b_i) + \lambda \cdot \left( \sum_{i=1}^{n} \frac{|b_i|}{\gamma_i} - \sum_{i=1}^{n} \frac{|b_i|}{\Gamma} \right) \]

\[ \nabla_{\gamma_1, \cdots, \gamma_n, \lambda} L(\gamma_1, \cdots, \gamma_n, \lambda) = \begin{cases} \frac{\partial L}{\partial \gamma_i} = d(b_1) \cdot w(b_1) \cdot \frac{\partial p(S, |b_1|, \gamma_1)}{\partial \gamma_1} - \lambda \cdot \frac{|b_1|}{\gamma_1} = 0 \\
\vdots \\
\frac{\partial L}{\partial \gamma_n} = d(b_n) \cdot w(b_n) \cdot \frac{\partial p(S, |b_n|, \gamma_n)}{\partial \gamma_n} - \lambda \cdot \frac{|b_n|}{\gamma_n} = 0 \\
\frac{\partial L}{\partial \lambda} = \sum_{i=1}^{n} \frac{|b_i|}{\gamma_i} - \sum_{i=1}^{n} \frac{|b_i|}{\Gamma} = 0 \end{cases} \] (21)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>RaceVR, RollerCoaster</th>
</tr>
</thead>
<tbody>
<tr>
<td>Representation</td>
<td>YUV 4:2:0</td>
</tr>
<tr>
<td>Format</td>
<td>4096 × 2048</td>
</tr>
<tr>
<td>Bits Per Pixel</td>
<td>8</td>
</tr>
<tr>
<td>FPS</td>
<td>30</td>
</tr>
<tr>
<td>No. of Frames</td>
<td>60</td>
</tr>
<tr>
<td>No. of Blocks/Frame</td>
<td>64</td>
</tr>
<tr>
<td>Video Codec</td>
<td>HEVC</td>
</tr>
<tr>
<td>GOP</td>
<td>1</td>
</tr>
<tr>
<td>Bitrate (Mbps)</td>
<td>69.2, 89.2</td>
</tr>
<tr>
<td>QP</td>
<td>24</td>
</tr>
<tr>
<td>Error-Free Y-PSNR (dB)</td>
<td>44.3, 46.2</td>
</tr>
<tr>
<td>FEC</td>
<td>RSC</td>
</tr>
<tr>
<td>QAM</td>
<td>BPSK</td>
</tr>
<tr>
<td>Channel</td>
<td>Rayleigh Fading</td>
</tr>
<tr>
<td>Simulations Repeated</td>
<td>100</td>
</tr>
<tr>
<td>Error Concealment</td>
<td>Frame-copy</td>
</tr>
</tbody>
</table>

Table III: Parameters used for transmitting the RaceVR and RollerCoaster sequences

EEP (ROI-EEP) systems. The parameters of the RaceVR [46] and RollerCoaster [47] sequences employed in the simulations are detailed in Table III. Specifically, the 4:2:0 YUV format (4096×2048)-pixel resolution based RaceVR and Roller-Coaster video clips were encoded by the HEVC reference software, where the low-complexity “frame-copy” based error concealment was employed for replacing the corrupted panoramic frames. For the sake of simplicity, only IDR/CDR frames were employed in our simulations. However our algorithm may be readily extended both to B and P frames. Additionally, the video sequences were encoded by the H.265/HEVC scheme using the standard quantization parameter (QPs) set of 24. These configurations jointly resulted in a bitrate of 69.2 Mbps and 89.2 Mbps at 30 frames per second (FPS). Furthermore, in the absence of transmission errors, Y-PSNR of 42.5 dB and 46.2 dB may be achieved by reconstructing the RaceVR and RollerCoaster sequences.

Apart from the panoramic video parameters of Table III, the transmission and FEC parameters are detailed as follows. Specifically, a RSC codec [23] configured by the octal generator polynomials of [031, 027, 027, 027, 027, 035, 035, 035, 035, 035] was employed as the FEC codec resulting in a minimum coding rate of 0.1. Moreover, binary phase shift keying (BPSK) was employed for transmitting the FEC encoded bitstream. Moreover, each HEVC coded bitstream was RSC encoded, BPSK modulated and then transmitted on a network abstract layer unit (NALU) by NALU [48] basis. The simulations were repeated 100 times for the sake of generating statistically sound performance curves. The remaining parameters are listed in Table III.

A. PSNR Evaluation

Bearing in mind the discussions in Section III, we know that different pixels on the planar frame have different importance. Correspondingly, we weight the pixels for evaluating the PSNR of the frame \(U\). We employ the symbol definitions listed in Table IV. Specifically, we denote the weight, namely importance, of the pixel \(U(i, j)\) as \(I(i, j)\). Furthermore, we
\[ I(i, j) = \begin{cases} 0 & \text{for } d < \sqrt{(u_x - c_x)^2 + (u_y - c_y)^2 + (u_z - c_z)^2} \\ \frac{2\pi}{W} & \text{for } d \geq \sqrt{(u_x - c_x)^2 + (u_y - c_y)^2 + (u_z - c_z)^2} \end{cases} \] \quad (22)

Assume that the point of view on the sphere is \((c_x, c_y, c_z)\) with the viewing angle of \(v\). Hence, the longest distance of pixels on the sphere located within the viewing range may be expressed as

\[ d = R \cdot \sqrt{2 \cdot (1 - \cos v)} \] \quad (23)

Recall from Section III that the pixels in the same row of Fig. 2a are on the same latitude of Fig. 2b and vice versa. Hence, the importance of pixel \(U(i, j)\) may be calculated as the ratio between the related latitude circumference and the width \(W\), namely \(I(i, j)\) in Eq. (22).

The weighted mean square error (WMSE) employed is defined as

\[ WMSE = \frac{W \cdot \sum_{i=0}^{H} \sum_{j=0}^{W} [\hat{U}(i, j) - U(i, j)]^2 \cdot I(i, j)}{\sum_{i=0}^{H} \sum_{j=0}^{W} I(i, j)} \] \quad (24)

while the corresponding weighted peak signal-to-noise ratio (WPSNR) may be calculated as

\[ WPSNR = 10 \cdot \log_{10} \frac{MAX^2}{WMSE} \] \quad (25)

where we have \(MAX = 2^m\) for \(m\)-bit pixel scenarios.

B. Off-line LUT Generation

For generating the LUT, the vectors of \([-5 : 1 : 25], [0 : 0.1 : 9.9]\) are utilized for the variables \(s, \gamma^{-1}\) of \(h(s, \gamma)\), respectively, resulting in \(n_s = 31, n_\gamma = 100\). Moreover, a packet-length of \(\lambda = 1000\) is employed.

C. Benchmarkers

1) ROI-UEP: The architecture of the ROI-UEP scheme is detailed in Fig. 5.

2) ROI-EEP: In the ROI-UEP scheme the signals within the ROI are unequally protected, while in the ROI-EEP arrangement they have the same protection associated with \(\gamma_1 = \cdots = \gamma_n\).

3) EEP: The entire panoramic video signal - including the ROI - is equally protected using the coding rate \(\Gamma\).

D. Performance

Below, we evaluate the WPSNR video quality, the PER and the BER of the blocks involved.

1) View Trajectory: In the simulations, we employ a view trajectory, namely head-moving track for all 100 rounds of simulations for the sake of observing the performance improvements using our proposed algorithm. The trajectory employed is shown in Fig. 11. Note that the each of the 60 trajectory points represents an estimated viewing center, which may be estimated using the deep learning tools [37], [38].

\[ E_b/N_0 \] results of RaceVR sequence were recorded in Fig. 13, where the ROI-EEP scheme is seen to substantially outperform the EEP scheme. Specifically, the ROI-EEP and EEP schemes achieve a WPSNR of 38.7 dB at 7 dB and 12 dB channel \(E_b/N_0\), respectively. Alternatively, the ROI-EEP scheme achieves an \(E_b/N_0\) gain of 5 dB, when aiming for a WPSNR

\[ Y-WPSNR \] is used representing WPSNR quality of the YUV sequence.
Figure 13: Y-WPSNR, BER versus $E_b/N_0$ comparison of the proposed ROI-UEP scheme, the ROI-EEP scheme, the EEP scheme for the RaceVR and RollerCoaster sequences.

of 38.7 dB. This is because the ROI-EEP scheme assigns stronger protection to the ROI signals by sacrificing the regions in the peripheral view of the viewers.

Observe from Fig. 13a of RaceVR sequence that the WP-SNR performance is further improved by the ROI-UEP scheme compared to the ROI-EEP scheme, especially in the lower $E_b/N_0$ range. Specifically, the ROI-UEP scheme outperforms the ROI-EEP scheme by 0.8 dB channel $E_b/N_0$ at a WPSNR of 35 dB. Moreover, at a channel $E_b/N_0$ of 6 dB, the ROI-UEP scheme outperforms the ROI-EEP scheme by a WPSNR
of 9.4 dB, where the ROI-UEP scheme and the ROI-EEP scheme are capable of achieving WPSNR of 35.3 dB and 25.9 dB, respectively. This is because the ROI-UEP scheme dynamically finds a suitable set of FEC coding rates for the non-uniform protection of the ROI signals, where the less important video signals may be sacrificed for improving the protection of the more important panoramic pixels.

Observe from Fig. 13a of RollerCoaster sequence that the trends WPSNR curves are similar to that of Fig. 13a. Note that the ROI-UEP and ROI-EEP curves of Fig. 13a achieve higher WPSNR in comparison to that of Fig. 13a at the same channel $E_b/N_0$ values. This is because the signals outside ROI of the RollerCoaster sequence carry more bits, which are sacrificed for the ROI signals. Alternatively saying, the ROI of the RollerCoaster sequence carry more bits, which are sacrificed for the ROI signals. The ROI-UEP and ROI-EEP schemes are capable of achieving WPSNR of 35.3 dB and 25.9 dB, respectively. This is because the ROI-UEP scheme allocates equal protection to the ROI including the region of blocks $u_{54}$, $u_7$ and $u_{14}$. This is due to the fact that the ROI-EEP scheme allocates equal protection to the ROI including the region of blocks $u_{54}$, $u_7$ and $u_{14}$.

4) BER of Blocks: The BER versus $E_b/N_0$ results recorded for blocks $u_{54}$, $u_7$ and $u_{14}$ are displayed in Fig. 13b, Fig. 13c and Fig. 13d, respectively, where the corresponding weights of blocks are $w(0.15)$, $w(1.29)$ and $w(2.09)$. As for the ROI-EEP scheme, similar BER versus $E_b/N_0$ curves are observed for all the blocks $u_{54}$, $u_7$ and $u_{14}$. This is due to the fact that the ROI-EEP scheme allocates equal protection to the ROI including the region of blocks $u_{54}$, $u_7$ and $u_{14}$. This is due to the fact that the ROI-EEP scheme allocates equal protection to the ROI including the region of blocks $u_{54}$, $u_7$ and $u_{14}$. Similarly, similar BER versus $E_b/N_0$ curves are observed for the EEP scheme, since all panoramic bitstream is equally protected including the region of blocks $u_{54}$, $u_7$ and $u_{14}$. Note that the ROI-EEP scheme always outperforms the EEP scheme. This is because the invisible region is sacrificed in the ROI-EEP scheme, while the spare protection is allocated to the ROI.

Moreover, from the results of the ROI-UEP scheme, lower BER values are observed in Fig. 13b, Fig. 13c and Fig. 13d for subblocks of higher weight. Specifically, the BER of block $u_{14}$ is below $10^{-5}$ for $E_b/N_0$ values ranging from 0 dB to 14 dB, while the BER of block $u_{54}$ drops to $10^{-5}$ at 7 dB. This is because the ROI-UEP scheme allocates more FEC protection redundancy to the more important ROI. Note that, in Fig. 13b, Fig. 13c and Fig. 13d, the BER curves recorded for the ROI-UEP scheme fluctuate with the $E_b/N_0$ values. This may be attributed to the fact that the optimization procedure of the ROI-UEP scheme seen in Algorithm 1 may fail to find the global optimum.

5) Coding Rates: The coding rate versus $E_b/N_0$ results recorded for blocks $u_{54}$, $u_7$ and $u_{14}$ are displayed in Fig. 13b, Fig. 13c and Fig. 13d, respectively. For the ROI-EEP scheme, the same coding rate versus $E_b/N_0$ curves are observed for all the blocks $u_{54}$, $u_7$ and $u_{14}$, where the coding rates remain unchanged in all $E_b/N_0$ ranges. This is due to the fact that the ROI-EEP scheme allocates equal protection to the ROI including the region of blocks $u_{54}$, $u_7$ and $u_{14}$. Similar trends are observed for the EEP scheme. Note that the ROI-EEP scheme always has lower coding rates compared to the EEP scheme, since the invisible region is sacrificed in the ROI-EEP scheme.

As for the ROI-UEP scheme, in $E_b/N_0$ range of [0, 7] dB, we observe that more important blocks are associated with lower coding rates. For example, the most important block $b_{14}$ has lowest coding rates compared to the less important blocks $b_7$ and $b_{54}$. Moreover, in $E_b/N_0$ range of [0, 7] dB, the ROI-UEP scheme even uses higher coding rates for the least important block $b_{54}$ than that of the ROI-EEP scheme and the EEP scheme. This is because the block $b_{54}$ is sacrificed to the block $b_{14}$ for decreasing the panoramic video distortion, as shown in Fig. 13a. Furthermore, the coding rates of the block $b_{14}$ increases with the increasing $E_b/N_0$, since less protection is required for securing the reconstruction of block $b_{14}$ when more transmit power is consumed. We also note that fluctuations are observed in the coding rate versus $E_b/N_0$ curves of the the ROI-EEP scheme, as shown in Fig. 13c, Fig. 13e and Fig. 13f. This may be attributed to the fact that the optimization procedure of the ROI-UEP scheme seen in Algorithm 1 may fail to find the global optimum. Hence, we may consider to improve this optimization algorithm in our future work.
6) Panoramic Frames: Our reconstructed frame comparison recorded at a channel SNR of 6 dB is seen for the proposed system and for the benchmarkers in Fig. 14 where the RaceVR video sequence is employed. The ROI of the viewers is displayed in Fig. 14b and Fig. 14h which are more strongly protected. Moreover, the ROI-UEP scheme reconstructed better visual quality in the ROI. Note that there are blank areas in the rightmost three columns in Fig. 14 which represent the reconstructed version of the panoramic frame for the EEP, ROI-EEP and ROI-UEP schemes, respectively. For the ROI-EEP and ROI-UEP schemes, this is because their preceding blocks in the previous panoramic frame are either not transmitted or corrupted, hence the frame-copy tool is unable to conceal the errors. For the EEP scheme, their preceding blocks in the previous panoramic frame are corrupted. We also note that only some of the blue sky region seen at the top of the frame is correctly reconstructed as shown in Fig. 14h and Fig. 14h. This is because this smooth blue sky area requires lower video bitrate in comparison to other areas, such as the area containing the racing car. As illustrated by Eq. (15), a smaller block length leads to a reduced PER. Hence, these blue sky blocks tend to be correctly reconstructed.

VI. CONCLUSIONS

Motivated by the fact that viewers tend to focus on certain parts of the panoramic frame, we proposed the ROI-UEP and ROI-EEP concept for video communications over wireless channels. Moreover, the ROI pixels may have unequal importance, hence UEP was employed for reducing the video distortion. Specifically, each panoramic frame was divided into multiple blocks of unequal importance, which was calculated by accumulating each pixel’s weight. Our OF was derived considering these blocks’ importance, their impact on the video distortion and their PER. This OF aims for maximizing the so-called WPSNR of the viewers’ ROI signals. By solving this OF, a specific set of blocks with different FEC coding rates may be selected and transmitted for minimizing the expected video distortion. The simulations demonstrated that our proposed ROI-UEP system outperforms the ROI-EEP benchmarking scheme by a WPSNR margin of 9.4 dB at a channel SNR of 6 dB.

In our future work, we may consider our previous inter-layer FEC technique of [17], [18] for ROI based wireless panoramic video communications. Moreover, we may consider the popular tool of reinforcement learning [49] for optimizing the system performance in a panoramic video streaming/broadcasting scenario.
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