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Abstract—From the power amplifier’s perspective, the Peak-to-Average Power Ratio (PAPR) is of essential importance, especially for both single-RF and reduced-RF Multiple-Input Multiple-Output (MIMO) single-carrier schemes. In this context, many of the diversity-oriented index modulation schemes— including the full-RF Space-Time Shift Keying (STSK) and the single-RF Asynchronous STSK (ASTSK) that invoke randomized signals—exhibit eroded energy-efficiency. To circumvent this problem, we propose a holistic signal construction approach for single-RF, reduced-RF and full-RF MIMO setups, which always achieve both perfect 0 dB PAPR transmission and Inter-Channel Interference (ICI) free signal detection. More explicitly, first of all, we conceive a new family of single-RF Constant-Envelope ASTSK (CE-ASTSK), which is capable of substantially outperforming conventional Spatial Modulation (SM) in both Rayleigh fading and Ricean fading associated with increasing Line-of-Sight (LoS) power. Secondly, we propose the new full-RF CE-STSK concept, which is capable of outperforming the orthogonal Space-Time Block Codes (STBCs) without either increasing PAPR or imposing ICI. This is particularly beneficial because the conventional Linear Dispersion Code (LDC) approaches always compromise the orthogonality of STBC and hence impose ICI. Thirdly, we also conceive the reduced-RF versions of CE-STSK, which outperform both Generalized Spatial Modulation (GSM) and Space-Time Block Code Spatial Modulation (STBC-SM). Finally, the proposed schemes are intrinsically amalgamated with turbo detection assisted channel coding, which further confirms the superiority of CE-ASTSK and CE-STSK over SM and STBC in the single-RF and full-RF modes, respectively.

Index Terms—Index modulation, spatial modulation, space-time shift keying, constant-envelope, peak-to-average power ratio, inter-channel-interference, Ricean fading, turbo detection.

I. INTRODUCTION

In recent years, the Index Modulation (IM) philosophy has been applied to a variety of single-RF and reduced-RF Multiple-Input Multiple-Output (MIMO) schemes [1]–[10], which aim for reducing the power consumption at the transmitter by activating a reduced number of RF chains. As one of the most power-thirsty RF components, the critical goal of Power-Amplifier (PA) design is to reduce the Peak-to-Average Power Ratio (PAPR) [11]–[14], as portrayed in
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total radiation power [17]. As a result, the Transmit Power Dependent (TPD) term, which has been shown empirically to be a linear function of $P_{\text{out}}$ [12], exhibits a reversed trend with $M_A$ in Fig. 2. In summary, the reduction in the number of RF chains does not automatically lead to a reduced overall PA power consumption $P_{\text{in}}$. A reasonable rule of thumb is that when a lower-gain PA is employed, the RF-drive power is of a higher proportion in $P_{\text{in}}$ [11], hence reducing the number of RF chains may become more beneficial. The low-gain PAs are particularly popular for the power-hungry devices both in the next-generation terrestrial uplink and in Air-to-Ground (A2G) communication systems.

Moreover, since the multi-carrier Orthogonal Frequency-Division Multiplexing (OFDM) activates all the RF chains, the family of single-RF and reduced-RF MIMO schemes tend to rely on single-carrier transmission [2]–[4], where frequency-domain equalization may be invoked both at the terrestrial BS and at the aerial Ground Station (GS). In these scenarios, typically Ricean fading associated with increased Line-of-Sight (LoS) power is encountered. The resultant antenna correlation is especially detrimental to single-RF Spatial Modulation (SM) [5], owing to the fact that SM relies on the independently fading channel coefficients to convey the IM bits. As a remedy, transmit diversity may be introduced. It was demonstrated in [18], [19] that transmit diversity is especially robust against the grave airframe-induced fading, where the critical A2G link may become blocked by the fuselage of Unmanned Aerial Vehicle (UAV). However, the state-of-the-art diversity-oriented IM schemes including both the full-RF Space-Time Shift Keying (STSK) [20], [21], as well as the single-RF Asynchronous STSK (ASTSK) [20], [22] and the SM using Complex Interleaved Orthogonal Design (SM-CIOD) [23] are not sufficiently energy-efficient due to their high-PAPR. Against this background, in this work, we have conceived a holistic signal construction approach that pursues the following imperative objectives for all the single-RF, reduced-RF and full-RF MIMO setups:

(I) **Low-Complexity Transmitter:** The Constant-Envelope (CE) design ensures having a perfect 0 dB PAPR for signal transmission.

(II) **Low-Complexity Receiver:** The STSK structure offers Inter-Channel Interference (ICI)-free signal detection.

(III) **Diversity Gain:** The space-time optimization of the STSK’s dispersion matrix maximizes the diversity gain.

These beneficial qualities of the proposed schemes are highlighted in Table I in comparison to the existing MIMO schemes. More explicitly, our novel contributions are:

1. **First of all,** we conceive the single-RF CE-ASTSK scheme using both the Threaded Algebraic Space-Time (TAST) [33], [39] and the new Permutated Algebraic Space-Time (PAST) signal structures. More explicitly, in the $(T \times T)$-element signal matrix, the CE-ASTSK using TAST activates a single one out of $T$ non-overlapping signal positions, where a single LPSK symbol is dispersed by the activated signal thread. In contrast to both the conventional TAST of [33], [39] and to the ASTSK of [20], [22], the proposed CE-ASTSK transmits at PAPR = 0 dB and receives free from ICI. Moreover, instead of switching between $T$ threads, the new PAST scheme allows full permutation of all signal positions, which hence conveys a higher number of $\lceil \log_2 T \rceil$ IM bits. The price paid is that the overlapping signal positions have to be assigned with additional phase rotations.

2. **As the number of TAs** $M$ grows, it becomes desirable to limit the number of transmission time slots $T$. For this reason, we devise two types of Diversity-Rate (DR) tradeoff arrangements, which are termed as the Type I and Type II CE-ASTSK-DR schemes in Table I. More explicitly, the Type I of CE-ASTSK-DR partitions the $(T \times M)$-element signal matrix into $W = M/T$ number of submatrices, where a single one out of $W$ is activated for transmitting a $(T \times T)$-element sparse TAST signal matrix. As a result, on one hand, the signal construction is simplified for large $M$. On the other hand, an extra number of $\lceil \log_2 W \rceil$ IM bits are conveyed. In order to improve the throughput, the Type II CE-ASTSK-DR scheme allows the full set of $T$ out of $M$ signal position combinations, which hence conveys an increased number of $\lceil \log_2 \left( \frac{M}{T} \right) \rceil$ IM bits.

3. In order to offer a holistic design, we propose to trans-
form the single-RF CE-ASTSK and the CE-ASTSK-DR to the full-RF CE-STSK and CE-STSK-DR schemes, respectively, as seen in Table I. This is achieved upon multiplying their signal matrix by a normalized \((M \times M)\)-element Hadamard matrix, which neither increases PAPR nor imposes ICI. To elaborate, the Hadamard matrix was originally invoked in [39] for the sake of balancing the average transmit power. However, without amalgamating it with the IM philosophy, the employment of Hadamard matrix on its own fails to guarantee PAPR = 0 dB transmission and ICI-free reception. As a result, the proposed full-RF CE-STSK and CE-STSK-DR become capable of outperforming both Alamouti’s G2 Space-Time Block Code (STBC) [25] as well as the 1/2-rate and 3/4-rate orthogonal STBCs [26]–[28]. This is a significant novelty compared to the conventional approach of improving the STBC performance at the cost of imposing ICI, which includes the Quasi-Orthogonal (QO) STBCs [29], [30] as well as the Linear Dispersion Code (LDC) solutions [31]–[37] seen in Table I.

(4) As a further advance, we also conceive the reduced-RF versions of CE-ASTSK, which are capable of outperforming both Generalized Spatial Modulation (GSM) [7]–[9] and Space-Time Block Coded Spatial Modulation (STBC-SM) [6], [38]. When \(M_A = T\) out of \(M\) TAs are activated, we multiply the sparse signal matrix by a normalized \((M_A \times M_A)\)-element Reduced-size Hadamard (RH) matrix, resulting in the CE-ASTSK-RH scheme of Table I. In order to improve the throughput, we further propose a CE Generalized STSK (CE-GSTSK) solution, which achieves substantial performance improvements over GSM associated with the same ICI of \(M_A\) streams.

(5) Finally, the proposed CE-ASTSK and CE-STSK are amalgamated with the classic Low-Density Parity-Check (LDPC) coding scheme. We invoke EXtrinsic Information Transfer (EXIT) charts [40]–[43] for analysing the convergence behaviour of the turbo detection assisted receiver. Our simulation results confirm the impressive advantages of CE-ASTSK and CE-STSK over SM and STBC in the single-RF and full-RF modes, respectively.

By contrast, the family of ICI-free STSK schemes proposed in this work aim for outperforming the ICI-free SM and STBC schemes. The only exception is constituted by the CE-STSK-RH scheme seen in Table I, which still has a reduced ICI = \(M_A < M\).

In the rest of this paper, the system overview is presented in Sec. II. The single-RF CE-ASTSK schemes are developed in Sec. III, while its full-RF and reduced-RF CE-STSK counterparts are conceived in Sec. IV. The performance results are offered in Sec. V. Our turbo detection assisted LDPC coded system is presented in Sec. VI, while our conclusions are offered in Sec. VII.

II. SYSTEM OVERVIEW

A. Channel Model

The signals received at \(N\) Receive Antennas (RAs) over \(T\) time slots are:

\[
\mathbf{Y}_n = \mathbf{S}_n \mathbf{H}_n + \mathbf{V}_n,
\]

where the \((T \times M)\)-element matrix \(\mathbf{S}_n\) represents the signals transmitted from \(M\) TAs, while the \((T \times N)\)-element \(\mathbf{Y}_n\) and \(\mathbf{V}_n\) model the received signals and the AWGN, respectively. The Ricean fading channels are modelled as [46]–[49]:

\[
\mathbf{H}_n = (\mathbf{H}_n^D + \mathbf{H}_n^S) e^{j \theta}.
\]

The \((M \times N)\)-element LOS channel-matrix is given by

\[
\mathbf{H}_n^D = \sigma_D e^{j 2 \pi \Delta f_{\text{LOS}} \cos(\phi_0)} e^{j \phi_t},
\]

where \(\sigma_D\) denotes the LOS power. The LOS frequency offset is \(\Delta f_{\text{LOS}} = \Delta f_d \cos(\phi_0) \leq \Delta f_d\), where \(\Delta f_d\) refers to the normalized maximum Doppler frequency, while \(\phi_0\) is the angle between the LOS and the moving direction. The signal direction vectors are \(\mathbf{a}_r = [1, e^{j 2 \pi d \cos(\phi_0)}, \ldots, e^{j 2 \pi d (N-1) \cos(\phi_0)}]^T\) and \(\mathbf{a}_t = [1, e^{j 2 \pi d \cos(\phi_0)}, \ldots, e^{j 2 \pi d (M-1) \cos(\phi_0)}]^T\), where \(d\) is the antenna spacing in wavelengths, while \(\phi_r\) and \(\phi_t\) refer to the Angle of Arrival (AoA) and Angle of Departure (AoD) with respect to a reference direction, which is defined as geographical North in LTE-Advanced [47]. The \((M \times N)\) scattered elements in \(\mathbf{H}_n^S\) are generated by Clarke’s model associated with the power \(\sigma_S^2\). The power normalization requires \(\sigma_D^2 + \sigma_S^2 = 1\), and the overall Ricean \(K\)-factor is defined as

\[
K = \frac{\sigma_D^2}{\sigma_S^2}, \quad \text{where} \quad K = 0 \quad \text{and} \quad K = \infty \quad \text{refer to the cases of Rayleigh and AWGN, respectively. Moreover, the channel phase \(\theta\) in (2) is uniformly distributed in the interval \((\pm \pi, \pi]\). This phase rotation \(e^{j \theta}\) observed after the received signal’s down-conversion from passband to baseband is assumed to be constant during coherent channel estimation and signal detection [49].

B. Terrestrial Uplink and IoT Scenarios

In the most up-to-date 5G standard releases [50], [51], the single-carrier uplink waveform is generated by Discrete Fourier Transform-Spread-OFDM (DFT-S-OFDM), where the DFT-based transform precoding and zero padding is performed before the OFDM’s Inverse Fast Fourier Transform (IFFT). This results in improved oversampling and pulse-shaping characteristics. The single-carrier mode often invokes the constant-envelope Zadoff-Chu sequences, which are constituted by
optimized phase rotations. The inherent 0 dB PAPR in the discrete time domain also results in sufficiently low PAPR for the analog signal at the output of pulse-shaping, which is beneficial for the PAs of the UEs [52], [53], since it relaxes the PA’s linearity requirements and improves their power-efficiency.

The current 5G standard release only supports a single transmission layer for the single-carrier mode. Moreover, a variety of unlicensed networks including Bluetooth, Zigbee and IEEE 802.11ah as well as 5G IoT enablers of Long Range (LoRa) and NarrowBand IoT (NB-IoT) [54], [55] currently all employ a single TA. Therefore, the single-RF SM scheme may constitute an attractive upgrade-candidate for the future communication systems [56], [57]. However, as the cell radius is steadily reduced especially in the 5G mmWave range of (24.25~52.6 GHz), the LoS components of (2) tend to become more often encountered. Unfortunately, the associated antenna correlation tends to degrade the reception-quality of the IM bits in the SM scheme, which is considered as a major stumbling block of practical SM deployments [10]. We will demonstrate in Sec. II-C and in Sec. V that SM often performs even worse than its single-TA based PSK counterpart in Ricean fading scenarios. Against this background, in this work, we conceive a new family of STSK schemes that are capable of mitigating this problem by maximizing the diversity gain, while the beneficial 0 dB PAPR signal transmission and ICI-free signal detection capabilities are retained.

C. Airframe Shadowing

The three-dimensional maneuvers including pitch, roll and yaw portrayed in Figs. 3(a) and 3(b) were key to the success of modern aviation. However, the detrimental airframe shadowing is induced by the dynamic maneuvers, where the A2G link may be blocked by the fuselage for as long as 74 seconds [58]. It was reported in [58] that using multiple RAs at the GS is unable to mitigate this problem. This is hazardous, since the UAV may have travelled thousands of meters with a blocked control link. The traditional solution is to employ a pair of TAs radiating the same signal, which however would result in self-interference nulls.

In order to mitigate this problem, Alamouti’s G2 STBC was invoked in [18]. More explicitly, when the airframe-induced shadowing is encountered, the Ricean K-factors $K_1$ and $K_2$ of the two TAs are subjected to non-negative log-normal distribution [58]. Moreover, Fig. 3(a) shows that terrain shadowing may also result in $K_1 \neq K_2$ for low-altitude UAVs. It is demonstrated by Fig. 4 that firstly, SM does not perform well in Ricean fading even in the absence of shadowing, because the fading envelopes of the antennas are not sufficiently different for conveying the IM bits. Secondly, the transmit diversity schemes of Alamouti’s G2 STBC and CE-ASTSK are shown to be robust against shadowing in Fig. 4, owing to the fact that STBC and CE-ASTSK exploit the fading envelope differences of the antennas both in the spatial and temporal domains. Moreover, as a single-RF scheme, the CE-ASTSK may employ the same RF chain using the same PA as the single-TA scheme, which is particularly advantageous in aerial applications. The details of the CE-ASTSK design will be given in the following sections.

D. Space-Time Shift Keying Regime

A variety of high-diversity and high-rate MIMO schemes – including the QO-STBCs [29], [30], the TAST [33], [39] and the division algebra codes, including the Golden code and perfect STBCs [34]–[37] – have been developed for the sake of improving the STBC performance. These MIMO schemes may all be specified in the LDC form [31], [32], [43] of:

$$S = \sum_{q=1}^{Q} s_q A_q,$$

where a total of $Q$ modulated LPSK/QAM symbols $\{s_q\}_{q=1}^{Q}$ are dispersed both across the spatial and temporal domains by the dispersion matrices $\{A_q\}_{q=1}^{Q}$. Following the IM philosophy, the LDC’s multiplexing form is revised to the STSK’s matrix selection form as [20], [21], [43]:

$$S = s^l A_q,$$

where the classic modulated symbol index $l$ and the dispersion matrix index $q$ carry $\log_2 L$ and $\log_2 Q$ bits, respectively. Accordingly, the received signal matrix of (1) is extended as:

$$Y = S \mathbb{H} + \mathbb{V},$$

where we have the vectorized $(1 \times T N)$-element $\mathbf{Y} = rvec(Y)$ and $\mathbf{V} = rvec(V)$. The $(Q \times T N)$-element equivalent channel matrix is given by $\mathbb{H} = \mathbf{H} (I_T \otimes \mathbf{H})$, where we have the $(Q \times T M)$-element matrix $\mathbf{H} = [rvec(A_1^T), \ldots, rvec(A_Q^T)]^T$. For the LDCs, the $(1 \times Q)$-element transmitted signal vector

Fig. 3: Terrain shadowing for low-altitude rotary-wing UAV and airframe shadowing for high-altitude fixed-wing UAV.

Fig. 4: BER performance comparison between single-/multiple-TA based schemes over Ricean fading and shadowing effect using $M=2$ TAs and $N=1$ RA.
in (5) is given by \( \mathbf{S} = [s_1 \ldots s_Q] \), which is equivalent to V-BLAST associated with \( Q \) TAs and \( TN \) RAs. Therefore, the LDC receiver has to deal with an increased ICI = \( Q \) streams. By contrast, for the STSK of (4), the \((1 \times Q)\)-element vector in (5) is:

\[
\mathbf{S} = [0 \ldots 0 s_i' 0 \ldots 0],
\]

which becomes equivalent to a SM scheme associated with \( Q \) TAs and \( TN \) RAs, hence the single-stream based ML detectors may be invoked [59], [60].

E. Design Criteria

The average BER may be expressed as [42], [43], [61]:

\[
\mathcal{P}_{e, \text{bit}} \leq E\{\sum_{i=0}^{T-1} \sum_{i' \neq i} d_H(i, i') \log_2 I \} p(\mathbf{S}^i \rightarrow \mathbf{S}^{i'})\},
\]

where \( d_H(i, i') \) refers to the Hamming distance between the bit-mappings of \( \mathbf{S}^i \) and \( \mathbf{S}^{i'} \), which is directly obtained by conveying the indices \( i \) and \( i' \) back to \( \log_2 I \) bits. Furthermore, the Pairwise Error Probability (PEP) in (7) may be expressed as \( E[p(\mathbf{S}^i \rightarrow \mathbf{S}^{i'})] = E[Q(\sqrt{\frac{||S^i - S^{i'}||^2}{2N_0}})] \), where \( Q() \) represents the integral form of the Q-function. The MIMO schemes operate based on the scattered component \( H^x_{\text{gen}} \) in (2), where the trend of PEP is characterized by the diversity product and by the diversity sum as [44], [62]:

\[
\Lambda_p = \frac{1}{2} \min_{v_i \neq v_{i'}} \det(\Delta) \frac{1}{\max_i \Delta_i},
\]

\[
\Lambda_s = \frac{1}{2} \sqrt{\det(\Delta)} \min_{v_i \neq v_{i'}} \tr(\Delta) \frac{1}{\max_i \Delta_i}.
\]

The diversity matrix is defined as \( \Delta = (\mathbf{S}^i - \mathbf{S}^{i'}) (\mathbf{S}^i - \mathbf{S}^{i'})^H \) for \( T \leq M \) and \( \Delta = (\mathbf{S}^i - \mathbf{S}^{i'}) (\mathbf{S}^i - \mathbf{S}^{i'})^H \) for \( T > M \). For the full-rank \( \Delta \), the diversity order in (8) is given by \( \text{Di}(\Delta) = \min(M, T) \). Moreover, according to (7), the average diversity product and average diversity sum are defined as [44]:

\[
\Sigma_p = \frac{1}{2} \left[ \frac{2}{\log_2 I} + \frac{1}{\log_2 I} \sum_{v_i \neq v_{i'}} d_H(i, i') \right] \frac{1}{\max_i \Delta_i},
\]

\[
\Sigma_s = \frac{1}{2} \sqrt{\det(\Delta)} \left[ \frac{2}{\log_2 I} + \frac{1}{\log_2 I} \sum_{v_i \neq v_{i'}} d_H(i, i') \right] \frac{1}{\max_i \Delta_i}.
\]

All the four metrics in (8) and (9) are normalized to be within the range of \([0, 1]\). Conventionally, the dispersion matrices of LDC and STSK are obtained by maximizing the determinant term of \( \Lambda_p \). The DSTSK in [44] also invokes \( \Sigma_p \) as the secondary Objective Function (OF). However, it is evidenced by Fig. 5 that the trace terms of \( \Lambda_s \) and \( \Sigma_s \) become more important for large \( N \). Based on this observation, we offer the following improved optimization approach:

**Optimization 1:** In order to achieve the three-fold design objectives of having (I) PAPR = 0 dB for signal transmission, (II) ICI-free signal detection and (III) maximized diversity gains, our MIMO design follows the STSK model of (4), which aims to satisfy:

\[
\max_{\mathbf{A}_q} \Lambda_p \quad \text{subject to} \quad \{||\mathbf{A}_q(t, m)||^2 = 1\}_{t=1}^T \quad \text{and} \quad \mathbf{A}_q A_q^H = I_T,
\]

where the \( T \)-th root of unity \( \omega_T = \exp(j\frac{2\pi}{T}) \), which are taken from the following \((T \times Q)\)-element Vandermonde generator matrix.

**III. SINGLE-RF CONSTANT-ENVELOPE DESIGN**

In this section, we propose the single-RF CE-ASTSK, where the TAST, PAST and DR arrangements are devised in Secs. III-A, III-B and III-C, respectively.

A. Threaded Algebraic Space-Time (TAST) Scheme

For the proposed CE-ASTSK, the dispersion elements in \( \mathbf{A}_q \) of (4) operate based on the \( L_{DM} \)-th root of unity \( \omega_{L_{DM}} = \exp(j\frac{2\pi}{L_{DM}}) \), which are taken from the following \((T \times Q)\)-element generator matrix:
\( G_A = \text{VDM}_{T \times \Omega}(\omega_{LDM}^{1}, \ldots, \omega_{LDM}^{T}) \)
\[
= \begin{bmatrix}
1 & \omega_{LDM}^{1} & \omega_{LDM}^{2} & \ldots & \omega_{LDM}^{(T-1)u_{1}} & \ldots & \omega_{LDM}^{(T-1)u_{1}v_{1}} \\
1 & \omega_{LDM}^{2} & \omega_{LDM}^{2} & \ldots & \omega_{LDM}^{(T-1)u_{2}} & \ldots & \omega_{LDM}^{(T-1)u_{2}v_{2}} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
1 & \omega_{LDM}^{T} & \omega_{LDM}^{2} & \ldots & \omega_{LDM}^{(T-1)u_{T}} & \ldots & \omega_{LDM}^{(T-1)u_{T}v_{T}}
\end{bmatrix}
\]

More explicitly, as an intermediate step, the \((T \times M)\)-element CE-ASTSK using the Diagonal Algebraic Space-Time (DAST) scheme associated with \( M = T \) is constructed as:
\[ S = s' A_{\tau} = s' \phi_{t} \bar{A}_{\tau} G_{t}^{-1}, \]
where the diagonal matrix \( \bar{A}_{\tau} \) is formed by taking the \( \bar{q} \)-th column in \( G_A \) of (11). Furthermore, instead of only using the diagonal matrix, the CE-ASTSK using TAST is constructed as:
\[ S = s' A_{\tau} = s' \phi_{t} \bar{A}_{\tau} G_{t}^{-1}, \]
where the dispersion matrix is now given by \( \{(A_{\tau} = \phi_{t} \bar{A}_{\tau} G_{t}^{-1})\} \). The TAST of (13) partitions a \((T \times T)\)-element space-time matrix into \( T \) non-overlapping threads, of which only a single thread is activated. The associated \((T \times T)\)-element thread-switching matrix in (13) is given by:
\[ G_{t} = \begin{bmatrix}
0 & \cdots & 0 & 1 \\
1 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 1 & 0
\end{bmatrix}. \]

An example of (14) for \( T = 4 \) is presented in Table II. In summary, the modulation index \( l \), the dispersion matrix index \( q \) and the thread-switching index \( \tau \) in (13) convey \( L_{DM} \), \( \log_{2} L \) and \( \log_{2} T \) bits, respectively. The overall throughput is given by \( R = \log_{2} L + \log_{2} q + \log_{2} T \).

In contrast to the DOSTK of [44], first of all, the coherent CE-ASTSK no longer requires \( L_{DM} \) and \( L_{r} \) to be a power of two. Secondly, we revise the phase rotations in (13) as \( \{\phi_{\tau} = \omega_{L_{r}}^{(\tau-1)v_{\tau}}\} \}, \) where a new vector of integer parameters \( v = [v_{1}, \ldots, v_{T}] \) is introduced. As for the degree of freedom, it is sensible to choose \( (\bar{Q} \leq L_{DM} \leq LQT) \) and \( (T \leq L_{r} \leq LQT) \). In summary, the design guidelines for (13) are:

(I) When LPSK is employed for \( s' = \omega_{L_{r}}^{1} \), the transmitted signals in (13) are always in the form of \( \omega_{L_{r}}^{1} \omega_{L_{DM}}^{1} \omega_{L_{r}}^{v_{1}} \), which results in PAPR = 0 dB for signal transmission.

(II) Since (13) follows the STSK form of (4), the CE-ASTSK using TAST is also ICI-free. The total number of dispersion matrices in (4) is now given by \( Q = \bar{Q}T \).

(III) The optimization of (10) becomes equivalent to searching for the best integers \( \{u_{i} \in [1, L_{DM}]\}_{T=1}^{T} \) and \( \{v_{\tau} \in [0, L_{r}]\}_{T=1}^{T} \) that maximize the diversity gains in (10).

Since Optimization I requires the maximization of all four OFs in (10), the simplified evaluation of \( \Lambda_{p} \) in [44] does not reduce the search space. Nonetheless, Propositions 1-3 of [44] still remain valid, where the term \( \frac{T(\tau-1)v_{\tau}}{L_{r}} \) in (26) of [44] is now replaced by \( \frac{\tau}{L_{r}} \).

Consequently, we require \( \{u_{i} \}_{T=1}^{T} \) and \( \{v_{\tau} \}_{T=1}^{T} \) to be relatively prime to \( L_{DM} \) and \( L_{r} \), respectively, so that \( \Lambda_{p} \) is 0 and avoided. Moreover, we always set \( v_{1} = 0 \) so that \( \phi_{1} = 1 \). This is because the parameters \( \{v_{T}\}_{T=1}^{T} \) are only responsible for maximizing the phase differences between \( \{\phi_{\tau}\}_{T=1}^{T} \), where the value of \( \phi_{1} \) does not have any impact.

Remark 1 (Parameters): The CE-ASTSK using the TAST scheme of (13) is unambiguously specified by the integer parameters \((M, N, T, \bar{Q}, L, L_{DM}, \bar{u}, L_{r}, v)\). As a result, the CE-ASTSK has the following advantages over the conventional LDC and STSK. First of all, the brute-force exhaustive search over all eligible integers becomes feasible for (10). The search spaces for \( \bar{u} = [u_{1}, \ldots, u_{T}] \) and \( v = [v_{1}, \ldots, v_{T}] \) are bounded by \((\frac{L_{DM}}{2})^{T}\) and \((\frac{L_{r}}{2})^{T-1}\), respectively. Secondly, the CE-ASTSK transceivers only have to store the integer parameters instead of the full signal matrices.

Remark 2 (Complexity): As an ICI-free STSK scheme, the signal detection complexity of CE-ASTSK using the TAST scheme of (13) does not grow with modulation alphabet size \( L \) [59], [60]. Hence, for a specific throughput requirement of \( R = \frac{\log_{2} LQT}{L_{r}} \), it is favourable to choose a small \( \bar{Q} \) and a large \( L \) over all combinations of \( \frac{\bar{Q}}{L_{r}} = \frac{2^{R-T}}{T} \).

Example 1: For the case of \( M = T = 2 \) at a throughput of \( R = 2.0 \), we have performed a comprehensive full-search over all possible combinations of parameters that satisfy \( L_{Q} = 2, 4 \leq L_{DM} \leq LQT \) and \( T \leq L_{r} \leq LQT \). The best solution found by Optimization I has the parameters of \( (\bar{Q}, L, L_{DM}, \bar{u}, L_{r}, v) = (4, 2, 8, [1, 3], 8, [0, 1]) \). According to the parameters, the signal matrix of (13) is constructed as \( S = \omega_{L_{r}}^{-1} \left[ \begin{array}{cccc}
\omega_{k_{1}} & 0 & \cdots & 0 \\
0 & \omega_{k_{2}} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \omega_{k_{T-1}}
\end{array} \right] \), associated with \( l \in \{0, 1\}, \bar{q} \in \{1, 2, 3\} \) and \( \tau \in \{1, 2\} \). The resultant diversity gains of (8) are given by \( \Lambda_{p} = 0.5946, \Lambda_{s} = 0.7071 \), which are substantially higher than \( \Lambda_{p} = \Lambda_{s} = 0.5 \) of Alamouti’s G2 STBC using QPSK [25]. Our detailed performance comparisons will be presented in Sec V.

Example 2: For using \( M = T = 4 \) at \( R = 1.0 \), Optimization I produces the TAST parameters of \( (\bar{Q}, L, L_{DM}, \bar{u}, L_{r}, v) = (2, 2, 4, [1, 1, 1, 1], 16, [0, 1, 2, 3]) \) that achieve \( \Lambda_{p} = 0.5453, \Lambda_{s} = 0.7071 \). These diversity gains are higher than \( \Lambda_{p} = \Lambda_{s} = 0.5 \) of both the 1/2-rate STBC using QPSK and of QO-STBC using BPSK, where the former relies on \( T = 8 \) [26], while the latter imposes the ICI of 2 streams [29], [30].

According to Remark 2, the search space of Optimization I grows exponentially both with \( R \) and \( T \). In order to simplify this, we further conceive a hierarchical approach as follows:

Optimization II: When the full-search for the CE-ASTSK relying on the TAST philosophy becomes infeasible at a high throughput \( R \), we firstly invoke (10) of Optimization I for the DAST of (12) associated with \( \bar{Q}L = \frac{2^{2R-T}}{T} \), which produces the parameters of \( L_{DM} \) and \( \bar{u} \). Following this, (10) of Optimization I is invoked again for the TAST of (13) in order to further obtain \( L_{r} \) and \( v \). The detailed step-by-step description is formulated in Algorithm 1.

Example 3: For \( M = T = 2 \) and \( R = 3.0 \), we have \( \bar{Q}L = 32 \). Let us firstly invoke (10) of Optimization I for the DAST of (12). For small \( N \), we obtain candidate (A) associated with the parameters of \( (\bar{Q}, L, L_{DM}, \bar{u}) = (4, 8, 11, [1, 10]) \) that achieves \( \Lambda_{p} = 0.259, \Lambda_{s} = 0.2817 \). For large \( N \), we obtain
the candidate (B) of \((\mathcal{Q}, L, L_{DM}, u)\) = (4, 8, 32, [3, 27]) that achieves \((\Lambda_p = 0.2494, \Lambda_s = 0.3827)\). In other words, candidates (A) and (B) are chosen for their highest \(\Lambda_p\) and \(\Lambda_s\), respectively. Following this, (10) of Optimization I is invoked again for the TAST of (13) in order to further optimize \(L_r\) and \(v\). Accordingly, for small \(N\), the parameters of candidate (A) are complemented by \((L_r, v) = (16, 0, 1))\), which results in \((\Lambda_p = 0.259, \Lambda_s = 0.2817)\) for (13). Similarly, for large \(N\), candidate (B) is complemented by \((L_r, v) = (64, 0, 1))\), which results in \((\Lambda_p = 0.2214, \Lambda_s = 0.3827)\) for (13). Comparing to \((\Lambda_p = \Lambda_s = 0.2706)\) of Alamouti’s G2 STBC using BPSK [25], candidate (B) achieves \(\Lambda_s = 0.3827\), which indicates a better performance, when a large \(N\) is used.

### B. Permutated Algebraic Space-Time (PAST) Scheme

In order to maximize the IM spectral efficiency, we propose the PAST design, which allows full permutation of all signal positions. The \((T \times M)\)-element signal matrix is contracted for \(M = T\) as:

\[
S = s't \mathbf{A}_{p,T} = s't \phi_p \mathcal{A}_{\mathcal{Q}} \mathcal{G}_p,
\]

where the dispersion matrix is \(\{A_{p,T} = \phi_p \text{diag}(\omega_{L_{DM},p}^2, \ldots, \omega_{L_{DM},T}^2) \mathcal{G}_p \}_{p=1}^{P}\), while we have \(\phi_p = \omega_{L_{DM},p}^2\). For a \((T \times T)\)-element sparse signal space, there are a total of \(\mathcal{P} = 2^{(\log_2 T)}\) legitimate signal positions, which carry \([\log_2 T]\) IM bits. The index \(p\) in (15) specifies a \(T\)-element index vector \(a_p\), which contains the permuted positions of \{1, \ldots, \(T\)\}. Therefore, the element on the \(r\)-th row and \(c\)-th column in \(\mathcal{G}_p\) is:

\[
\mathcal{G}_p(r,c) = \begin{cases} 
1, & \text{if } a_{p,r} = c \\
0, & \text{otherwise}
\end{cases}
\]

The difference between the definition of TAST in (14) and PAST in (16) is exemplified in Table II for \(T = 4\), where the TAST’s thread-switching matrix and the PAST’s permutation matrix convey \(\log_2 T = 2\) and \(\log_2 T!\) = 4 bits, respectively.

In summary, for the CE-ASTSK using the PAST of (15), the modulation index \(l\), the dispersion matrix \(\mathcal{T}\) and the permutation index \(p\) convey \(\log_2 L\), \(\log_2 \mathcal{Q}\) and \(\log_2 T!\) bits, respectively. Therefore, the throughput is improved to \(R = \frac{\log_2 L + \log_2 \mathcal{Q} + \log_2 T!}{T}\). Similar to TAST, Optimization I and Optimization II may be invoked for (15) at low and high throughputs, respectively.

**Example 4:** For the case of \(M = T = 4\) at throughput \(R = 2\), we invoke Optimization II for (15) and obtain three candidates associated with different combinations of \(\mathcal{Q}\) and \(L\). The parameters of candidate (A) are given by \(\{\mathcal{Q}, L, L_{DM}, u, L_r, v\} = (2, 8, 43, [3, 14, 29, 40], 256, [0, 36, 53, 202, 60, 182, 39, 82, 126, 101, 56, 76, 145, 2, 183, 235]\) and the diversity gains are \((\Lambda_p = 0.1031, \Lambda_s = 0.3827)\). The corresponding parameters for candidate (B) are \((4, 4, 16, [1, 5, 9, 13], 2048, [0, 382, 279, 16, 332, 1445, 800, 1176, 341, 821, 52, 1729, 1928, 1752, 194, 932],\) which achieve \((\Lambda_p = 0.1093, \Lambda_s = 0.5017)\).

For candidate (C), the parameters are \((8, 2, 16, [1, 3, 5, 7], 2048, [0, 1805, 955, 1571, 351, 1112, 1681, 1213, 1185, 894, 584, 461, 84, 1942, 846, 566]\), which achieve \((\Lambda_p = 0.1458, \Lambda_s = 0.5043)\). According to Remark 2, candidate (A) exhibits the lowest STSK detection complexity, followed by candidates (B) and (C). By contrast, candidate (C) achieves the highest diversity gains, followed by candidates (B) and (A). At the same \(R\), the 1/2-rate STBC using \(T = 8\) [26] achieves \((\Lambda_p = \Lambda_s = 0.138)\) and \((\Lambda_p = \Lambda_s = 0.2236)\) for employing 16PSK and square 16QAM, respectively, where the latter imposes a higher PAPR = 2.55 dB. Moreover, the QO-STBC using QPSK [29], [30] achieves \((\Lambda_p = \Lambda_s = 0.3536)\) at the cost of ICI = 2. In summary, all three CE-ASTSK candidates achieve unequivocally higher \(\Lambda_s\) than the STBCs, which once again indicates a better performance for large \(N\).

### C. Diversity-Rate (DR) Tradeoff

In order to use \(T < M\) for large \(M\), first of all, we propose the Type I DR arrangement. The \((T \times M)\)-element signal matrix is partitioned into \(W = M/T\) number of non-overlapping \((T \times T)\)-element submatrices, where a single one out of \(W\) is activated:

\[
W \quad \underline{S} = \begin{bmatrix} 0 \cdots 0 \end{bmatrix} \quad \underline{S} = s' \mathbf{A}_{w,T,T}.
\]

The \((T \times T)\)-element submatrix \(\underline{S}\) in (17) may invoke the TAST scheme of (13). Accordingly, the dispersion matrix in (17) is \(\mathbf{A}_{w,T,T} = [0 \cdots 0 \mathbf{A}_{T,T} 0 \cdots 0]\), where \(\mathbf{A}_{T,T}\) refers to the TAST dispersion matrix defined in (13). The resultant throughput of (17) is \(R = \frac{\log_2 L + \log_2 \mathcal{Q} + \log_2 T + \log_2 W}{T}\), where an extra number of \(\log_2 W\) IM bits are conveyed.

### Table II: Comparison between the TAST’s thread-switching matrix \((\mathcal{G}^{-1}_p)_{p=1}^P\) of (14) and the PAST’s permutation matrix \((\mathcal{G}_p^T)_{p=1}^P\) of (16) for \(T = 4\).

<table>
<thead>
<tr>
<th>(\mathcal{G}_p^T)</th>
<th>(\mathcal{G}_p^T)</th>
<th>(\mathcal{G}_p^T)</th>
<th>(\mathcal{G}_p^T)</th>
<th>(\mathcal{G}_p^T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_1 = [1, 2, 3, 4])</td>
<td>(a_2 = [2, 3, 4, 1])</td>
<td>(a_3 = [3, 2, 4, 1])</td>
<td>(a_4 = [4, 2, 3, 1])</td>
<td>(a_5 = [4, 3, 2, 1])</td>
</tr>
</tbody>
</table>
The Type I DR of (17) does not require any further optimization, yet the three-fold benefits of single-RF PAPR = 0 dB and ICI-free features are all retained. We note that (17) can also invoke the PAST of (15) as the component submatrix. Since TAST and PAST only differ for \( T > 2 \), we focus our attention on the \( T = 2 \) scenario.

**Example 5:** For the case of using \( M = 4 \) and \( T = 2 \) at \( R = 3.0 \), the Type I CE-ASTSK-DR of (17) invokes the TAST of (13) optimized for \( M = 2 \) and \( \overline{QL} = 16 \), which has two candidates that achieve the highest \( \Lambda_p \) and \( \Lambda_s \), respectively. The candidate (A) has the parameters of \( (Q_L, L_{DM}, u, L_r, v) = (2, 8, 21, [4, 17], 25, [0, 1]) \), and the candidate (B) has \( (Q_L, L_{DM}, u, L_r, v) = (8, 2, 18, [1, 5], 12, [0, 1]) \). Accordingly, the \( (2 \times 2) \)-element submatrix in (17) is constructed based on (13) as \( S = s^T \omega_{\text{DR}}^e \text{diag}(\omega^{\text{DR}}_{1-1u1}, \omega^{\text{DR}}_{1-1w2}) G_{s,s}^{-1} \).

The resultant CE-ASTSK-DR of (17) forms \( (2 \times 4) \)-element codewords of \( \{0, S, |S| 0\} \), which achieve \( (\Lambda_p, \Lambda_s) = (0.3827, 0.3827) \) and \( (\Lambda_p, \Lambda_s) = (0.3647, 0.5) \) for candidates (A) and (B), respectively. By contrast, the 3/4-rate STBC [26]–[28] achieves \( (\Lambda_p, \Lambda_s) = (0.1126, 0.1826) \) for using 16PSK and square 16QAM, respectively. Moreover, the QO-STBC using 8PSK [29], [30] has \( (\Lambda_p, \Lambda_s) = (0.1674, 0.1913) \). Therefore, both DR candidates (A) and (B) achieve substantially higher diversity gains than the STBCs without either increasing PAPR or imposing ICI.

In order to improve the throughput, we proceed to conceive the Type II design, which allows all the legitimate \( c = 2^{\log_2(2!)} \) combinations of signal positions seen in (6). Specifically, the signal matrices for \( M = 4 \) and \( T = 2 \) are:

\[
S = \begin{pmatrix}
\tilde{s}_{11} & \tilde{s}_{12} & 0 & 0 \\
\tilde{s}_{21} & \tilde{s}_{22} & 0 & 0 \\
0 & \tilde{s}_{11} & \tilde{s}_{12} & 0 \\
0 & \tilde{s}_{21} & \tilde{s}_{22} & 0
\end{pmatrix}
\begin{pmatrix}
\omega_{LDR} & 0 & 0 & 0 \\
0 & \omega_{LDR} & 0 & 0 \\
0 & 0 & \omega_{LDR} & 0 \\
0 & 0 & 0 & \omega_{LDR}
\end{pmatrix} \left( \begin{pmatrix}
\omega_{LDR} & 0 & 0 & 0 \\
0 & \omega_{LDR} & 0 & 0 \\
0 & 0 & \omega_{LDR} & 0 \\
0 & 0 & 0 & \omega_{LDR}
\end{pmatrix} \right)^T,
\]

where \( \{\tilde{s}_{i,j}\}^T_{i=1} = M_i \) are signals in the \( (T \times M) \)-element TAST matrix \( S \) of (13), while the codewords associated with overlapping signal positions are assigned new phase rotations \( \{\omega_{LDR}\}^C_{i=1} \). In summary, the Type II DR throughput is \( R = \frac{\log_2 L + \log_2 \overline{Q} + \log_2 T + \log_2 C}{T} \). For the case of \( M = 4 \) and \( T = 2 \), the mapper \( \log_2 C = 2 \) to the signal positions, which is higher than \( \log_2 W = 1 \) of (17). The price paid is that further search across the set of \( \{\omega_{LDR}\}^C_{i=1} \) is required. Similarly to Optimization II for TAST, we set \( w_1 = 0 \) and \( L_{DR} = \overline{QL} \).

The following three-step hierarchical optimization approach is conceived for the Type II DR as:

**Optimization III:** For a specific \( R \), the first step is to invoke (10) of Optimization I for the DAST of (12) associated with \( \overline{QL} = \frac{Q}{M^2} \), which produces the parameters of \( L_{DM} \) and \( u \). Secondly, (10) is invoked again for the TAST of (13) in order to further obtain \( L_r \) and \( v \). Finally, the Type II DR once again invokes (10) for \( L_{DR} \) and \( w \).

**Example 6:** For the case of \( M = 4 \) and \( T = 2 \) at \( R = 4.0 \), Optimization III produces two legitimate candidates associated with \( (Q_L, L_{DM}, u, L_r, v, L_{DR}, w) = (4, 8, 32, [1, 25], 64, [0, 1], 128, [0, 1]) \) and \( (16, 2, 32, [1, 7], 16, [0, 1], 64, [0, 1], [1]) \), which achieve \( (\Lambda_p, \Lambda_s) = (0.1317, 0.3827) \) and \( (\Lambda_p, \Lambda_s) = (0.1863, 0.3827) \), respectively. By contrast, the QO-STBC [29], [30] has the much lower values of \( (\Lambda_p, \Lambda_s) = (0.0609, 0.0975) \) and \( (\Lambda_p, \Lambda_s) = 0.1581 \) for using 16PSK and 16QAM, respectively.

**IV. FULL-RF AND REDUCED-RF CONSTANT-ENVELOPE DESIGN**

In this section, we propose the full-RF and reduced-RF CE-ASTSK in Secs. IV-A and IV-B, respectively, while the reduced-RF CE-GSTSK is conceived in Sec. IV-C.

**A. Full-RF Space-Time Shift Keying**

It has been demonstrated by Examples 1-6 that the single-RF CE-ASTSK of Sec. III is capable of outperforming the full-RF orthogonal STBCs [25]–[28] without either increasing the PAPR or imposing ICI. Therefore, it is beneficial to employ CE-ASTSK in the same full-RF setup as the STBCs using the same PAs. Against this background, we propose the following lossless transformation between single-RF CE-ASTSK and full-RF CE-ASTSK:

**Proposition I:** The full-RF CE-ASTSK is obtained upon multiplying the \((T \times M)\)-element CE-ASTSK signal matrix by a \((M \times M)\)-element Hadamard matrix normalized by \( \frac{1}{\sqrt{M}} \), where the triple benefits of PAPR = 0 dB, ICI-free reception and unaffected diversity gains are retained.

**Proof:** The well-known Hadamard matrix is an orthogonal matrix constituted by elements of \( \pm 1 \). The CE-ASTSK signal matrix is sparse, having a single PSK signal on each row and column. Therefore, the multiplication of the two matrices does not induce any signal additions, and the resultant signals are still drawn from the same PSK constellation associated with PAPR = 0 dB. From the receiver’s point of view, the orthogonal Hadamard matrix does not change the characteristics of the fading matrix \( H_n \) of (1). Therefore, the detection is still performed on the sparse data-carrying matrix, which remains ICI-free and retains undiminished diversity gains.

**Example:** For example, the Hadamard matrix combined with power normalization for \( M = 2 \) is given by \( \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \).

The CE-ASTSK using TAST of (13) is in the form of \( \begin{pmatrix} s_1 \ s_1 \\ 0 \ s_2 \\ 0 \ s_1 \\ -s_1 \ s_1 \end{pmatrix} \), where both \( s_1 \) and \( s_2 \) are taken from the PSK constellation. Upon applying Proposition I, the resultant CE-TAST is in the form of \( \begin{pmatrix} s_1 \ s_1 \\ s_2 \ -s_2 \\ -s_2 \ s_2 \end{pmatrix} \), which retains PAPR = 0 dB. Table III further exemplifies the signal matrices of CE-ASTSK and CE-ASTSK associated with the parameters \( M = 8 \).
$T = 2$ and $(\mathbf{Q}, L, L_{DM}, \mathbf{u}, L_r, \mathbf{v}) = (2, 2, 4, [1,3], 4, [0,1])$ at $R = 1.5$.

Moreover, for $M = 2$, the STSK receiver may treat
\[
\begin{bmatrix}
1 & 1 & -1 \\
1 & 1 & 1
\end{bmatrix} \mathbf{H}^1_{\omega} \quad = \quad \sqrt{2} \begin{bmatrix}
\mathbf{H}^1_{\omega} + \mathbf{H}^2_{\omega} \\
\mathbf{H}^1_{\omega} - \mathbf{H}^2_{\omega}
\end{bmatrix}
\]
as the equivalent fading matrix, where $\mathbf{H}^1_{\omega}$ and $\mathbf{H}^2_{\omega}$ refers to the 1st and 2nd row in $\mathbf{H}_\omega$ of (1). For the case of Rayleigh fading, both row-vectors $\mathbf{H}^1_{\omega} + \mathbf{H}^2_{\omega}$ and $\mathbf{H}^1_{\omega} - \mathbf{H}^2_{\omega}$ are still zero-mean Gaussian-distributed. However, for a Ricean fading having a mean of $\sigma_D$ in (2), the two row-vectors are still Gaussian-distributed but their means become $2\sigma_D$ and 0, respectively. Nonetheless, the average mean of the whole matrix $\mathbf{H}_\omega$ remains $\sigma_D$. We will demonstrate in Secs. V and VI that Proposition I is valid for both Rayleigh and Ricean fading channels.

### B. Reduced-RF Space-Time Shift Keying

Following Proposition I, we propose to transform the single-RF CE-ASTSK-DR of Sec. III-C into the reduced-RF CE-ASTSK-RH. More explicitly, we offer the following corollary:

**Corollary I:** When a reduced number of $M_A = T$ out of $M$ TAs are activated, the $(T \times M)$-element CE-ASTSK-RH is obtained by replacing the $(T \times T)$-element sparse CE-ASTSK submatrix in the DR arrangements of Sec. III-C by its full-RF $(T \times T)$-element CE-ASTSK submatrix, which invokes a $(M_A \times M_A)$-element Reduced-size Hadamard (RH) matrix. Consequently, the CE-ASTSK-RH retains the triple benefits of gains as the CE-ASTSK-DR of Sec. III-C.

**Example 7:** For the case of $M = 4$ and $T = 2$ at $R = 3.0$, a reduced $M_A = T = 2$ number of RF chains are activated. Optimization III in Sec. III-C produces the parameters $(\mathbf{Q}, L, L_{DM}, \mathbf{u}, L_r, \mathbf{v}, L_{DR}, \mathbf{w}) = (4, 2, 8,[1,3], 8, [0,1], 16, [0,1])$ for the Type II of CE-ASTSK-DR. Following this, the $(2 \times 4)$-element reduced-RF CE-ASTSK-RH is still expressed by (18), but the $(2 \times 2)$-element submatrix in (18) is now given by the TAST of (13) multiplied by the normalized RH matrix $\begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}$ as $S = \frac{\mathbf{A}_{\omega} - \mathbf{A}_{\omega} \theta_s}{\sqrt{2}} \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}$. The reduced-RF CE-ASTSK-RH achieves $(\Lambda_p, \Lambda_s) = (0.3417, 0.5187)$. By contrast, the STBC-SM using QPSK [6] achieves $(\Lambda_p, \Lambda_s) = (0.4598, 0.5)$. Therefore, the proposed CE-ASTSK-RH performs better for large $N$.

### C. Reduced-RF Generalized Space-Time Shift Keying

Compared to Examples 1-6, the performance advantage of the reduced-RF STSK in Example 7 becomes less substantial. This is because the STBC-SM [6], [38] has already improved the spectral efficiency of Alamouti’s $2 \times 2$ STBC by the IM design, which leaves little room for further improvement either without increasing $T$ [63] or without imposing ICI [64]–[66]. Against this background, we propose the reduced-RF CE-GSTSK, which retains both the 0 dB PAPR and the minimal delay $T$, while having the same ICI of $M_A$ streams as the GSM [7]–[9]. More explicitly, the $(T \times M)$-element signal matrix is now constructed by $M_A = W = M/T$ number of sparse $(T \times T)$-element submatrices as:

$$
\mathbf{S} = [\mathbf{S}_1 \mathbf{S}_2 \ldots \mathbf{S}_W] = \sum_{w=1}^{W} s^w \tilde{\mathbf{A}}_{\omega_w,\tilde{\omega}_w}.
$$

The $(T \times T)$-element submatrices $\{\mathbf{S}_w = s^w \tilde{\mathbf{A}}_{\omega_w,\tilde{\omega}_w}\}_{w=1}^{W}$ are given by the TAST of (13), where $\mathbf{A}_{\omega_w,\tilde{\omega}_w}$ is the $(T \times T)$-element TAST dispersion matrix defined in (13). The holistic dispersion matrix in (19) is given by $\mathbf{A}_{\omega_w,\tilde{\omega}_w} = \begin{bmatrix} 0 & \cdots & 0 & \mathbf{A}_{\omega_w,\tilde{\omega}_w} & 0 & \cdots & 0 \end{bmatrix}$, where the $w$-th submatrix is activated. Owing to the fact that there is only a single non-zero element on each row and column of $\mathbf{S}_w$, the total number of non-zero signals on each row of (19) is given by $W = M_A$, which results in the reduced-RF transmission. The throughput of the CE-GSTSK scheme of (19) is given by $R = \frac{W \log_2 L + \log_2 (\mathbf{Q}) + \log_2 T}{T} R_N$.

Although each $\mathbf{S}_w$ is ICI-free, the $W = M_A$ submatrices in (19) interfere with each other. As a result, the STSK’s $(1 \times N)$-element signal vector of (6) becomes the following GSTSK form:

$$
\begin{align*}
\mathbf{S} &= \begin{bmatrix} 0 & 0 & 0 & \cdots & 0 & s^w \tilde{\mathbf{A}}_{\omega_w,\tilde{\omega}_w} & 0 & \cdots & 0 \end{bmatrix} \\
&= \begin{bmatrix} 0 & \cdots & 0 & s^w \tilde{\mathbf{A}}_{\omega_w,\tilde{\omega}_w} & 0 & \cdots & 0 \end{bmatrix}
\end{align*}
$$

The total number of dispersion matrices is given by $Q = QT W$. It can be readily seen in (20) that the CE-GSTSK imposes the same IAI $W = M_A$ as the GSM [7]–[9].

**Example 8:** For the case of $M = 4$ and $T = 2$ at $R = 5.0$, a reduced $W = M_A = 2$ number of RF chains are activated. The $(2 \times 4)$-element signal matrix of (19) is constructed by $\mathbf{S} = [\mathbf{S}_1 \mathbf{S}_2]$, where $\{\mathbf{S}_w\}_{w=1}^{2}$ invokes the $(2 \times 2)$-element TAST of (13) associated with $Q = 16$. The TAST parameters are the same as those in Example 5, where candidates (A) and (B) respectively achieve $(\Lambda_p, \Lambda_s) = (0.2579, 0.3536)$ for the CE-GSTSK of (19). By contrast, the STBC-SM using square 16QAM [6] has the substantially lower diversity gains of $(\Lambda_p, \Lambda_s) = (0.194, 0.2236)$.

### V. Performance Results

Considering that 5G currently supports a maximum of four and eight transmission layers for the uplink and downlink scenarios [50], in this section, we opt for using up to $M = 4$ TAs and up to $N = 8$ RAs. Secondly, a low $\Delta f_{\text{LOS}} = f_a = 0.001$ is assumed, where the near-ideal channel estimation scheme of [49] is feasible. Thirdly, the AoA and AoD generally remain near-constant over a frame of signal reception even in the high-mobility aeronautical scenarios [49]. Therefore, for the sake of simplicity, we assume $\phi_r = \phi_s = 90^\circ$, where the LoS-induced antenna correlation reaches its maximum. Fourthly, without loss of generality, the performance results are presented in both Ricean and Rayleigh scenarios. Finally, for any variable-envelope and non-orthogonal MIMO schemes, their non-zero dB PAPR values and non-zero ICIs are explicitly labelled in all the performance figures.
A. Capacity and Complexity Comparison

According to the STSK model of (5), the Continuous-input Continuous-output Memoryless Channel (CCMC) capacity is given by [42]:

\[
C_{STSK}^{CCMC}(SNR) = \max_{p(s|q)} \frac{1}{2} I(S;Y) \quad = \max_{p(s|q)} \left( \frac{1}{2} I(s;S|q) + \max_{p(s)} \frac{1}{2} I(q;Y) \right)
\] (21)

The first part in (21) is evaluated based on \( p(\mathbf{Y} | \mathbf{S}) = \frac{1}{(\pi N_0)^T} \exp(-\frac{\|\mathbf{Y} - \mathbf{SH}\|^2}{2N_0}) \) [43] as (22), which is maximized for the Gaussian Probability Density Function (PDF) for \( p(s) \), while \( \mathbf{Y}_q \) denotes the \( q \)-th row in \( \mathbf{Y} \). By contrast, the IM index \( q \) is discrete-valued. Therefore, the second part in (21) is evaluated based on \( p(Y|q) = \frac{1}{\alpha_{max}(\mathbf{K}_T)} \exp(-\frac{\|Y - \mathbf{K}_T Y\|^2}{2\alpha}) \) [43] as (23), which is maximized for equiprobable \( p(q) = \frac{1}{\alpha_{max}(\mathbf{K}_T)} \), while \( \mathbf{Y}_q \) denotes the \( q \)-th row in \( \mathbf{H} \) and we have \( \|\mathbf{K}_T \|^2 = \|\mathbf{H}_q\|^2 \). We note that (21)-(23) become the CCMC capacity for SM in [67], when we set \( Q = M, T = 1 \) and \( \mathbf{Y} = \mathbf{I}_M \).

The CCMC capacities of SM and CE-ASTSK are portrayed in Fig. 6. In contrast to SM, the spectral efficiency of CE-ASTSK is improved by increasing \( Q \) in Fig. 6(b), which does not require any extra TAs in Fig. 6(a). However, as expected, the CCMC capacities of SM and CE-ASTSK cannot compete with V-BLAST and STBC, respectively. Moreover, the CCMC capacity of CE-ASTSK seen in Fig. 6(b) is lower than that of SM observed in Fig. 6(a), because the mutual information of CE-ASTSK in (21) has to be normalized by the transmission duration of \( T \).

However, in reality, the RF chains using real-life PAs always deal with discrete signals, rather than with the ‘Gaussianized’ signals of (22). The associated Discrete-input Continuous-output Memoryless Channel (DCMC) capacity evaluated based on \( p(Y | S) = \frac{1}{(\pi N_0)^T} \exp(-\frac{\|Y - SH\|^2}{2N_0}) \) [42] is (24), where \( I(S;Y) \) in (21) is maximized for equiprobable \( p(S) = \frac{1}{\alpha_{max}(\mathbf{K}_T)} \). We note that (24) is applicable to all MIMO schemes.

The DCMC capacities of the single-/full-RF schemes are presented in Fig. 7. First of all, Fig. 7(a) demonstrates that SM does not perform well in Ricean fading and the increased Ricean \( K \) further deteriorates the SM performance in Fig. 7(b). By contrast, given the same single-RF setup, the proposed CE-ASTSK is capable of substantially outperforming SM in the face of the increasing Ricean \( K \), as evidenced by Figs. 7(a) and 7(b). Furthermore, Fig. 7(c) demonstrates that as a full-RF scheme, the proposed CE-ASTSK is capable of outperforming Alamouti’s G2 STBC, especially as the throughput \( R \) and/or the number of RAs \( N \) increase.

Lastly, the complexities of the ICI-free MIMO schemes used in Fig. 7 are compared in Fig. 8 in terms of the number of real-valued multiplications [43]. The complexities evaluated for LDC, SM and Alamouti’s G2 STBC are \((4MN + 2N)T^M, (4N + 7)M \) and \((16N + 4)\), respectively, while that of STSK is equivalent to SM associated with Q TAs and NT RAs. Fig. 8 confirms that all the three ICI-free MIMO schemes exhibit a low detection complexity that does not grow with modulation alphabet size \( L \), but the STSK complexity grows linearly with \( Q \). Nonetheless, compared to LDC, STSK achieves substantial complexity reductions, as evidenced by Fig. 8.

B. Two Transmit Antennas

The proposed CE-ASTSK and CE-STSK are compared to their single-RF and full-RF counterparts in Fig. 9. First of all, it is demonstrated by Fig. 9(a)-(c) that the proposed CE-ASTSK and CE-STSK outperform the conventional ASTSK and STSK solutions that generate high-PAPR randomized signals [20]–[22]. This verifies the efficiency of our CE design of PAPR \( = 0 \) dB using our improved optimization methodologies. Secondly, in the single-RF mode, Fig. 9(a) demonstrates that the proposed CE-ASTSK substantially outperforms SM. Thirdly, Figs. 9(b)-(c) show that in the full-RF setup, the proposed CE-ASTSK is also capable of outperforming Alamouti’s G2 scheme, especially as \( R \) and \( N \) increase.

The proposed CE-ASTSK and SM are further compared for a higher throughput \( R \) and for higher Ricean \( K \) factors in Fig. 10. First of all, SM performs even worse than the single-TA PSK at \( R = 2.0 \) and \( K = 0 \) dB, as demonstrated in Fig. 10(a). The SM’s performance moderately improves for \( R = 3.0 \) in Fig. 10(b), but degrades in the face of the increased \( K = 6 \) dB value in Fig. 10(c). By contrast, the proposed CE-ASTSK always substantially outperforms both SM and single-TA PSK, as evidenced in Fig. 10(a)-(c).

C. Four Transmit Antennas

In the single-RF mode, Fig. 11 demonstrates that the proposed CE-ASTSK and CE-ASTSK-DR outperform SM-CIOD using high-PAPR signals [23], which once again advocates our CE design. Furthermore, the proposed CE-ASTSK and CE-ASTSK-DR also achieve substantial diversity gains over SSK and SM, as explicitly marked in Fig. 11.
Alamouti’s G2 \[25\], STSK \[20\], \[21\] and CE-STSK using

Fig. 9: BER performance of the single-RF schemes of SM \[5\], ASTSK \[20\], \[22\] and CE-ASTSK as well as the full-RF schemes of Sec. IV-C, Fig. 13(a) confirms that the proposed CE-STSK and CE-STSK-DR, as seen in Fig. 12.

In the reduced-RF mode, as previously discussed in

C_{STSK,1}^{DCMC}(SNR) = \max_{p(s)} \frac{1}{T} I(s'; Y|q) = \frac{1}{TQ} \sum_{q=1}^{Q} \log_2 \left( 1 + \frac{1}{N_0} \left\| \mathbf{r}_q - \mathbf{H}^H \right\|^2 \right),

C_{STSK,2}^{DCMC}(SNR) = \max_{p(s)} \frac{1}{T} I(q; Y) = \frac{1}{TQ} \sum_{q=1}^{Q} E \left\{ \sum_{s'=0}^{S-1} p(Y|s') \log_2 \left[ \frac{1}{I \exp \left( -\frac{\|Y - s'|H|^2}{N_0} \right)} \right] \right\},

C_{DCMC}(SNR) = \max_{p(s)} \frac{1}{IT} \int_{s=0}^{S-1} p(Y|s') \log_2 \left[ \frac{I \exp \left( -\frac{\|Y - s'|H|^2}{N_0} \right) I \exp \left( -\frac{\|Y - s'|H|^2}{N_0} \right) - \|Y - s'|H|^2}{N_0} \right] ds'.

Fig. 7: DCMC capacity of the single-RF schemes of SM \[5\] and CE-ASTSK as well as the full-RF schemes of Alamouti’s G2 \[25\] and CE-STSK using \( M = 2 \) in Rayleigh fading.

Fig. 9: BER performance of the single-RF schemes of SM \[5\], ASTSK \[20\], \[22\] and CE-ASTSK as well as the full-RF schemes of Alamouti’s G2 \[25\], STSK \[20\], \[21\] and CE-STSK using \( M = 2 \) in Ricean fading.

In the full-RF mode, Fig. 12 evidences that the proposed CE-STSK and CE-STSK-DR schemes outperform the 1/2-rate and 3/4-rate STBCs \[26\]–\[28\] using the same PAPR = 0 dB of PSK signals. Even after improving the performance of STBCs by using QAM, they still remain substantially inferior to CE-STSK and CE-STSK-DR, as seen in Fig. 12.

In the reduced-RF mode, as previously discussed in

In the full-RF mode, Fig. 12 evidences that the proposed CE-STSK and CE-STSK-DR schemes outperform the 1/2-rate and 3/4-rate STBCs \[26\]–\[28\] using the same PAPR = 0 dB of PSK signals. Even after improving the performance of STBCs by using QAM, they still remain substantially inferior to CE-STSK and CE-STSK-DR, as seen in Fig. 12.

In the reduced-RF mode, as previously discussed in Sec. IV-C, Fig. 13(a) confirms that the proposed CE-STSK-RH is capable of improving the performance of STBC-SM \[6\] at low \( R = 2.0 \), but this improvement seems to be less impressive compared to our design in the single-RF and reduced-RF modes. However, as expected, the proposed CE-GSTSK achieves higher gains in Fig. 13(c) over STBC-SM at \( R = 5.0 \). The price paid is that the proposed CE-GSTSK imposes ICI from two streams, but the STBC-SM resulted in an increased PAPR of 2.55 dB. Moreover, it is unequivocally evidenced by Figs. 13(b) and (d) that the proposed CE-GSTSK substantially outperforms GSM \[7\]–\[9\] associated with the same PAPR = 0 dB and ICI = 2.

VI. TURBO DETECTION ASSISTED CHANNEL CODED SYSTEM

Finally, the proposed CE-ASTSK and CE-STSK schemes are amalgamated with LDPC coding, as portrayed in Fig. 14.
Fig. 11: BER performance of the single-RF schemes of SM [5], SM-CIOD [23], CE-ASTSK and CE-ASTSK-DR using $M = 4$ in Rayleigh fading.

Fig. 12: BER performance of the full-RF schemes of 1/2-rate and 3/4-rate STBCs [26]–[28], CE-ASTSK and CE-ASTSK-DR using $M = 4$ in Rayleigh fading.

Fig. 13: BER performance of the reduced-RF schemes of STBC-SM [6], GSM [7]–[9], CE-ASTSK-RH and CE-GSTSK using $M = 4$ TAs and $M_A = 2$ activated RFs in Rayleigh fading.

Fig. 14: Schematic of LDPC coded MIMO scheme and its two-stage turbo decoder.

<table>
<thead>
<tr>
<th>Description</th>
<th>Configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of neighbors of a variable node</td>
<td>$d_v = 3$</td>
</tr>
<tr>
<td>Number of neighbors of a check node</td>
<td>$d_c = 6$</td>
</tr>
<tr>
<td>Coding rate</td>
<td>0.5 and 0.8</td>
</tr>
<tr>
<td>Number of decoding iterations</td>
<td>25</td>
</tr>
<tr>
<td>Decoding algorithm</td>
<td>Sum-product</td>
</tr>
</tbody>
</table>

Table IV: Configuration of LDPC.

At the transmitter, the source bits are coded by the LDPC encoder and then interleaved before MIMO mapping. The two-stage turbo receiver is constituted by the MIMO demodulator and the LDPC decoder. Both of them produce extrinsic LLRs $L_e$, which are obtained by subtracting the a priori LLRs $L_a$ from the a posteriori LLRs $L_p$, formulated as $L_e = L_p - L_a$. The extrinsic LLRs $L_e$ are then de-interleaved and fed into the next decoder stage as the a priori LLRs $L_a$. In this section, we invoke the reduced-complexity demodulators of [59] for SM and STSK, while the STBCs rely on the reduced-complexity detector of [68]. Furthermore, the (3,6)-regular LDPC code is configured according to Table IV, where the coding frame length is set to 10,000 bits. The number of LDPC decoding iterations is given by $I R_{L_{LDPC}} = 25$ in Table IV. The number of outer iterations between the MIMO demodulator and the LDPC decoder in Fig. 14 is set to $I R_{L_{LDPC-MIMO}} = 4$. For further details on the LDPC decoders, the interested readers may refer to [69].

The EXIT charts [40]–[43] seen in Fig. 15 are invoked for visualizing the convergence behaviour of Fig. 14. The attained mutual information is evaluated from:

$$I(b; L) = \frac{1}{2} \int_{b=1,0}^{b=1,0} p(L|b) \log_2 \frac{2p(L|b)}{\sum_{b'=1,0} p(L|b')} dL, \quad (25)$$

where an equiprobable source having $p(b = 1) = p(b = 0) = \frac{1}{2}$ is assumed, while the PDFs $p(L|b = 1)$ and $p(L|b = 0)$ are evaluated by the histograms of $L$ [42], [43]. In Fig. 14, the extrinsic information produced by the MIMO demodulator becomes the a priori information of the LDPC decoder $I_{M_E} = I_{D_A}$. Similarly, the extrinsic information produced by the LDPC decoder becomes the a priori information of the MIMO demodulator $I_{D_E} = I_{M_A}$. When the full knowledge of $I_{D_E} = 1.0$ is recovered by the two-stage turbo decoder of Fig. 14, a vanishingly low BER becomes achievable.

More explicitly, the area property of EXIT charts [41]–[43] quantifies the relationship between the mutual information of (25) and the DCMC capacity of (24) as $A_M(SNR) = \int_0^{SNR} I_{M_E} dI_{M_A} \approx \frac{c_{DCMC}(SNR)}{\log_2 I}$. Similarly, the area property for
the channel coding results in $A_D = R_c$, which is independent of SNR. As a result, in order to achieve decoding convergence for a vanishingly low BER as seen in Fig. 15, the following two requirements have to be satisfied: (I) the area under the EXIT curve of the inner LDPC decoder is higher than that of the outer MIMO demodulator as $A_M > A_D$; (II) the only intersection point between the EXIT curves of the LDPC decoder and the MIMO demodulator should reach $I_{DE} = 1.0$.

In summary, Fig. 15(a) demonstrates that the soft-decision CE-ASTSK demodulator produces higher extrinsic information than its SM counterpart, where the CE-ASTSK scheme achieves a higher $A_M = 0.67$ than the SM scheme of $A_M = 0.56$ given the same $E_b/N_0 = 0.5$ dB. The performance advantages of CE-ASTSK over SM are further increased at higher $E_b/N_0 = 0.6$ dB and for a higher Ricean factor of $K = 6$ dB, as seen in Figs. 15(b) and 15(c), respectively. Moreover, as expected, the decoding trajectories for the LDPC CE-ASTSK arrangement reach $I_{DE} = 1.0$ seen in Figs. 15(a)-(c).

Our EXIT chart observations based on Fig. 15 are verified by the BER results of Fig. 16, which demonstrates that the CE-ASTSK schemes outperform their SM counterparts.

1We note that the area property for channel coding was originally evaluated as $A_D = \int T_{DE} dT_{DA} = 1 - R_c$ in [41]. The EXIT curves of the LDPC are reversed in Fig. 15 in order to match the inner and outer decoders according to $T_{ME} = T_{DA}$ and $T_{DE} = T_{MA}$. As a result, we have $A_D = 1 - A_D = R_c$ as seen in Fig. 15.
conventional SM counterparts, especially in Ricean fading associated with increasing LoS power. Secondly, we propose the full-RF CE-ASTSK schemes, which are obtained upon multiplying the sparse signal matrix by a Hadamard matrix. As a benefit, in the full-RF mode, the proposed CE-ASTSK schemes become capable of outperforming their STBC counterparts using a large number of RAs without either increasing PAPR or imposingICI. Thirdly, we have also conceived the reduced-RF versions of CE-ASTSK and CE-GSTSK, which are capable of outperforming their STBC-SM and GSTC counterparts. Finally, the proposed schemes are examined in LDPC coded systems, which further confirm the impressive advantages of CE-ASTSK and CE-ASTSK over STBC in the single-RF and full-RF modes, respectively.

The proposed family of STSK schemes are unambiguously specified by their integer parameters. As a result, the optimization methodology devised in this work involves brute-force exhaustive search over the finite integer range for global maxima. We note that the optimization OFs are simplified diversity gains rather than the holistic BER and capacity expressions. The corresponding optimization based on closed-form BER and capacity expressions constitutes a compelling future study.

VIII. DEDICATION

Chao Xu would like to dedicate this paper to the fond memory of Sirui Hu (1985 - 2019), who was an outstanding scientist and an inspiration in the conception of this work.
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