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Monolayers derived from layered materials exhibit electrical, magnetic and optical properties radically different to the bulk. Therefore, industrially-viable methods for fabrication of layered materials from precursors will find application in fields as diverse as electronics, fuel cells and light technology. In this thesis, several new avenues for 2D materials synthesis are explored.

A novel synthetic method for highly-crystalline micron-sized domains of monolayers of phase-pure MoS$_2$ by liquid atomic layer deposition (ALD). Single-crystalline MoS$_2$ with domain sizes up to 100 μm (among the largest reported) and an area of ~5,000 μm$^2$ is demonstrated and proved by optical and electron microscopy, Raman spectroscopy and photoluminescence (PL) characterisation. The new process combines liquid chemistry with discrete, layer-by-layer deposition of precursors for the first time. The quality of MoS$_2$ is comparable to that obtained by chemical vapour deposition (CVD). Hence, this method for MoS$_2$ production potentially provides a low-cost and large-scale route to 2D materials. An application for the technique is presented, involving development of an MoS$_2$—WS$_2$ heterostructure, aiming to exploit the unique optical properties of heterostructured materials in type II band alignment. A high-quality heterostructure is demonstrated, exhibiting good vertical coverage of the overlayer, as shown by XRD and Raman spectroscopy.

Hydroxide-mediated liquid exfoliation of SnS$_2$ is presented as a safe, high-quality alternative to lithium-ion intercalation. The resulting SnS$_2$ nanoflakes are shown to be monolayer and of good crystallinity, by optical microscopy (OM), Raman spectroscopy and x-ray diffraction (XRD).

The application of AFM to fundamental study of interlayer van der Waals (vdW) forces in layered materials is explored by combining the technique with liquid exfoliation.

Hamid Khan
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### Definitions and Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFM</td>
<td>atomic force microscope/microscopy</td>
</tr>
<tr>
<td>ALD</td>
<td>atomic layer deposition</td>
</tr>
<tr>
<td>BSE</td>
<td>backscattered electron(s)</td>
</tr>
<tr>
<td>CB</td>
<td>conduction band</td>
</tr>
<tr>
<td>CHP</td>
<td>N-cyclohexyl-2-pyrrolidone</td>
</tr>
<tr>
<td>CMOS</td>
<td>complementary metal–oxide–semiconductor</td>
</tr>
<tr>
<td>CNT</td>
<td>carbon nanotube</td>
</tr>
<tr>
<td>CVD</td>
<td>chemical vapour deposition</td>
</tr>
<tr>
<td>DIBL</td>
<td>drain-induced barrier lowering</td>
</tr>
<tr>
<td>DMF</td>
<td>dimethyl formamide</td>
</tr>
<tr>
<td>DMSO</td>
<td>dimethyl sulphoxide</td>
</tr>
<tr>
<td>DoF</td>
<td>degrees of freedom</td>
</tr>
<tr>
<td>DTG</td>
<td>differential thermogravimetry</td>
</tr>
<tr>
<td>EA</td>
<td>electron affinity</td>
</tr>
<tr>
<td>EBL</td>
<td>electron-beam lithography</td>
</tr>
<tr>
<td>EC</td>
<td>European Commission</td>
</tr>
<tr>
<td>EDXS</td>
<td>energy-dispersive x-ray spectroscopy</td>
</tr>
<tr>
<td>EUV</td>
<td>extreme ultraviolet</td>
</tr>
<tr>
<td>FE</td>
<td>field emission</td>
</tr>
<tr>
<td>GI</td>
<td>grazing incidence</td>
</tr>
<tr>
<td>HER</td>
<td>hydrogen evolution reaction</td>
</tr>
<tr>
<td>ICP</td>
<td>inductively-coupled plasma</td>
</tr>
<tr>
<td>IPA</td>
<td>isopropyl alcohol</td>
</tr>
<tr>
<td>ISC</td>
<td>inter-system crossing</td>
</tr>
</tbody>
</table>
Definitions and Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>IUPAC</td>
<td>International Union of Practical and Applied Chemistry</td>
</tr>
<tr>
<td>LE</td>
<td>liquid exfoliation</td>
</tr>
<tr>
<td>LED</td>
<td>light-emitting diode</td>
</tr>
<tr>
<td>MA</td>
<td>methylammonium</td>
</tr>
<tr>
<td>MOCVD</td>
<td>metal—organic chemical vapour deposition</td>
</tr>
<tr>
<td>(MOS)FET</td>
<td>(metal—oxide—semiconductor) field-effect transistor</td>
</tr>
<tr>
<td>nD</td>
<td>n-dimensional</td>
</tr>
<tr>
<td>NLO</td>
<td>nonlinear optics/optical</td>
</tr>
<tr>
<td>NMP</td>
<td>N-methyl-2-pyrrolidone</td>
</tr>
<tr>
<td>OM</td>
<td>optical microscope/microscopy</td>
</tr>
<tr>
<td>PDMS</td>
<td>poly(dimethyl siloxane)</td>
</tr>
<tr>
<td>PL</td>
<td>photoluminescence</td>
</tr>
<tr>
<td>PMMA</td>
<td>poly(methyl methacrylate)</td>
</tr>
<tr>
<td>PPC</td>
<td>poly(propylene carbonate)</td>
</tr>
<tr>
<td>PVD</td>
<td>physical vapour deposition</td>
</tr>
<tr>
<td>QE</td>
<td>quantum efficiency</td>
</tr>
<tr>
<td>QW</td>
<td>quantum well</td>
</tr>
<tr>
<td>RIE</td>
<td>reactive-ion etching</td>
</tr>
<tr>
<td>RF</td>
<td>radiofrequency</td>
</tr>
<tr>
<td>SEI</td>
<td>secondary electron imaging</td>
</tr>
<tr>
<td>ssCVD</td>
<td>single-source chemical vapour deposition</td>
</tr>
<tr>
<td>STM</td>
<td>scanning tunnelling microscope/microscopy</td>
</tr>
<tr>
<td>TGA</td>
<td>thermogravimetric analysis</td>
</tr>
<tr>
<td>TEM</td>
<td>transmission electron microscope/microscopy</td>
</tr>
<tr>
<td>TMdC</td>
<td>transition metal dichalcogenide</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>UV-vis</td>
<td>ultraviolet—visible</td>
</tr>
<tr>
<td>VB</td>
<td>valence band</td>
</tr>
<tr>
<td>vdW</td>
<td>van der Waals</td>
</tr>
<tr>
<td>XRD</td>
<td>x-ray diffraction</td>
</tr>
<tr>
<td>0D</td>
<td>zero-dimensional</td>
</tr>
<tr>
<td>1D</td>
<td>one-dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>two-dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>three-dimensional</td>
</tr>
</tbody>
</table>
Chapter 1  Introduction

1.1  Background

1.1.1  Monolayers, nanomaterials and nanoscience

The world of nanoscience is burgeoning with apparently interchangeable terminology. Before considering anything else, it is important to define the terms that are pertinent to this work, such as ‘monolayer’, ‘2D material’, ‘thin film’ and ‘nanomaterial’, the understanding of which will make future references to them comprehensible hereafter.

A monolayer is a closely-packed layer of crystalline material with single-molecule thickness. In this work, the term monolayer is used interchangeably with “2D [two-dimensional] material”. A monolayer is an example of a nanosheet, which is a material with thickness ranging from ~1 nm to 100 nm. The prefix “nano-” denotes an order of magnitude such that 1 nm = 1×10⁻⁹ m. A nanosheet in turn is an example of a thin film, a material with a maximum thickness of several micrometres.

An order of magnitude, however, is inadequate as a definition of nanomaterials. The ‘Nanomaterials Definition Facts Sheet’ authored by the Centre for International Law explained the difficulty in defining nanomaterials. Too broad a definition would impose requirements on materials for which they were irrelevant. Too restrictive a definition would allow materials on the market for which specific risk assessments and control measures were not mandated even though they may be appropriate.¹ Nevertheless, there follows a standardised European Union definition of a nanomaterial, which seems to account for this difficulty:²

“A natural, incidental or manufactured material containing particles, in an unbound state or as an aggregate or as an agglomerate, and where, for 50 % or more of the particles in the number size distribution, one or more external dimensions is in the size range 1 nm – 100 nm.

“In specific cases and where warranted by concerns for the environment, health, safety or competitiveness the number size distribution threshold of 50% may be replaced by a threshold between 1 and 50%.”

European Commission (EC) directive 2011/696/EU

The EC directive provides a working definition of a nanomaterial that is sufficient for this study with the proviso that the lower threshold of the size range will be stretched to ~0.6 nm for convenience. This is a small change across the entire range but ensures that monolayer materials of
the sort discussed in this thesis will not be arbitrarily excluded from the definition. The study of nanomaterials and the technologies used to manipulate them is called nanoscience.

1.1.2 From bulk to monolayer

Layered materials are solids with strong in-plane chemical bonds but weak, out-of-plane van der Waals (vdW) bonds. These layered structures are known as bulk, and their monolayer basal planes exhibit radically different optical, electrical and magnetic properties to the bulk. Some of these properties are listed below, and more detailed explanations of these properties are considered later.

Bismuth telluride, $\text{Bi}_2\text{Te}_3$, exhibits high thermal conductivity in the bulk, but this property is inhibited in the monolayer. That is to say it is a topological insulator, a material that is an electrical insulator in the bulk but has a surface/monolayer that is electrically conductive. Nano topological insulators have applications in the development of superconductors.

The electronic properties of certain materials are inversely proportional to the number of layers, so bulk semiconductors exhibiting an indirect bandgap can become direct-bandgap semiconductors when reduced to few-layer flakes, such as molybdenum disulphide, $\text{MoS}_2$, and tungsten disulphide, $\text{WS}_2$. The change in electronic properties from bulk to monolayer is attributed to quantum confinement. Quantum confinement is a change in the electronic and optical properties of a material reduced to a sufficiently small size. For example, when the 3D electronic wavefunction of a bulk material is confined to two dimensions in the monolayer, the electron—hole pair interaction distance tends towards the excitonic Bohr radius, leading to band modification of the electronic structure and the amplification of hitherto-silenced electronic properties. This is the case for $\text{MoS}_2$, which exhibits photoluminescence (PL) as a result of its direct bandgap in the monolayer. That will lead to applications in photodiodes (such as light-emitting diodes (LEDs) and photosensors) and photoconductors.

Combining nanosheets of different materials, most often with graphene, creates hybrid heterostructures that exhibit enhanced properties or a combination of the properties of their constituents. Monolayer $\text{MoS}_2$ and $\text{WS}_2$ exhibit PL, as well as evidence of ferromagnetism and hydrogen-evolving electrode properties, with potential in the fuel cell sector. Sandwitching monolayer semiconductors between dielectrics, or vice versa, creates vertical heterostructures that have higher-quality contact points than lateral ones. For instance, the photoresponse of molybdenum ditelluride, $\text{MoTe}_2$, and PL in $\text{WS}_2$ are enhanced in heterostructures with graphene. Quantum confinement is again observed, and the band structure of the resulting quantum well (QW) can be tuned by the number of layers, as well as the choice of materials being combined. This regime offers the prospect of enhanced quantum efficiency (QE) in optoelectronic and photovoltaic devices, as well as potential in transparent and flexible electronics.
One of the greatest challenges in nanoscience is to find ways to efficiently separate (exfoliate), synthesise and deposit layered materials to maximise monolayer properties, and to integrate new materials into existing technologies, particularly in optoelectronics.

1.1.3 Timeline of nanoscience

This short section gives an overview of the history of the field, giving some background and context to this project. It is useful for the overall narrative of the report to know about the world in which the work is being performed.

1948: John Bardeen, William Brattain and William Schockley at the AT&T Corporation’s Bell Laboratories applied two gold point contacts to a germanium crystal and observed power amplification. They had discovered the transistor effect,\(^{21}\) which would later be incorporated into devices for switching or amplifying a signal. The trio was awarded the 1956 Nobel Prize in Physics. Their “transistor” was macroscopic, but since then the transistor has become a revolutionary component of microelectronics, and modern transistors now exist on the nanoscale.

1959: In a lecture entitled ‘There’s Plenty of Room at the Bottom’, the renowned physicist Richard Feynman challenged scientists to write “the entire 24 volumes of Encyclopaedia Britannica on the head of a pin”.\(^{22}\)

1974: The term “nanotechnology” was coined by Norio Tanaguchi of the Tokyo Science University:\(^{23}\)

“Nanotechnology mainly consists of the processing, separation, consolidation and deformation of materials by one atom or molecule."

Norio Tanaguchi

Although electron microscopes existed at the time, they did not have the capability to effect the technology talked of by Feynman and Tanaguchi.

1981: Eric Drexler, a Massachusetts Institute of Technology engineer, coined the term “bottom-up” to describe the synthesis of nanomaterials by manipulation of individual atoms.\(^{24}\) The scanning tunnelling microscope (STM) was invented by Gerd Binnig and Heinrich Röhrer at IBM Zurich, for which the pair were awarded half the 1986 Nobel Prize for Physics. The STM was the most advanced microscope yet invented, capable of lateral resolution to 0.1 nm and axial resolution to 0.01 nm, \(i.e.,\) atomic scale.\(^{25}\)

1985: A team led by Sir Harold Kroto at Rice University synthesised the Buckminsterfullerene (see Table 1.1) from condensing carbon vapour, the first laboratory bottom-up synthesis of a nanomaterial.\(^{26}\)
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1986: Binnig went on to collaborate with Calvin Quate and Christoph Gerber on the invention of the atomic force microscope (AFM), which possessed sub-nanometre resolution, could be used to investigate insulating materials and was capable of atomic manipulation using a cantilever.  

1991: Sumio Iijima at Japan’s NEC Corporation discovered the multi-walled carbon nanotube (CNT), a hitherto unknown carbon allotrope, comprising concentric tubes of single-layered nanosheets. He went on to discover single-walled CNTs (see Table 1.1), which are stronger and lighter than aluminium.  

2004: Sir Andre Geim and Kostya Novoselov at the University of Manchester discovered graphene (see Table 1.1), a 2D sheet of carbon (cf. an unravelled carbon nanotube), by exfoliating layers of graphite. This paved the way for the discovery of other 2D materials by a variety of methods.

1.1.4 Dimensionality in nanoscience

Dimensionality is alluded to in discussions of so-called 2D materials. It provides a straightforward way of characterising nanomaterial structure.

An n-dimensional (nD) material is defined by growth in n physical dimensions; (3-n) of its dimensions are confined to the nanoscale. Thus, the flow of electrons in the material is restricted to n degrees of freedom (DoF). Table 1.1 summarises dimensionality, illustrated for convenience with different allotropes of carbon.

Buckminsterfullerene, C_{60}, is a football-shaped carbon allotrope, leading to the common name of “buckyballs”. Buckyballs are 0D nanomaterials because all three physical dimensions are confined to the nanoscale, and there are zero electronic DoF. Generally, 0D materials have all dimensions confined to <20 nm. Carbon nanotubes are 1D materials because growth is confined to one direction, and so there is one electronic DoF (cf. particle in a 1D box). The other two dimensions are generally confined to 10 nm. A nanowire has length greater than 200 nm, while a nanorod has length less than 200 nm. Graphene, a 2D material, is a conductive sheet of sp²-hybridised carbon arranged in adjacent six-membered rings. Growth is confined to two physical dimensions, and there are two electronic DoF. Generally, a 2D material comprises a film of a single layer of molecules. Where the term “2D material” appears in this report, its technical definition will hence be clear. Finally, graphite and diamond are 3D materials because growth occurs in all physical dimensions and there are three electronic DoF. Graphite is a layered 3D allotrope of carbon, that is, it comprises stacked layers of graphene bonded by vdW interactions. Diamond is a non-layered 3D allotrope of carbon, that is, it comprises sp³-hybridised carbon in a covalent network of tetrahedra. The difference between layered and non-layered materials will be crucial to this project.
Table 1.1  Dimensionality in nanoscience

<table>
<thead>
<tr>
<th>Dimensionality</th>
<th>Morphology</th>
<th>DoF</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (0D)</td>
<td></td>
<td>0</td>
<td>Buckminster fullerene</td>
</tr>
<tr>
<td>1 (1D)</td>
<td></td>
<td>1</td>
<td>Carbon nanotubes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Nanorods</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Nanowires</td>
</tr>
<tr>
<td>2 (2D)</td>
<td></td>
<td>2</td>
<td>Graphene</td>
</tr>
<tr>
<td>3 (3D)</td>
<td></td>
<td>3</td>
<td>Diamond</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Graphite</td>
</tr>
</tbody>
</table>

*Image reprinted from ref. [32], copyright 2007, with permission from Elsevier*

1.1.5  A word on graphene

Graphene is a single layer of graphite, first isolated in 2004 by Sir Andre Geim and Kostya Novosolev.\(^{30,33}\) They were awarded the Nobel Prize for Physics in 2010, and Geim was knighted for his work. And it was not without good reason, because the remarkable properties of graphene (as summarised below) revolutionised the future of electronics and cultivated the present interest in other monolayer materials.

In 2009, Andre Geim had this to say about his discovery:\(^{33}\)

"*It is the thinnest known material in the universe and the strongest ever measured. Its charge carriers exhibit giant intrinsic mobility, have zero effective mass, and can travel for micrometres without scattering at room temperature. Graphene can sustain current densities six orders of magnitude higher than that of copper, shows record thermal conductivity and stiffness, is impermeable to gases, and reconciles such conflicting qualities as brittleness and ductility.*"

Sir Andre Geim

Pristine graphene has unprecedented electronic properties, in particular an ambient electron carrier mobility of 1,500,000 cm\(^2\) V\(^{-1}\) s\(^{-1}\), which is overwhelmingly superior to that of silicon, Si, at a mere 510 cm\(^2\) V\(^{-1}\) s\(^{-1}\). In addition, graphene exhibits ballistic transport, that is, the charge carriers
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(electrons) are mobile to several microns without scattering. Graphene has a thermal conductivity of 5,000 W m$^{-1}$ K$^{-1}$, the highest ever recorded.$^{33}$

Mechanically, graphene is the strongest material yet discovered, with a tensile strength of 130 GPa, compared to 400 MPa for A36 structural steel.$^{34}$

Geim and Novoselov exfoliated graphene by mechanical exfoliation.$^{30}$ Although this method was crude, the breakthrough was extraordinary as a fundamental proof-of-concept that high-quality 2D crystals could be exfoliated and exist stably in ambient conditions. This observation triggered other groups to start looking into non-graphene 2D materials.

With all that is known about graphene, it may seem surprising that other materials were investigated so soon after its discovery. To understand why, consider band theory. Graphene’s electronic band structure is that of a semimetal,$^{35}$ with discrete points of overlap between the full valence (VB) and empty conduction bands (CB) (Figure 1.1)$^{36}$

![Figure 1.1 Band diagram for single-layer graphene](image)

At discrete points in the Brillouin zone of graphene, known as K-points, the valence band overlaps with the conduction band. Thus, graphene has no intrinsic bandgap and is a semimetal. Image reprinted by permission from Springer Nature Customer Service Centre GmbH: [Springer Nature] [NATURE MATERIALS], ref. [36], COPYRIGHT 2007

In Figure 1.1, the energies of the VB and CB formed respectively by the p$_z$ bonding and antibonding orbitals of graphene is shown as a function of momentum space. Figure 1.1 shows a discrete point at which charge carriers from the VB can access the CB without crossing an energy barrier (a bandgap, $E_g$).$^{37,38}$ This presents a problem for optoelectronic applications, which require materials to have a bandgap as a mode of switching the device on and off or generating light.

Although it is possible to engineer a bandgap into graphene, this introduces fabrication complexity as well as a trade-off with carrier mobility that has, thus far, been considerable.$^{39,40}$ For this reason, other materials have been considered that are not semimetals but semiconductors.
1.2 Semiconductors

Semiconductors – particularly inorganic monolayers semiconductors – have become promising for electronic, optical and magnetic applications. In contrast to semimetals, semiconductors possess small bandgaps that are overcome by applying a bias voltage. For comparison, metals are conductors, that is, they either have partially-filled CBs, or overlapping VBs and CBs.

Figure 1.2 shows the band structure of two generic semiconductors, one with a direct bandgap and the other indirect:

![Band diagram of direct (left) and indirect (right) semiconductors](image)

**Figure 1.2 Band diagram of direct (left) and indirect (right) semiconductors**

*In the direct semiconductor, the minimum-energy state of the CB lies at the same crystal momentum as the maximum-energy state of the VB, so the electronic transition is direct. GaAs is a direct semiconductor. In an indirect semiconductor, the minimum-energy state of the CB lies at a higher crystal momentum than the maximum-energy state of the VB, so the electronic transition is indirect. Si is an indirect-bandgap semiconductor.*

GaAs has a direct-bandgap electronic structure, while Si has an indirect-bandgap structure. An indirect bandgap is no barrier to the use of silicon in transistors, but makes it less suited to optical applications. For example, LEDs rely on the process of radiative recombination, whereby the absorption of a photon allows a CB electron to recombine with a VB hole and release its excess energy as light. This is possible in a direct-bandgap semiconductor because the relaxing electron does not undergo a momentum change, and so the process does not violate the principle of conservation of momentum. In an indirect-bandgap semiconductor, such a transition is difficult because the electron must pass through an intermediate state to transfer momentum to or gain it from the crystal lattice.
Introduction

The idea of momentum change is best represented as in Figure 1.2, considering the electronic bands in k-space. This allows the momentum difference in an indirect bandgap to be visualised. The momentum difference must be accounted for by a non-radiative process in an indirect semiconductor.

It is possible to modify the electronic band structure of a layered material by varying the number of layers. Materials with tuneable band structures have an advantage over silicon in photonics, because silicon is not a layered material, so its band structure can only be modified by bandgap engineering or complex chemistry such as doping.

Alternative families of materials to silicon and layered materials include the transition metal dichalcogenides (TMdCs). TMdCs possess a layered crystalline structure with the general formula \( \text{MX}_2 (\text{M} = \text{TM in Groups 4-10; X = S, Se, Te}) \), and many are direct semiconductors in the monolayer limit, specifically those derived from Mo and W. A typical TMdC structure involves a central metal ion sandwiched between two layers of chalcogenides in a hexagonal or trigonal prismatic coordination, forming a basal plane. The bonding within a basal plane is strong and covalent, but interlayer bonding between basal planes is by weak van der Waals (vdW) forces. This allows cleaving of layers perpendicular to the basal plane, which gives rise to bandgap tuneability.

![Figure 1.3](image)

**Figure 1.3** Coordination regimes in TMdCs

The transition metal dichalcogenides MX\(_2\) adopt hexagonal (1H) or trigonal prismatic (1T) coordination (a). Each has consequences for orbital filling, band structure and electronic properties (b), with the 1H phase being semiconducting and the 1T phase metallic. The two phases in plan, down the crystallographic c-axis (c, d), possess different morphologies. Nanotechnology by Institute of Physics (Great Britain); American Institute of Physics. Reproduced with permission of IOP Publishing in the format Thesis/Dissertation via Copyright Clearance Center.
The labelling of monolayer phases is explained thus: the letter, usually H or T in the case of TMdCs, represents the hexagonal and trigonal prismatic molecular geometries respectively, while the preceding number, usually 1, 2 or 3, represents the number of MX₂ units in a unit cell.³ ⁴²

TMdCs have received considerable attention in the last 15 years owing to their exotic combinations of optical, electronic, magnetic and mechanical performance as compared to traditional semiconducting materials such as silicon, as summarised in Table 1.2.⁴³

**Table 1.2** Diverse properties of TMdCs, as in ref. [43]

<table>
<thead>
<tr>
<th>Group</th>
<th>M</th>
<th>X</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Ti, Hf, Zr</td>
<td>S, Se, Te</td>
<td>Semiconducting; Paramagnetic</td>
</tr>
<tr>
<td>5</td>
<td>V, Nb, Ta</td>
<td>S, Se, Te</td>
<td>Superconducting; Paramagnetic/antiferromagnetic/diamagnetic</td>
</tr>
<tr>
<td>6</td>
<td>Mo, W</td>
<td>S, Se, Te</td>
<td>Sulphides/selenides</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>semiconducting, tellurides</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>semimetallic; Diamagnetic</td>
</tr>
<tr>
<td>7</td>
<td>Tc, Re</td>
<td>S, Se, Te</td>
<td>Small-gap semiconductors; Diamagnetic</td>
</tr>
<tr>
<td>8</td>
<td>Pd, Pt</td>
<td>S, Se, Te</td>
<td>Sulphides/selenides</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>semiconducting and diamagnetic;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Tellurides metallic and paramagnetic;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PdTe₂ superconducting</td>
</tr>
</tbody>
</table>

Among the most fascinating properties of certain TMdCs, MoS₂ and WS₂ among them, is the bandgap tuneability as a function of layer thickness. For example, MoS₂ possesses an indirect bandgap of 1.29 eV in the bulk, which undergoes a gradual transition to a direct bandgap of 1.85-1.90 eV in the monolayer.⁴ ⁷ ¹⁰ ³⁸ ⁴⁴ ⁴⁵ This is attributed to quantum confinement of electrons in two dimensions and presents an advantage over non-layered materials. Indeed, that TMdCs can be cleaved into sub-nanometre layers at all is a considerable advantage over silicon for electronic applications such as transistors, and this will be discussed in depth in Chapter 3. Briefly, as the world of nanoelectronics moves “Beyond CMOS”,⁴⁶ so too is there a need for component materials to move beyond silicon. Furthermore, the indirect-to-direct bandgap transition in TMdCs imparts the property of photoluminescence (PL), which is light emission from direct electronic excitation.⁴⁷ This is a crucial property for optoelectronic applications such as LEDs and photosensors.⁷ ¹⁰
Another interesting property is bandgap splitting, wherein the band energy possesses several local minima or maxima, each of which can be accessed by a direct electronic transition associated with a particular electron spin. The existence of such valleys has opened up the emerging field of “valleytronics”, using the electron’s association with a specific valley to transmit electronic signals. One way to do this is by exciting the ground-state electrons using circularly-polarised light, akin to a binary system where one valley represents a 1 state and the other a 0 state. As the valley states propagate through the whole material, they can only be destroyed by significant damage to the material, which reduces scattering, heat loss and signal degradation. This presents opportunities in advanced technologies such as quantum computing. Importantly, the properties of layer cleavage, bandgap tuneability, PL and bandgap splitting are not inherently present in silicon, presenting key advantages of the TMdCs over existing technologies. The unique electronic properties of some TMdCs are illustrated generally in Figure 1.4.

**Figure 1.4  **Electronic properties of some TMdCs  

In (a), the energy dispersion undergoes a stepwise shift from bulk to monolayer (left to right). The red and blue lines indicate the VB and CB band edges respectively, and the solid arrows indicate the lowest-energy transition, which is indirect in all cases apart from the 1L case, where the indirect transition is represented by a dashed arrow. This gives rise to PL in many 1L-TMdCs. Image reprinted (adapted) with permission from ref. [7]. Copyright 2010 American Chemical Society. In (b), the first Brillouin zone of a hexagonal TMdC exhibits six valleys illustrating the opposite splitting of the VB at the K and –K points, with each VB maximum associated with a particular electronic spin (up or down). This gives rise to valleytronic applications. Reprinted figure with permission from ref.[51]. Copyright 2012 by the American Physical Society.

TMdCs possess advantages not only over silicon, but also graphene. While graphene is chemically inert, becoming appreciably reactive only after functionalisation with reactive moieties, many Mo- and W-derived TMdCs are inherently reactive owing to their heterogeneous composition. The reactivity possessed by TMdCs opens up applications in energy, such as electrochemical catalysis.

One key example of this is the hydrogen evolution reaction (HER, Equation 1.1) in fuel cells:

\[
2 \text{H}^+ + \text{e}^- \rightarrow \text{H}_2
\]  

[1.1]
Figure 1.5  MoS$_2$ in hydrogen evolution

Volcano plot of exchange current density ($i_0$) as a function of Gibbs free energy ($\Delta G^*$) of adsorbed atomic hydrogen for MoS$_2$ and pure metals, which is correlated to bond strength. Hydrogen evolution activity therefore reaches a peak at intermediate adsorption energies for several rare metals. MoS$_2$ and other TMdCs such as WS$_2$ possess catalytically active edge sites, with MoS$_2$ exhibiting HER activity near the top of the volcano, and are relatively inexpensive compared to precious metals. Image from ref. [53]. Reprinted with permission from AAAS.

Another family of note is the layered main group chalcogenides (MGCs). MGCs include those compounds of Group 13-15 metals with the chalcogens of Group 16 (S, Se, Te). A typical layered MGC has an MX$_2$-type structure arising from sp-hybridised metal—ligand covalent bonding. As with TMdCs, so with MGCs. The bonding within a basal plane is strong and covalent, but interlayer bonding between basal planes is by weak vdW forces, allowing for cleaving of basal planes and bandgap tuneability.

The MGCs differ from the TMdCs in that they lack the rich d-electron chemistry, but many MGCs possess inherent electronic properties that make them useful for applications at wavelengths not accessible by TMdCs, as shown in Figure 1.6. The favourable electronic properties of MGCs can lead to applications mainly in photovoltaics and photodetection (see Section 5.1). Briefly, the most common materials beyond silicon in photovoltaics are the TM oxides, such as ZrO$_2$ and TiO$_2$. Both are UV absorbers, but future photovoltaics may benefit from visible absorption capability. This naturally comes in the form of MGCs such as SnS$_2$. Chapter 5 will consider the application of MGCs in photovoltaics.
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**Figure 1.6** Electronic comparisons between different chalcogenide families

The grey horizontal bars indicate the range of bandgap values that can be spanned by changing the number of layers, straining, doping or alloying. The bandgap range of TMdCs is 0.8-2.0 eV, while that of MGCs is 0.5-3.8 eV, giving access to a wide variety of photonic and optoelectronic applications, particularly in the UV and IR regions. Image reprinted by permission from Springer Nature Customer Service Centre GmbH: [Springer Nature] [NATURE PHOTONICS] COPYRIGHT 2016

One area in which MGCs are preferred to TMdCs is nonlinear optics (NLO). NLO involves conversion of one frequency to another by superposition of two phase-matched light beams. Frequency conversion by an NLO-active crystal produces coherent light at frequencies where lasers perform poorly. For example, when two beams with frequencies $\omega_1$ and $\omega_2$ are introduced into an NLO medium, they interact nonlinearly to produce four distinct outputs: $2\omega_1$ and $2\omega_2$ by second harmonic generation, and $\omega_1 \pm \omega_2$ by sum and difference frequency generation.\(^{56}\) Practical NLO materials should possess high second-order nonlinearity and wide optical transparency.\(^{57}\) MGCs demonstrating NLO activity in the IR region are desirable because of their favourable optical transparency compared to traditional NLO materials, such as organic polymers.\(^{58}\) NLO-active MGCs include GaX (where X = S, Se, Te), and these materials stand out from the TMdCs because TMdCs do not generally possess optical activity in the IR region, much less optical transparency.\(^{56}\)
Further applications of NLO-active MCGs are extensive, and a thorough discussion is found in ref. [56] and references therein.

Overall, one sees that there is a need for inherently semiconducting materials for applications where it has not been possible to engineer a bandgap into graphene without substantial fabrication complexity and degradation of material quality. Moreover, it is necessary to consider families of layered direct semiconductors, as silicon, a non-layered indirect semiconductor, reaches the limits of its capabilities (see Chapters 3 and 5). The complementary TMdC and MGC families demonstrate favourable properties such as layered structure, bandgap tunability, UV and IR optical activity, photoluminescence and optical nonlinearity that open up diverse applications inaccessible with present silicon-based technology.

1.3 **Synthetic methods in nanoscience**

There are two broad synthetic approaches for nanomaterials. Top-down syntheses start from macroscopic structures, whether bulk materials or patterns, and reduce them to the nanoscale. Bottom-up syntheses involve the aggregation of atomic-scale materials into nanomaterials, whether by self-assembly, through the use of interfaces or by surface reactions. Table 1.4 below summarises some of the techniques that will be discussed in this section.

**Table 1.3** Bottom-up and top-down syntheses of nanomaterials

<table>
<thead>
<tr>
<th>Top-down techniques</th>
<th>Bottom-up techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanical exfoliation (“Scotch tape” method)</td>
<td>Physical vapour deposition</td>
</tr>
<tr>
<td>Liquid exfoliation</td>
<td>Chemical vapour deposition</td>
</tr>
<tr>
<td>Intercalation/exchange exfoliation</td>
<td>Atomic layer deposition</td>
</tr>
<tr>
<td>Photolithography</td>
<td>Liquid—liquid interface chemistry</td>
</tr>
</tbody>
</table>

1.3.1 **Top-down synthesis**

Top-down synthesis is the manufacture of nanomaterials by external control of macroscopic structures, either by shearing of bulk (known as exfoliation) or lithographic etching *via* a mask.

Geim and Novoselov exfoliated mono- and few-layer graphene from highly-oriented pyrolytic graphite (HOPG) by mechanical exfoliation. They used strips of adhesive tape to peel off surface layers from the bulk. They then adsorbed these “flakes” onto a functionalised silicon substrate. However, in every case, the technique has yielded a combination of nanosheets and thick films, often with poor orientation. Thus, mechanical exfoliation suffers from poor reproducibility and lack of scalability,
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which offers limited potential in industry. Others have tried to develop consistently reproducible methods.

First, there is a set of techniques for exfoliation into colloidal solutions (see Figure 1.7). Several techniques are used to exfoliate mono- or few-layer flakes in this way.

**Figure 1.7** Liquid exfoliation

(a) Ion intercalation. Insertion of ions into a layered materials breaks the vdW interaction, allowing for facile exfoliation by agitation. (b) Ion exchange. An ion-containing layered material is destabilised by substitution of the ions in its structure for bulkier ions of like charge, again allowing for facile exfoliation by agitation. (c) Solvent-assisted sonication. Sonication in solvents with surface free energy that closely matches that of the nanosheets results in solvent–nanosheet bonds that are thermodynamically stable with respect to the interlayer vdW interaction. Image from ref.[11]. Reprinted with permission from AAAS.

Ang et al. used ion intercalation of graphene oxide with tetrabutylammonium cations to produce graphene monolayers. However, the subsequent reduction process causes reaggregation and creates defects that render the monolayer substantially different to pristine graphene. Liu et al. developed ion exchange whereby charge-balancing ions within the structure of a layered bulk material are exchanged for larger ions that break the interlayer vdW interactions. They cited bulky anion (nitrate, sulphate, acetate, lactate) insertion into a chloride-containing layered double hydroxide. Ultrasonication uses sound waves to break apart layers using shear forces, but not all materials contain ions in their structure, and shear forces can cause mechanical damage to the material or effect a phase transition to amorphous matter.

Solvent exfoliation involves sonication of bulk materials in different solvents with varying surface tensions. The effect is similar to ion intercalation in that molecules – solvent molecules in this case,
rather than ions – insert themselves between the individual layers of the bulk material and bind to the 2D nanosheets, thus breaking the vdW interactions between layers. It follows that the effect is strongest when the solvent–nanosheet interaction is greater than the interlayer vdW interaction, resulting in solvent-surrounded monolayers that are thermodynamically stable with respect to the bulk material.

The process can be performed with high throughput. Coleman et al. demonstrated the efficacy of this technique on transition metal dichalcogenides such as MoS$_2$ and WS$_2$ (NMP was judged the best solvent) and h-BN (IPA).\textsuperscript{11} Solvent exfoliation does not suffer from the drawbacks of the other liquid exfoliation methods. Several materials have been produced by liquid exfoliation, and these are depicted in Table 1.5. For a more detailed discussion of the chemistry of liquid exfoliation, see Chapter 5.

**Table 1.4** Liquid exfoliation

<table>
<thead>
<tr>
<th>Material</th>
<th>Solvent</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphene</td>
<td>benzyl benzoate</td>
<td>Hernandez et al. (2008)\textsuperscript{63}</td>
</tr>
<tr>
<td></td>
<td>fluoro-aromatics, pyridine</td>
<td>Bourlinos et al. (2009)\textsuperscript{64}</td>
</tr>
<tr>
<td></td>
<td>o-dichlorobenzene</td>
<td>Hamilton et al. (2009)\textsuperscript{65}</td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>Khan et al. (2010)\textsuperscript{66}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cui et al. (2016)\textsuperscript{67}</td>
</tr>
<tr>
<td></td>
<td>chloroform, IPA</td>
<td>O’Neill et al. (2011)\textsuperscript{68}</td>
</tr>
<tr>
<td></td>
<td>NMP</td>
<td>Coleman et al. (2013)\textsuperscript{69}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bracamonte et al. (2014)\textsuperscript{70}</td>
</tr>
<tr>
<td></td>
<td>dimethyl formamide (DMF)</td>
<td>Coleman et al. (2013)\textsuperscript{69}</td>
</tr>
<tr>
<td>h-BN</td>
<td>PmPV* in 1,2-dichloroethane</td>
<td>Han et al. (2008)\textsuperscript{71}</td>
</tr>
<tr>
<td></td>
<td>DMF</td>
<td>Zhi et al. (2008)\textsuperscript{72}</td>
</tr>
<tr>
<td></td>
<td>IPA</td>
<td>Coleman et al. (2011)\textsuperscript{11}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gao et al. (2014)\textsuperscript{73}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ma and Spencer (2015)\textsuperscript{74}</td>
</tr>
<tr>
<td></td>
<td>ethanol + water</td>
<td>Zhou et al. (2011)\textsuperscript{75}</td>
</tr>
<tr>
<td></td>
<td>methanesulphonic acid</td>
<td>Wang et al. (2011)\textsuperscript{76}</td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>Lin et al. (2012)\textsuperscript{77}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Stengl et al. (2014)\textsuperscript{78}</td>
</tr>
<tr>
<td></td>
<td>IPA, followed by chloroform</td>
<td>Ma and Spencer (2015)\textsuperscript{74}</td>
</tr>
</tbody>
</table>
In addition to exfoliation is a set of techniques generally known as lithography, whereby a 2D material is etched on a substrate through a template mask. The term “lithography” is derived from the Greek for “lithos” (to write) and “graphein” (stone). There are many lithographic techniques. Photolithography, where light is focussed onto a photoresist, and electron-beam (e-beam) lithography, where the beam of light is replaced by electrons (which afford greater precision because they do not suffer from the Abbé diffraction limit of light) are the main two techniques. E-beam lithography is a point-by-point technique, directly writing on the substrate with a beam of electrons. In contrast, photolithography is a parallel technique in that the writing is not direct, but performed by the projection of parallel light beams onto a mask. Photolithography can be performed using many different wavelengths of light depending on the application. Photolithography is illustrated in Figure 1.8 and begins with coating of an oxidised Si substrate (wafer) with a photoresist.94
A photoresist is a light-sensitive organic resin, and there are two types: positive and negative. A mask with a pattern cut into it is placed just above the photoresist, and then the wafer is exposed to light, which initiates a photochemical reaction in the photoresist. If the photoresist is of positive type, then the areas exposed to light will undergo photolysis and become more soluble in a developing solvent. If the photoresist is of negative type, then the exposed areas will undergo photopolymerisation and become less soluble in a developing solvent. The wafer is then rinsed in a developer, which removes any unpolymerised photoresist. Then the exposed silica is removed by plasma etching, followed by the remaining photoresist. This leaves the exact pattern reproduced on the substrate.

With the exceptions of photolithography and liquid exfoliation, top-down techniques generally are expensive and slow, so unsuitable for large-scale commercial applications. Moreover, photolithography is a high throughput process but suffers from the optical diffraction limit, which limits its size resolution. This problem is overcome by using shorter wavelengths of light, such as extreme ultraviolet (EUV), but this increases the technical complexity of the process and introduces confounding factors such as secondary electrons.
1.3.2 Bottom-up synthesis

Bottom-up synthesis uses physical forces to combine atoms or molecules into layers.

Firstly, vapour-phase growth techniques involve the deposition of mono- and few-layer films of chemical onto a substrate, of which there are several examples.

In chemical vapour deposition (CVD), gaseous precursors are continuously introduced into a heated reaction chamber, where they adsorb onto a substrate and react. The products then remain on the substrate, while any by-products are desorbed and purged.

![Figure 1.9 Single-source chemical vapour deposition](image)

*The single-source precursor contains the anion and cation moiety in the same molecule. It is transported via the carrier gas to the substrate, where it reacts. The products remain on the substrate, while the by-product desorbs and is purged. This is a continuous process whereby the film nucleates and grows. ssCVD is an advanced form of CVD that addresses some challenges in film purity that arise in traditional CVD, but it requires complex precursor design. Dalton transactions by Royal Society of Chemistry (Great Britain)*

Reproduced with permission of ROYAL SOCIETY OF CHEMISTRY in the format Thesis/Dissertation via Copyright Clearance Center.

There are several problems with CVD. Firstly, there is a tendency towards homogeneous pre-reaction in the gas phase, which then leads to random “snowing” of the material onto the substrate. This has an obviously negative effect on the morphology of the film; the uniformity of the film is difficult to control. Secondly, incomplete reaction or by-product desorption leads to dopant incorporation into the film. Thirdly, the most common chalcogen sources are hydrides, which are toxic. This imposes additional health and safety requirements that compromise the cost-effectiveness of the technique. Single-source (ss) precursors, which contain the metal and non-metal in the same molecule and offer clean thermal decomposition and limited pre-reaction, overcome some of these concerns because the reactive groups are held close to the substrate during reaction. However, ssCVD requires complicated precursor synthesis and environmental controls.
The most efficacious vapour-phase method is atomic layer deposition (ALD), whereby a film is grown by repeated exposure of a substrate surface to sequential pulses of gaseous precursors.\(^\text{96}\) In contrast to CVD, the ALD reaction chamber is purged after each exposure to ensure that only discrete layers are deposited. The technique, shown in Figure 1.10, produces films with controllable thickness and a uniform coating because it benefits from self-limitation in that the adsorption of precursor onto substrate stops when all free sites on the substrate are occupied. It follows that the technique allows for nanocomposite synthesis. In these ways, ALD is superior to CVD for mono- or few-layer synthesis.\(^\text{97}\)

![Figure 1.10 Atomic layer deposition](image)

**Figure 1.10 Atomic layer deposition**

ALD is the successive deposition of discrete and controllable layers of different precursors (b-d) onto a functionalised adhesive substrate (a).\(^\text{98}\) Note that ML\(_2\) is a metal—ligand complex, and AN\(_2\) is the anion source; thus LN is the waste by-product. It is easy to see how layers could build up to form a nanocomposite film, and also how a surface-mediated chemical reaction could occur. Reprinted from ref. [98], copyright 2002, with permission from Elsevier.

Much has been written on appropriate precursors for vapour-phase growth. Generally, precursors need to have the following properties:\(^\text{97, 99, 100}\)

- High purity
- Clean decomposition without incorporating extrinsic impurities from ligands
- Moderate volatility allowing for mild conditions
- Gas-phase stability to prevent decomposition at the volatilisation stage before deposition
- Air- and moisture-stability
- Minimal toxicity
- Sufficient affinity for the substrate to ensure optimal adsorption and uniform morphology.
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Physical vapour deposition (PVD) is the general name for a family of vacuum-based epitaxial techniques by which solid material is vaporised and deposited on a substrate in a vacuum chamber. This presents an obvious contrast to CVD, in which gaseous precursors are introduced to and reacted in the chamber under a carrier gas. Most PVD methods, such as pulsed laser deposition (h-BN, MoS$_2$)\textsuperscript{101, 102} and sputtering (graphene and HfO$_2$, hafnia),\textsuperscript{103, 104} are line-of-sight methods, that is, deposition occurs in the line-of-sight of ejection of material from a target plate, and sporadically elsewhere. For this reason, PVD generally does not produce as high-quality a film as ALD.

The second prominent bottom-up technique is liquid—liquid interface chemistry. This technique exploits the immiscibility of two solvents to effect a chemical reaction at the interface between them. Suppose that a TMdC material is desired. A complex TM—organic precursor is dissolved in an organic solvent, which is introduced to an inorganic chalcogenide compound in aqueous solution. The two precursors react at the interface, where a thin film is produced. The drawbacks of this technique are the need to design complexes and compounds with suitable solubility in given solvents and the impracticality of scaling.\textsuperscript{105, 106}

The liquid-phase technique has advantages over the gas-phase technique in that it reduces the need for forcing reaction conditions, such as high vacuum and high temperature. This will reduce the cost and improve industrial viability of the liquid-based approach. However, one limitation of the liquid approach against gas-phase is that to promote interfacial reaction, essentially the opposite approach to liquid exfoliation is required: the precursor interaction must be more stable than the solvent—precursor interaction so that the precursor reaction or adsorption is favoured. Related to this is the incorporation of residual carbon impurities at the interface if organic solvent is used. The resulting loss of stoichiometry in the final film is detrimental to electronic properties.\textsuperscript{107} Facilitating precursor adsorption and preventing interfacial impurities remain challenging in liquid chemistry will require careful control of reaction conditions such as solvent choice, concentration and solution temperature such that adsorption is favoured.

### 1.4 Aims of this thesis

The general properties of inorganic monolayers and their potential in electronic devices have been discussed in Sections 1.1.2 and 1.1.4 with reference to general problems with existing technologies involving silicon (low carrier mobility and indirect bandgap) and why graphene is not always an appropriate alternative. In subsequent sections, more application-specific problems with semiconducting silicon are presented. This poses two important questions. Firstly, which specific materials are of interest as alternatives to silicon-based materials? Secondly, how can novel materials be synthesised in an industrially viable way? The discussion and evaluation of the safest and most economical methods for producing the highest-quality results will continue.
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Liquid atomic layer deposition will be presented as a novel route to large, single-crystalline domains of monolayer MoS$_2$. The background of the research will be discussed in relation to the field of nanoelectronics and the inability of silicon technologies to keep pace with the level of development. This is in part to do with inherent physical and chemical issues with silicon as a viable nanoelectronic material for future applications, which cannot be addressed in device fabrication alone. Therefore, the literature related to MoS$_2$ as an alternative to silicon and its synthesis will be presented. The novelty of the new synthetic approach will be twofold. It will rely on the introduction of a novel molybdenum-containing precursor, ammonium heptamolybdate tetrahydrate, via an aqueous dip-coating process that will be combined, for the first time, with layer-by-layer deposition analogous to traditional, gas-phase ALD. Monolayers grown by this new hybrid technique will again be reported for the first time. Achieving these outcomes will require fine control of several parameters. First of all, it will be necessary to modulate the initial thickness and coverage of the Mo precursor film. A range of deposition parameters such as solution concentration, substrate and deposition temperature will be explored in order to determine the optimal conditions for large-scale Mo precursor dip-coating. Secondly, the deposition of the sulphur precursor will need to be controlled in order to achieve the thinnest MoS$_2$ films. This property will be important for applications, as will be explained in Chapter 3. Variable parameters will include the precursor itself, the sulphurisation temperature, atmospheric composition and gas flow, and post-annealing conditions (if used). The quality of the as-synthesised films will be examined according to the following figures of merit: domain size and morphology, film thickness, crystallinity. The domain size and morphology will be elucidated by optical microscopy (OM) and scanning electron microscopy (SEM). The film thickness will be determined by Raman and photoluminescence (PL) spectroscopy and AFM. The crystallinity will be confirmed by PL and transmission electron microscopy (TEM).

Given that many heterostructures of TMdCs are known to have unique properties (for examples, see Sections 1.1, 4.1 and 4.2), Chapter 4 details an approach to find an application for the above growth method by using it to design a heterostructure of MoS$_2$ and WS$_2$. The background of the research will be discussed in relation the field of heterostructures and their unique properties compared to single material films. The literature related to heterostructures of MoS$_2$ and WS$_2$ and their syntheses will be presented. The novelty of this new approach will rely on the application of an ALD-type process for heterostructure synthesis, which has never previously been reported. The same principles and figures of merit will be required as in Chapter 3, but the conditions will be need to be carefully controlled in order to select for the vertical heterostructure rather than lateral and to prevent alloying, as will be explained at the relevant point of the report. A characterisation of the heterostructure will be presented by SEM, energy–dispersive x-ray spectroscopy (EDXS), Raman spectroscopy, PL and x-ray diffraction (XRD).
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The MGCs are similar to TMdCs except for the lack of d-electron chemistry. However, from a structural point of view, many MGCs adopt similar geometries to TMdCs. One such material is tin(IV) sulphide, SnS$_2$, and its layered structure will be exploited for liquid exfoliation. The background of the research will be discussed in relation to the field of photovoltaics. The literature related to SnS$_2$, its suitability for the application and its synthesis will be presented. The novelty of this project will again be twofold relying firstly on the use of aqueous solvent and secondly on the application of a hydroxide ion-mediated approach, neither of which has previously been reported for the exfoliation of SnS$_2$. Different concentrations of starting solution will be sonicated and centrifuged. These steps will require careful control of sonication time and temperature, as well as centrifugation rate and time. Samples will be characterised for yield and thickness. UV—visible spectroscopy will be employed for the former, making use of absorbance as a proxy for concentration. Raman spectroscopy will be the predominant method of thickness characterisation, exploiting the properties of the characteristic A$_{1g}$ vibrational peak of SnS$_2$. Concentration and thickness information will be complemented by morphological data obtained by OM and SEM.
Chapter 2 Methods used in this Research

2.1 Synthetic methods

2.1.1 Dip-coating

Dip-coating is a conceptually simple process that involves suspension of a substrate in a solution of the desired coating, in this case the various precursors. It proceeds by five steps\textsuperscript{107-109}:

1. **Immersion**: The substrate is immersed in a solution of the coating material.
2. **Start-up**: The substrate remains suspended in the solution and is then gradually pulled up.
3. **Deposition**: A thin layer of the coating deposits on the substrate by capillary action as it is withdrawn from the solution.
4. **Drainage**: Excess liquid is allowed to drain from the surface once the substrate is completely withdrawn from the solution.
5. **Evaporation/drying**: A volatile solvent can be allowed to evaporate naturally, or a less-volatile solvent such as water can be removed by drying in nitrogen.

These steps are shown in Scheme 2.1, which shows the stages of the process at which immersion, start-up, deposition, drainage and evaporation occur:

**Scheme 2.1** The dip-coating process

![Scheme 2.1 The dip-coating process](image_url)

Figure 2.1 illustrates the mechanism of the film formation process as the substrate is withdrawn from the solution.\textsuperscript{110}
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**Figure 2.1 Film formation by dip-coating**

The film is formed by gradual withdrawal of the substrate from the solution. As the substrate is pulled up, capillary action draws the solution up into a meniscus while drainage force draws it back down. The combination of these forces determines film thickness. Generally, slower withdrawal seems to lead to a thinner film.

If a mechanical dip-coater is used, the rate of removal of the substrate can be carefully controlled and, therefore, the thickness uniformity of the coated precursor can be modulated. However, if the process is performed by hand, human error makes it virtually impossible to control thickness uniformity in this way. That said, the results of dip-coating are dependent on several parameters that are consistent with the manual method. These include surface functionalisation, immersion time, solution concentration and number of cycles.

An unexplored area in dip-coating is the efficacy of solvent evaporation. If manual dip-coating is used and the effects of substrate-pulling cannot be reliably reproduced, then solvent evaporation may be one route to mimicking the effect. In a solvent evaporation regime, the substrate is suspended in the solution so that the top of the substrate is approximately level with the solvent. The solvent is continually heated to evaporation such that the level of solvent gradually decreases over time and the substrate is gradually exposed. One can think of this as the reverse of substrate-pulling, albeit a more time-consuming process. This technique has never been published but will be explored in this project.

### 2.1.2 Reactive ion etching

Reaction ion etching (RIE) is a high-resolution dry-etching process performed at low pressure. A typical setup involves a double-portioned vacuum chamber. A masked substrate, usually patterned by photolithography, is placed at the bottom of the chamber on an electrically-isolated conductive
wafer platter. In the top portion of the chamber, an inlet allows a vaporised etchant to enter, and outlets at the bottom allow excess to exit.

A radiofrequency (RF) field is applied at an electrode in the top portion of the chamber. The oscillation of the electromagnetic field ionises the etchant, generating an inductively-coupled plasma (ICP). Free electrons derived from the etchant are accelerated towards the substrate as a result of the oscillating RF field and deposit on the substrate surface. As electrons bombard the substrate, a negative charge accumulates at the surface. Meanwhile, the plasma develops a slightly positive charge due to excess ions. Thus, the positive ions in the plasma drift towards the substrate by electrostatic attraction and collide with the substrate surface. The resulting chemical reaction etches the substrate at the exposed areas.\textsuperscript{111} The process is illustrated in Figure 2.1:

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{reactive-ion-etching.png}
\caption{Reactive-ion etching}
\end{figure}

An oscillating RF field between two plates ionises the etchant parent molecule, creating a plasma, and drives electrons to the substrate, which creates an excess of positive ions at the top of the chamber. Therefore, plasma drifts towards the substrate, where the etching chemical reaction takes place at the surface.

The nature of etching as a chemical process means that it is necessary to be selective in the choice of etchant:\textsuperscript{112-115}

1) An etchant must be reactive towards the substrate. For SiO\textsubscript{2} and Si, fluorides are common etchants, with sulphur hexafluoride and perfluorocyclobutane known to work well.

2) The byproduct of the surface reaction must be volatile with a low vapour pressure. This allows it to desorb from the surface and exit the reaction chamber via the outlet.
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2.1.3 Electron-beam lithography

Electron beam lithography (EBL) is a high-resolution technique allowing for patterning of features just a few nanometres in lateral size. It uses a beam of electrons (e-beam) to “draw” a pattern on a pre-deposited resist. The resist reacts in a certain way on exposure to the e-beam: exposed regions of a positive resist become more soluble in a developer, while exposed regions of a negative resist become less soluble.\textsuperscript{116}

The e-beam is produced by one of two sources. The first is thermionic emission, which involves heating a metallic filament, usually lanthanum hexaboride (LaB\textsubscript{6}),\textsuperscript{117-119} until the thermal energy imparted on the material overcomes the surface work function, leading to electron ejection. In contrast, a field emission (FE) gun is a cold source emitter – there is no heating involved. FE uses a metallic filament, such tungsten or tungsten-doped zirconia, W/ZrO\textsubscript{2}, as a cathode, placing the filament in a large electrical potential gradient and focusing emitted electrons using anodic plates.\textsuperscript{120}

![Diagram of Electron-beam lithography](image)

**Figure 2.3 Electron-beam lithography**

- **(a)** A wafer is coated with a resist.
- **(b)** The resist is exposed to an e-beam, with exposed areas undergoing either polymerisation or photolysis depending on the type.
- **(c)** Unpolymerised areas of the resist are removed in a developer.
- **(d)** Exposed areas are coated in a metal mask by e-beam evaporation, in preparation for further processing as required.

After development, the remaining resist acts as a mask, which allows for bare regions of substrate beneath to be processed in whatever way is desired. Bare regions can be etched or they can be used for selective deposition, which is the process that will be used herein.
2.2 Characterisation methods

2.2.1 Thermogravimetric analysis

Thermogravimetric analysis (TGA) is a simple method of materials analysis, by which a known mass of sample is heated at a controlled rate and the change in its mass is measured over time. A corresponding plot of mass vs temperature provides details of phase transitions and thermal decomposition, with each such change denoted by a steep drop in mass at a given temperature. A derivative thermogravimetric (DTG) curve shows the first derivative of mass with respect to temperature, and this usually yields a sharp peak that can be used to pinpoint the exact transition temperature.

A simple setup comprises a precision balance with a programmable temperature control. The temperature can be increased at a constant rate, and the desired atmospheric composition and pressure within the TGA furnace can also be selected. The atmospheric control usually allows for ambient, inert, corrosive, carburising and redox gases, as well as a vacuum.

![Diagram of TGA setup]

**Figure 2.4 Thermogravimetric analysis**

A standard TGA comprises a reaction chamber housing a precision balance. The atmosphere within the reaction chamber can be controlled, and it is heated by external heating elements with programmable temperature control.

TGA is used to elucidate the decomposition chemistry of the precursor in CVD/ALD.\textsuperscript{121-125} This information can be used to understand the mechanism of the reaction in the chamber. For example, if it is known that a particular precursor A reacts with a precursor B to form a product C at a particular temperature T, then the TGA might reveal that at that temperature T, precursor A has decomposed to its base compound A\textsubscript{1}. The product-forming reaction must therefore be between A\textsubscript{1} and B, rather than A and B.
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Where TGA was used here, it was performed under the same conditions as – or the closest obtainable conditions to – the tube furnace setup. This involved a nitrogen atmosphere, for the most part, and a temperature of 800 °C, obtained by heating the sample from room temperature at a ramp rate of 50 °C/min.

### 2.2.2 UV-visible spectrophotometry

Ultraviolet—visible (UV-vis) spectrophotometry is a well-established non-destructive technique that is used to measure the absorbance of light by a sample in solution under broadband scanning.\(^\text{11}\)

The method makes use of the fact that, in general, absorbance of near-ultraviolet (near-UV) and visible light, at wavelengths in the range 180-750 nm, by a solution scales linearly with solution concentration. Of course, there are caveats to this, which will be addressed at the relevant stage of results discussion.

Chemical substances absorb over a definite region of the electromagnetic spectrum, and the active region over which absorbance occurs depends on the properties of the analyte in question. Absorbance can be influenced by the level of conjugation of bonding, the intrinsic electronic bandgaps and ligand—metal charge transfer, as well as ambient conditions such as pH. For this reason, the choice of solvent is particularly important. Solvent molecules may also absorb in the UV-vis region, particularly organic solvents, and such solvents have a cut-off below which solvent absorbance is indistinguishable from analyte absorbance. Preliminary solvent screening is employed to select solvents that do not interfere with analyte absorbance. Fortunately, water possesses an absorbance cut-off around 180 nm, so it is a good generic solvent that does not confound the absorbance peaks of any analyte.

Most UV-vis spectrophotometers have the key setup in common. A UV/visible beam of light is spectrally separated into its component wavelengths by a diffraction grating or prism. Each monochromatic beam is split into two equally intense beams (B\(_S\) and B\(_R\)) by a half-mirror/beam-splitter. The sample solution is contained in an optically transparent cuvette usually made of quartz. Beam B\(_S\) passes through this cuvette.

![Figure 2.5 UV-visible spectrophotometer](image)

A standard setup involves two light sources with a changeover at ~350 nm. A monochromator selects for a single wavelength, allowing for broadband scanning.
To minimise the confounding effect of absorbance by the cuvette or the solvent, a background is taken before the experimental runs and subtracted from the experimental data. Beam $B_R$ passes through this reference cuvette. At the detectors, the transmitted beam intensities are compared. The process is quickly repeated for all monochromatic wavelengths in the region desired. Some spectrophotometers do not have two pathways, so they use the same beam for the reference and sample measurements. In this case, the background is acquired before the sample measurement, and can then be stored by the controlling computer while the sample spectrum is acquired. The output in any case is a spectrum of detected absorbance against excitation wavelength.

Absorbance has no physical meaning, but it is defined with respect to a physical parameter, which is the transmittance $T$, where $T$ is the fraction of incident light that passes through the sample (as measured at a detector):

$$T = \frac{I_t}{I_0} \quad [2.1]$$

where $T =$ transmittance

$I_t =$ intensity of light at detector

$I_0 =$ incident intensity of a given wavelength

And this yields absorbance $A$, as the inverse logarithm of transmittance:

$$A = -\log T \quad \text{or} \quad A = \log \left(\frac{1}{T}\right) \quad [2.2]$$

Quantitative analysis of UV-vis absorbance is underpinned by two fundamental laws. The first is Beer’s law:

*The intensity of a beam of parallel monochromatic light decreases exponentially with the number of absorbing molecules.*

The corollary of this law is that absorbance is proportional to concentration. The second law is Lambert’s law:

*The intensity of a beam of parallel monochromatic light decreases exponentially as it passes through a medium of homogeneous thickness.*

The corollary of this law is that absorbance is proportional to optical path length. Combining the two laws yields the Beer-Lambert law, relating absorbance to concentration and absorbance path length:
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\[ A = \varepsilon cl \]  

where \( \varepsilon = \) molar extinction coefficient, M\(^{-1}\) cm\(^{-1}\)  
\( c = \) concentration of known chemical, M  
\( l = \) absorbance path length, cm

The quantity epsilon is commonly named the “molar extinction coefficient”, but is more properly termed the “molar absorptivity”. The molar extinction coefficient quantifies the propensity of a solution to absorb light at a particular wavelength, i.e., high \( \varepsilon \) suggests strong absorption. It is no surprise that the value of this parameter varies from one chemical to another. In a study of 2D materials such as the one detailed in Chapter 5, molar concentration is potentially misleading. This is because of the difficulty in determining the molar mass of such materials. Instead mass-concentration, for example g L\(^{-1}\), will be used. The molar extinction coefficient will therefore be referred to as the extinction coefficient. For UV-vis absorbance to be of any use, \( \varepsilon \) must be determined under the conditions pertinent to the experiment. To do this, the peak absorbance of several solutions of known concentration is plotted against wavelength. The optical path length is the length over which absorbance occurs, and this is commonly determined by the dimensions of the cuvette containing the sample solution. Most spectrophotometers take a standard cuvette of 1 cm. The extinction coefficient is then simply extracted from this plot as the gradient of the line of best fit. Once known, this value can be used to determine an unknown concentration of the same chemical. That is the way in which UV-vis absorbance will be used in this study.

UV-vis absorbance is a multifunctional technique. As well as information about solution concentration, a UV-vis spectrum can also be used in inorganic chemistry to extract the bandgaps of semiconductors.\(^{11}\) This is done by extracting the absorption coefficient \( \alpha \) from the raw absorbance data. The calculation will be set out in detail at the relevant stage. Suffice it to say that in studying materials that possess a bandgap characteristic of layer thickness, such as MoS\(_2\), WS\(_2\) and SnS\(_2\), the ability to use UV-vis absorbance in this way is a useful diagnostic tool.

### 2.2.3 Optical microscopy

Optical microscopy (OM) is a simple, non-destructive and high-throughput technique for magnifying microscopic samples under illumination by visible light. It is often known as light microscopy and allows for rapid characterisation of few-layer materials.

Materials are identified by their optical contrast against the substrate surface, and this arises in one of two ways, either absorption of light or changes in the optical path length. The latter is important for materials such as h-BN, GaS and GaSe, large-bandgap materials that do not absorb in the visible region. This also gives rise to the thickness dependence of the optical contrast and means
that monolayers can be particularly difficult to see. However, 2D materials present the greatest possible optical contrast against the surface of 285-300 nm silicon dioxide thermally grown on silicon. This makes identification of monolayers practically trivial, even at low magnification.

**Figure 2.6** Identification of 1L-MoS$_2$ on 300 nm SiO$_2$; scale bar = 1 μm

In the study by Novoselov et al., the authors determined that the MoS$_2$ monolayer shows good contrast against the surface of 280-300 nm SiO$_2$ on Si when illuminated by an ordinary optical microscope. This is seen in the figure and presents a relatively straightforward way of performing an initial screening of samples for regions of potentially very thin material. Copyright 2005 National Academy of Sciences.

The monolayer MoS$_2$ in Figure 2.6 was obtained by Novoselov et al. and was easily identifiable by its optical contrast against a thermally-grown 300 nm SiO$_2$. In their paper, they posited that regions of monolayers could be identified on a 1 cm$^2$ substrate in about 30 minutes, making this optical approach quite straightforward and high-throughput.

### 2.2.4 Raman spectroscopy

Raman spectroscopy is a vibrational technique that exploits the scattering of monochromatic photons from a laser source to identify a sample. Vibrations occur in the frequency range $10^{12}$–$10^{14}$ Hz, which corresponds to the near-infrared (near-IR) region of the electromagnetic spectrum. By accessing “virtual” molecular vibrational states, the significance of which is explained below, a laser source at a lower (visible) frequency can be used.

A beam of photons is an oscillating electromagnetic wave possessing an electric field of E. In a simple molecular case, the interaction of incident photons with the molecule induces periodic distortion in the molecule’s charge distribution, known as an induced polarisation, P, and the molecule undergoes excitation to a virtual state known as an oscillating dipole. P depends not only on the incident E, but also on the molecule’s inherent molecular polarisabilty, $\alpha$, the relative
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tendency of its charge distribution towards distortion, according to the Equation 2.4. For the
purpose of visualisation, the quantity $\alpha$ can be viewed perhaps as analogous to classical strength. A
leather ball, *cf.* a low-$\alpha$ charge distribution, will resist deformation upon application of tensive–
compressive force, while a sponge ball, *cf.* a high-$\alpha$ charge distribution, will be highly deformable
under an equal force.

$$P = \alpha E$$  \[2.4\]

The induced dipole varies according to the instantaneous phase of the incident beam, so the charge
distortion is oscillatory. Therefore, if the polarisation couples to a molecular vibrational state
(mode), it gives rise to a characteristic molecular vibration frequency, $\nu_m$.

The above process is true of molecular vibrations, but the characterisation of crystalline thin films
is presented herein. The difference is that Raman spectroscopy of crystalline thin films does not
measure polarisation of discrete molecules but periodic vibrations of the atoms within the lattice,
and these lattice vibrations are known as phonons. More discussion of the measured vibrations
relevant to each material is found in Chapters 3, 4 and 5.

Whether the system in question is a discrete molecule or a lattice, there are three processes that can
occur after the incident photon interacts with the system, illustrated in Figure 2.7:

1. Rayleigh scattering: The polarisation in an oscillating dipole does not couple to a
   vibrational mode. The incident photon with frequency $\nu_0$ neither imparts energy to nor
   gains it from the oscillating dipole, and thus the molecule emits an elastic photon at the
   same frequency, $\nu_0$. It follows that this process, which occurs for 99.9% of interactions, is
   Raman-silent and of no use in this spectroscopic technique. Unfortunately, only one in a
   thousand interactions is Stokes or anti-Stokes in nature.

2. Stokes scattering: The polarisation in an oscillating dipole in the ground vibrational state
couples to the first excited vibrational state, causing a vibrational excitation. The incident
photon with frequency $\nu_0$ imparts energy to the oscillating dipole corresponding to the
vibrational frequency $\nu_m$, and thus the molecule emits an inelastic photon at a lower
frequency than the incident photon, $\nu_0 - \nu_m$. It follows that this mode is Raman-active.

3. Anti-Stokes scattering: The polarisation in an oscillating dipole in the first excited
vibrational state couples to the ground vibrational state, causing a vibrational relaxation.
The incident photon with frequency $\nu_0$ gains energy from the oscillating dipole
 corresponding to the vibrational frequency $\nu_m$, and thus the molecule emits an inelastic
 photon at a higher frequency than the incident photon, $\nu_0 + \nu_m$. It follows that this
 vibrational mode is Raman-active. Anti-Stokes emission is typically even less intense than
 Stokes emission, because very few oscillating dipoles initially populate the first excited
 vibrational state.
Figure 2.7  The three processes that can occur in Raman spectroscopy

Rayleigh scattering is emission at the same frequency as absorption. Stokes Raman scattering is emission at a lower frequency than absorption, following a vibrational excitation. Anti-Stokes Raman scattering is emission at a higher frequency than absorption, following a vibrational relaxation.

Inelastic emission arising from the latter two mechanisms is known as the Raman Effect, which gives its name to the spectroscopic technique. The Raman Effect is so named after the eminent Indian physicist Sir Chandrasekhara Venkata “CV” Raman, who discovered it in 1928 and for which he was awarded the Nobel Prize for Physics in 1930.

Raman spectroscopy uses excitation energies much smaller than electronic transition energies, such that the virtual state occupied by the oscillating dipole is of a lower energy than the excited electronic singlet state. This reduces the likelihood of competing fluorescent pathways. However, as inelastic scattering is much less likely than elastic scattering, one problem in Raman spectroscopy is that the intensity of Rayleigh emission greatly exceeds that of Raman emission. Resonant Raman spectroscopy overcomes this by exciting a sample close to an electronic transition (a resonance) instead of a virtual state, such that vibrational modes close to the resonance are observed. The intensities of those modes are much higher than in the non-resonant case. This is useful for studies of direct-bandgap semiconductors, where the excitation energy can be tuned to the bandgap, although it can introduce contaminating effects from fluorescence.

2.2.5  Photoluminescence

The IUPAC Compendium of Chemical Terminology defines photoluminescence (PL) as “luminescence from direct photoexcitation of the emitting species.”
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Mechanistically, PL comprises electronic excitation of a ground-state electron ($S_0$) into its excited singlet state ($S_1$), as shown in Figure 2.8. That excitation is accompanied by a vibrational excitation, the energy of which is dissipated by a non-radiative transition. The non-radiative relaxation places the electron in the ground vibrational level of its $S_1$ state. Thereafter, the electron relaxes by radiative relaxation, either fluorescence or phosphorescence. The dissipation of some of the initial excitation energy by the non-radiative process means that fluorescence and phosphorescence occur at lower energies than the excitation.

![Energy diagram](image)

**Figure 2.8** Electronic energy levels in fluorescence and phosphorescence

The energy level diagram is simplified as it does not show vibrational states, but it nevertheless captures the possible radiative relaxation mechanisms. The spin state is defined by the spin multiplicity, where $S$ = singlet and $T$ = triplet. In the singlet state, electron spins are paired, while in the triplet state, electron spins are parallel. Electrons are denoted by arrows, with the spin state defined as up or down. The subscript 0 denotes a ground state, and the subscript 1 denotes an excited state.

Fluorescence is the direct $S_1$→$S_0$ electronic relaxation, which takes place in a matter of nanoseconds or even faster. This is detectable by photoemission corresponding to the energy of the transition. Phosphorescence takes place after the $S_1$ electron undergoes a further radiationless process called intersystem crossing (ISC) into its triplet excited state ($T_1$), followed by $T_1$→$S_0$ relaxation. Figure 2.8 shows that ISC involves reversal of the electron’s spin quantum number, so it is kinetically disfavoured relative to fluorescence, usually occurring over several seconds. This gives rise to the key observational difference between fluorescence, a lifetime of a few nanoseconds, and phosphorescence, a lifetime of several seconds or more.

Fluorescence as applied to semiconductors is specifically termed photoluminescence, and the photoemission energy corresponds to the material’s bandgap. PL in the visible region (400–750 nm or 3.10–1.65 eV) is of particular interest to nanoscientists because it can be exploited for optoelectronic and photovoltaic devices.
The direct nature of the fluorescence process means that PL is limited to materials that possess a direct bandgap so as not to violate the principle of conservation of momentum (see Section 1.2). It follows that PL offers an experimentally straightforward method of determining the material’s suitability for optoelectronic applications.

When supported materials are observed, PL intensity is substrate-dependent. That is to say, PL intensity is greatest upon excitation of monolayers grown on epitaxial substrates, such as sapphire or mica. On non-epitaxial substrates, such as silicon dioxide, PL is notably reduced. The direct bandgap of MoS$_2$ is 1.85-1.90 eV in the monolayer, 4, 7, 10, 38, 44, 45 which corresponds to emission wavelengths of 670-650 nm. Therefore, 532 nm excitation is sufficient for PL emission in MoS$_2$.

### 2.2.6 Scanning electron microscopy

The conventional light/optical microscope suffers from the Abbé diffraction limit of visible light, a consequence of the source wavelength. The Abbé diffraction limit, $d$, is the smallest separation distance at which two distinct objects can be mutually resolved; in other words, it is the best possible resolution that can be obtained using a given irradiation source:

$$d = \frac{\lambda}{2n\sin \theta}$$  \[2.5\]

where

$\lambda$ = source wavelength

$n$ = refractive index of medium

$\theta$ = half-cone angle subtended at the lens

Assuming a white light source with an average wavelength of ~500 nm, imaging in air using visible light is diffraction-limited to ~200 nm. The use of electrons as the illumination source substantially reduces the diffraction limit because the wavelength of the electron is some 100 thousand times smaller than that of visible light. This is the principle of electron microscopes, among which is the scanning electron microscope (SEM). The SEM has been able to access sub-nanometre lateral resolution, allowing for trivial visualisation of nanomaterials.

SEM is so-called because it produces a high-resolution image of a sample by raster scanning using a beam of electrons emitted from a metallic filament. The electron energy is not measured directly but calculated using the beam energy according to the following approximation:

$$E = \frac{1240}{\lambda}$$  \[2.6\]

where

$E$ = beam energy/eV

$\lambda$ = source wavelength/nm
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An optical microscope exploits the sample’s reflection and transmission of light to give contrast and compile an image, but an SEM uses scattered or emitted electrons from the sample.

There are a number of operating regimes of an SEM, named for the manner in which the electron beam is generated or the manner of imaging. For instance, the two types of SEM that are of relevance in this work are field emission (FE) and environmental (E) SEM. An SEM produces a beam of electrons by thermionic emission. In contrast, an FE-SEM generates an electron beam by cold-source emission. See Section 2.1.3 for definitions of thermionic and field emission.

Upon interaction of the incident electron beam with the sample surface, a number of different processes may occur, each of which can be separately detected and analysed. They are briefly illustrated in Figure 2.9, but the most important ones for SEM are secondary electron emission and back-scattering.

![Emission processes in SEM](image)

*Figure 2.9  Emission processes in SEM*

The Auger effect and X-ray emission will not be discussed here, although both are spectroscopically useful as characteristic tools (the latter is discussed in the next section). The processes most relevant to SEM are backscattering and secondary electron emission. Imaging can be performed in either mode, with most modern SEMs capable of switching between the two modes quite easily.

Secondary electron emission occurs when an incident electron collides with a core-shell electron and transfers its energy to the core-shell electron. Core-shell ionisation occurs if the kinetic energy imparted is greater than the core-shell electron’s ionisation energy. The ejected core-shell electrons are known as secondary electrons. Detection of these secondary electrons allows an intensity map to be compiled, thus correlating image brightness to regions of the specimen. SEM conducted in this mode is known as secondary electron imaging (SEI) mode.
Backscattering is the reflection of incident electrons by the specimen. It is caused by elastic scattering of the primary beam electrons by an atomic nucleus. Heavier nuclei scatter more strongly than lighter ones, so backscattering can be used to obtain information about a specimen’s chemical composition. SEM conducted in this mode is known as backscattered electron (BSE) mode.\textsuperscript{135}

Regardless of the emission source and imaging mode, conventional or FE-SEM need to be conducted in high vacuum because a gaseous atmosphere absorbs and attenuates free electrons. An E-SEM allows imaging at lower vacuum by employing differential pumping, so that electron beam emission and sample imaging can be performed under different pressures. This is particularly useful for imaging liquid and large-bandgap semiconductors.\textsuperscript{134}

As the technique relies on irradiation with electrons, non-conductive samples are generally poor specimens for SEM. This is because of the charging effect, which is the build-up of static charges at the sample surface. This creates bright hotspots that confound the imaging process, essentially masking morphological features. This effect is mitigated either by mounting the specimen to the sample holder using a conductive bridge of metallic tape (silver or carbon) or by sputtering a thin coating of Au on the surface. The latter process is, of course, destructive to the sample.

\section*{2.2.7 Energy-dispersive X-ray spectroscopy}

Energy-dispersive x-ray spectroscopy (EDXS) is closely related to SEM in that it uses the same principle and can be performed using an FE-SEM, although EDXS analysis exploits x-ray emission rather than electron scattering.\textsuperscript{136} Electrons emitted at the field emission gun irradiate the sample, as in SEM. Electrons incident on the sample may collide with a core-shell electron with sufficient kinetic energy to eject it from its shell, leaving behind a hole. A valence electron will then relax to fill the hole, emitting an x-ray with energy characteristic of the element. It follows that a number of electronic transitions may be possible depending on the initial interaction between the incident and core-shell electrons. The kinetic energy of the incident electron is therefore important, and this is proportional to the acceleration voltage at the field emission gun. Figure 2.10 illustrates the mechanism of x-ray emission in EDXS.

The electronic energy levels of the sample are denoted by the labels K, L, M, N and O with K being the innermost, lowest-energy shell and O being the valence shell. The same notation is used to label the emission lines observed in a typical spectrum. For example, the Kα-line occurs at the energy corresponding to x-ray emission arising from the 2p → 1s electronic relaxation; the Kβ-line, similarly, corresponds to the 3p → 1s transition; and the Lα-line is the 3d → 2p transition.
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Figure 2.10 Mechanism of characteristic x-ray emission in EDXS

A sufficiently energetic interaction of the incident electron with a core-shell electron of an unspecified atom (1) leads to secondary electron emission (2), leaving behind a hole. An electron from a higher energy level relaxes to fill the hole (3), releasing its excess energy in the form of x-rays (4) that are characteristic of the atom. This process is exploited in energy-dispersive x-ray spectroscopy for imaging specimens.

2.2.8 Atomic force microscopy

To understand the advantages of the AFM, it is useful to explore the limitations of the STM and SEM (see Section 1.1.3). Typically, STM works by scanning a metal tip positioned over a surface. A bias voltage between the tip and the sample allows quantum mechanical tunnelling of the electronic wavefunction at the sample surface. The tunnelling current can be modulated by a feedback loop between the tip and the controller, allowing for angstrom-scale control of the tip—sample distance and, therefore, atomic resolution imaging. For tunnelling current to flow, the sample surface must be conductive.

Non-conducting samples require coating, usually with gold film, for effective imaging under SEM. Otherwise, charging leads to artefacts in the image. As such, the technique is destructive to non-conducting samples because the as-prepared material cannot be retrieved after Au-coating.

The atomic force microscope overcomes the difficulty in imaging non-conducting samples by STM and SEM. With AFM, the sample is never charged and can be viewed as prepared. Instead, a morphological map is constructed from the variation of atomic forces between the cantilever tip and sample surface. Crucially, the technique is non-destructive.

The first AFM was invented in 1986 as the latest type of scanning probe microscope (SPM). The SPM family of techniques, including the STM and SEM, are designed for high-resolution mapping.
of the topographic features of a sample. In the AFM case, this is achieved using three-dimensional piezoelectric control of a cantilever that moves either the probe or the sample with nanoscale precision. In this way, a point-by-point scan can be carried out usually by raster scanning (one row at a time). Figure 2.6 shows a conventional AFM setup.\textsuperscript{137}

The cantilever is usually a flat silicon plate with an atomically sharp tip. The tip tapers to a point and usually has a radius of a few nanometres at its apex. It is used to raster-scan a surface, and a feedback loop is used to control one of a number of parameters (depending on the desired mode). A map of the variation in atomic forces can then be constructed, allowing for high-resolution morphological characterisation. The feedback loop responds to deflection of the cantilever tip, as measured by a laser reflected off the back of the cantilever onto a photodiode, as in Figure 2.6.

Light reflected by the cantilever and incident on the photodiode is converted to current and positional changes in the photocurrent are used to modulate the feedback. Deflection of the laser beam at the photodiode depends on the angle of reflection of the laser beam by the back of the cantilever. This, in turn, depends on tiny deflections of the cantilever caused by the interaction between the tip and the sample. Figure 2.11 shows illumination from below the sample, but it is also possible to perform top-view/plan imaging from above the sample, which was useful for the work in Appendix C.

Feedback modulation can occur in several modes: contact and non-contact/tapping. In contact mode, the tip comes into hard contact with the sample surface and an image is constructed by one of two methods. For constant-force imaging, the height of the cantilever is continuously adjusted by the piezo controller $Z$ in Figure 2.11. This ensures that the force between the tip and sample remains fairly constant. In constant-height imaging, the $Z$ controller maintains the tip at the same height relative to the sample. This is useful for smooth surfaces, as the cantilever would catch on surface features, which would cause blunting and loss of resolution.

In non-contact mode, the cantilever tip is rapidly oscillated close to the sample surface by application of an AC voltage. This is an advantage for imaging soft samples as lateral forces such as drag can be eliminated.
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**Figure 2.11** Elements of an AFM setup

In a typical setup for atomic force microscopy, a spring-like cantilever is carried by a holder that is mounted to a piezo controller. The controller drives the cantilever in the axial direction with respect to the sample that is mounted to a translation stage underneath the sharp cantilever tip. The interaction of the tip with the sample is therefore transduced into displacement of the cantilever. Detection of this motion is done by means of a laser that is reflected off the back of the cantilever, giving a very precise response to cantilever deflections. The reflected beam hits a photodiode, which converts the incident light signal into an electrical signal. An image can thus be constructed with resolution limited by the apex of the cantilever, which is usually of nanometre scale. Image reproduced from ref. [137] under Creative Commons licensing from Wiley Periodicals, Inc.

2.2.9 Transmission electron microscopy

A transmission electron microscope (TEM) exploits the transmission of electrons through a thin specimen in order to construct an image. For this purpose, it follows that the sample needs to be ultrathin. Sample preparation can be achieved either by milling, which can be done mechanically using fine diamond film, or by wet chemical mounting onto a copper grid or holey carbon grid.

In most TEMs, the electron beam is produced by thermionic emission (see Section 2.1.3). The emitted e-beam is focussed and then accelerated at high voltage in a near-vacuum (~10^-4 Pa to increase the mean free path) towards the sample. Acceleration through 100-200 kV provides the e-beam with sufficient kinetic energy to penetrate the sample and pass through. Electrons are then detected by a photographic film or a charge-coupled device (CCD) camera. The contrast in the image arises from differences in the interactions of different elements with the e-beam. Most commonly, the interaction that is of most significance is electron absorption by the material, and this depends not only on the elemental composition but also on the thickness.

A TEM image can be analysed by fast Fourier Transform (FFT), which generates a diffraction pattern in reciprocal space that encodes information about sample crystallinity. For a single crystal,
the resulting pattern is a series of concentric rings of dots, while a polycrystalline film generates a diffraction pattern of solid rings. An FFT diffraction pattern can be back-formed into a real-space image (inverse FFT), which is useful for studying interplanar d-spacings. This will be discussed in more detail in Chapter 3 and associated appendices, wherein the methodology for performing FFT analysis will be presented.

2.2.10 X-ray diffraction

X-ray diffraction (XRD) is a non-destructive, high-throughput technique for the phase identification of crystalline materials. The technique exploits the principle of Laué diffraction, by which crystalline materials diffract incident x-rays in the same way as a diffraction grating; each line in the diffraction grating is replaced by lattice planes in the crystal.

The interaction of incident x-rays with the sample is governed by Bragg’s law, Equation 2.7.139

\[ n\lambda = 2d \sin \theta \]  

where

\( n \) = a positive integer

\( d \) = separation of lattice planes

\( \theta \) = incidence/diffraction angle

Bragg’s law is depicted in Figure 2.8, which shows x-rays incident upon a generic crystalline material, with like planes represented by imaginary lines through the atoms forming the plane.

According to Bragg’s law, incident x-rays with an integer number \( n \) of wavelengths \( \lambda \) equal to the interplanar d-spacing are diffracted such that the angle of diffraction is equal to the angle of incidence. In practice, the wavelength is predetermined by the target source. Generation of x-rays occurs by the same principle as in EDXS, and a copper target is generally used. Core-shell ionisation of Cu leads to Kα-emission at a wavelength of 1.54 Å, corresponding to ~8,000 eV. Thus, the parameter that is varied instead of the source wavelength is the incidence angle. A goniometer is used to vary the incident angle across a range that typically spans 5-70° and reflections satisfying the Bragg equation are detected. The Bragg equation is satisfied when waves scattered from lattice planes interfere constructively, so they remain in phase since the difference between the path lengths of the two waves is equal to an integer multiple of the wavelength. This can be seen in Equation 2.7 and Figure 2.12.
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Incident x-rays interact with lattice points in the crystalline film. When the Bragg condition is satisfied, x-rays are diffracted by an angle equal to the angle of incidence. The detector therefore measures the angle $2\theta$.

The output is a pattern of intensities of diffracted x-rays at angles of $2\theta$. This follows from considering the geometry in Figure 2.12. The angle $\theta$ is the angle between the incident x-ray beam and the crystallographic plane. When the Bragg equation is satisfied, it is also the angle between the crystallographic plane and the reflected beam. Thus, the angle between the reflected beam and the incident beam is, in fact, $2\theta$.

For thin film characterisation, x-ray penetration into the substrate can be minimised using grazing incidence, GIXRD. Grazing incidence uses a very low angle of incidence ($<3^\circ$), limiting penetration to less than 10 nm. In this case, the output $2\theta$ is measured by moving the detector arm.

A complete pattern of diffractions across a range of angles is characteristic of a particular crystal lattice, and thus it can be compared to a database of the known lattices occupied by a range of phases in order to obtain the best fit. This is how XRD has been used in this research. Further processing, or indexing, of peaks can be used to obtain the Miller indices of a plane producing a particular reflection. This calculation involves the diffraction angle, but will not be discussed.

Figure 2.12 X-ray diffraction by crystallographic planes according to Bragg’s law

Incident x-rays interact with lattice points in the crystalline film. When the Bragg condition is satisfied, x-rays are diffracted by an angle equal to the angle of incidence. The detector therefore measures the angle $2\theta$. 

The output is a pattern of intensities of diffracted x-rays at angles of $2\theta$. This follows from considering the geometry in Figure 2.12. The angle $\theta$ is the angle between the incident x-ray beam and the crystallographic plane. When the Bragg equation is satisfied, it is also the angle between the crystallographic plane and the reflected beam. Thus, the angle between the reflected beam and the incident beam is, in fact, $2\theta$.

For thin film characterisation, x-ray penetration into the substrate can be minimised using grazing incidence, GIXRD. Grazing incidence uses a very low angle of incidence ($<3^\circ$), limiting penetration to less than 10 nm. In this case, the output $2\theta$ is measured by moving the detector arm.

A complete pattern of diffractions across a range of angles is characteristic of a particular crystal lattice, and thus it can be compared to a database of the known lattices occupied by a range of phases in order to obtain the best fit. This is how XRD has been used in this research. Further processing, or indexing, of peaks can be used to obtain the Miller indices of a plane producing a particular reflection. This calculation involves the diffraction angle, but will not be discussed.
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3.1  Background and motivations

A metal—oxide—semiconductor field-effect transistor (MOSFET) is a three-electrode semiconductor device used to switch or amplify a signal. A MOSFET operates by the field effect, whereby the conductivity of a silicon channel between source (S) and drain (D) electrodes is modulated by a voltage to the gate (G) electrode. Figure 3.1 explains a MOSFET.\textsuperscript{38}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{mosfet.png}
\caption{A top-gated MOSFET}
\end{figure}

This type of field-effect transistor is normally constructed on an oxide layer on a silicon wafer. The basic components are three electrodes, labelled the source (S), drain (D) and gate (G). Under the S and D electrodes are regions of similarly-doped semiconductor. Under the G electrode is a gate dielectric, most commonly SiO\textsubscript{2}. Between the S and D regions is a semiconducting channel normally made of silicon. Reprinted by permission from Springer Nature Customer Services Centre GmbH: [Springer Nature] [\textit{NATURE NANOTECHNOLOGY}], ref. [38], COPYRIGHT 2011

Over the last 50 years, the number of transistors per integrated circuit has doubled roughly every 18 months, an observation known as Moore’s Law.\textsuperscript{141} As the size of individual transistors continues to decrease in accordance with Moore’s Law, the efficacy of silicon-based materials as semiconducting channels and gate dielectric layers is being pushed to its limits.

In transistors, the semiconducting channel often has some dopant introduced to enhance its semiconducting properties. The type of dopant defines the majority charge carriers in the S and D regions of the transistor, which in turn define the type of MOSFET. In an n-MOSFET, the channel is p-doped and the S and D regions are n-doped, so the majority charge carriers are electrons (n-
type). In a p-MOSFET, the channel is n-doped and the S and D regions are p-doped, so the majority charge carriers are holes (p-type). A schematic is useful to illustrate the point (Figure 3.2).

![Schematic of p-MOSFET](image)

**Figure 3.2 Doping regime in a p-MOSFET**

*Traditional MOSFET design utilises one of two doping regimes, either n- or p-type. In a p-MOSFET, the source and drain regions are p-doped, and therefore the majority charge carriers in a p-MOSFET case are holes. The reverse is true of an n-MOSFET.*

Complementary MOSFETs (CMOSFETs) make use of a pair of transistors, in which there is a p-type channel contiguous with an n-type channel. This acts as a logic gate, in which a voltage at one of the devices switches the current in the complementary device. Integrated circuits comprise several million CMOSFETs. Semiconducting monolayers can be used as novel channel materials in MOSFETs.

The silicon MOSFET is only one design of transistor. Its main application is in microprocessors for high-performance computing, where the material quality, scalability and the ability to modulate the current have proven to be advantageous.

In short-channel MOSFETs – modern-day devices possess sub-30 nm channel lengths – the voltage at the D electrode $V_D$ exhibits a modulating effect on the channel conductivity. In other words, the potential barrier to charge carrier flow is lowered by the application of $V_D$, so the phenomenon is known as drain-induced barrier-lowering (DIBL) and is obviously an unwanted effect because it compromises the ability to modulate the channel current by the $V_G$. DIBL is a quantifiable effect in that it manifests as a reduction in the device’s threshold voltage $V_T$, the minimum value of $V_G$ at which conduction through the channel can occur. To challenge this so-called short-channel effect, MOSFET technology has been advanced by the development of the finFET (see Figure 3.3), a non-planar (3D) device in which the channel (designed as a fin protruding out of the plane of the chip) is encased in the G electrode.

The finFET has been a useful improvement on the existing MOSFET because the “wrapped-around” G electrode affords superior electrostatic control over the channel conduction compared to the planar structure, *i.e.*, DIBL is significantly reduced. Nevertheless, changing the device architecture can only go so far with the current limits of the channel material.
A finFET is designed to overcome challenges associated with the use of silicon as a semiconducting channel material in the MOSFET. The finFET incorporates all the recognisable features of a field-effect transistor, but with a 3D architecture that minimises short-channel effects and which can allow for the incorporation of additional features such as multiple gates. However, architecture can only go so far to mitigate problems inherent to the channel material. Image reproduced, with permission, from ref. [142]; © 2011 IEEE.

Silicon has traditionally been the semiconducting channel material in transistors. However, silicon suffers from one intrinsic drawback, which is its low breakdown field ($E_{bd}$), related to the highest bias voltage that can be applied to the device before the channel material loses its semiconductivity and becomes conductive. The breakdown field of a semiconductor is proportional to its bandgap by the following equation proposed by Wang:143

$$E_{bd} = 1.36 \times 10^7 \left( \frac{E_B}{1.12} \right)^\alpha \text{ V cm}^{-1}$$

where $E_{bd}$ = material breakdown field  
$E_B$ = bandgap  
$\alpha$ = exponent related to the band structure

The low breakdown field of silicon is, therefore, a consequence of the fact that silicon has only a small bandgap of 1.12 eV, which yields a breakdown field of 298 kV cm$^{-1}$. It is a problem in modern electronics, in which attempts to reconcile high-power applications with Moore’s Law have resulted in the need for materials with higher breakdown voltages.

These limitations of Si as a viable material for next-generation nanoelectronics provides the motivation for the work outlined in Chapter 3. Nanoscientists now seek to move “Beyond CMOS”,
a term coined by James Hutchby in 2002. He forecasted the stage of nanoelectronics at which the rate of MOSFET scaling under Moore’s Law could no longer continue, due to constraints imposed by the nature of the materials used. He stated that this would happen in the late 2010s. Inorganic monolayer semiconductors are the ideal candidates to replace silicon in Beyond CMOS transistors, because of their bandgap tuneability, thinness and good device performance, as well as the ability to tune properties by combination of monolayers into heterostructures.

3.2 Materials

Having addressed potential applications, gaps therein, and motivations, it is useful to consider which materials could fulfil the role that silicon can no longer perform. Table 3.1 depicts several 2D materials similar to MoS$_2$ with favourable properties. All of the binary materials below are TMdCs and are calculated to have the same basal structure as MoS$_2$.

<table>
<thead>
<tr>
<th>Material</th>
<th>Bandgap/eV</th>
<th>Carrier mobility/cm$^2$ V$^{-1}$ s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MoS$_2$</td>
<td>1.80</td>
<td>410</td>
</tr>
<tr>
<td>MoSe$_2$</td>
<td>1.50</td>
<td>150</td>
</tr>
<tr>
<td>MoTe$_2$</td>
<td>1.23</td>
<td>-</td>
</tr>
<tr>
<td>WS$_2$</td>
<td>1.90</td>
<td>-</td>
</tr>
<tr>
<td>WSe$_2$</td>
<td>1.74</td>
<td>250</td>
</tr>
<tr>
<td>WTe$_2$</td>
<td>1.14</td>
<td>-</td>
</tr>
</tbody>
</table>

In addition to the TMdCs above, hexagonal boron nitride (h-BN) is a promising material for high-temperature/high-power applications. It is isoelectronic and isostructural to graphene, and its 2D nanosheets possess a direct bandgap of 5.9 eV. The similarities do not end there: the h-BN unit cell has very similar lattice parameters to graphene. As a result, some have suggested h-BN–graphene hybrid films as a means of opening up a bandgap in graphene without introducing fabrication complexity or significantly compromising the carrier mobility of graphene. The large bandgap has also been investigated as a UV photoemitter.

Monolayer MoS$_2$ has a direct bandgap of 1.85-1.90 eV, offering greater opportunity for high-power applications than Si owing to its larger breakdown field in accordance with Equation 3.1. Monolayer MoS$_2$ has a breakdown fielding greater than 5 MV cm$^{-1}$, exceeding that of Si by nearly 20 times. It is noteworthy that even bulk MoS$_2$ has an indirect bandgap of 1.29 eV; the band modification occurs in films fewer than four layers thick and presents a second advantage of this material over Si.
Radisavljevic \textit{et al.} designed a MOSFET incorporating single-layer MoS$_2$ as the channel semiconductor.\cite{Radisavljevic2011} They used gold as the gate electrode and hafnia, HfO$_2$, as the gate dielectric. They observed carrier mobility through the channel of 200 cm$^2$ V$^{-1}$ s$^{-1}$, comparable to graphene nanoribbons. They anticipated that this could be improved with improvements in the synthetic and interfacial properties.

Amani \textit{et al.} advanced the principle by synthesising MOSFETs with MoS$_2$/graphene heterojunctions to reduce contact resistance.\cite{Amani2018} Contact resistance is electrical resistance at interfaces and is an acute problem in polycrystalline films in which many small crystals form grain boundaries. In principle, a contact material that introduces high carrier mobility at the heterojunction will reduce contact resistance.\cite{Gong2010} Another way to minimise contact resistance is to reduce the number of contacts within the film by synthesising large single crystals.

Transistors are not the only application of MoS$_2$ and its family of materials. Splendiani \textit{et al.} reported on emergent PL in ultrathin MoS$_2$ and expressed hope that the discovery would find applications in nanophotonic devices.\cite{Splendiani2016} They produced MoS$_2$ flakes by surface exfoliation and adsorbed them onto a SiO$_2$/Si substrate. They used a 532 nm laser to effect ligand-to-metal electronic transitions, measured as photoemission. The strength of photoemission was inversely proportional to the number of layers, proving a transition from an indirect to direct bandgap on going from bulk to nano.
The ability to modulate the band structure by synthetic means will also find its application in transparent electronics, such as liquid-crystal displays and coatings, as shown by the work of Nomura et al. It is predicted that PL of this nature is unique to transition metal-derived nanomaterials, which undergo rich d-electron chemistry, and it has been exploited by the likes of Li et al., who synthesised a mechanically-exfoliated MoS$_2$ phototransistor.

van der Zande et al. reported a phenomenon analogous to contact resistance occurring at grain boundaries in polycrystalline MoS$_2$ films synthesised by CVD. They extolled the virtues of deposition-based synthesis vs exfoliation for producing the highest-quality crystals. They described the consequences of two types of boundary: tilt and mirror-twin. At a tilt boundary, the rotation axis of a crystallite is parallel to the boundary plane between it and an adjoining crystallite, resulting in a boundary resembling a bend with a dislocation (wedge) inserted between the crystallites. A mirror-twin boundary is a high-symmetry defect, in which a crystallite is a mirror image of an adjoining crystallite, resulting in periodically-shared lattice points. There was 50% quenching of PL at mirror-twin boundaries, but 100% enhancement at tilt boundaries. van der Zande’s group constructed FETs from islands containing single grain boundaries and compared their electronic properties to those of FETs constructed with pristine crystal islands. They measured conductance across (perpendicular to) and along (parallel to) the grain boundaries. There was little variation in conductance in mirror-twin boundaries (with respect to the pristine system), but a 30% decrease in conductance both perpendicular and parallel to tilt boundaries.

In summary, ultrathin MoS$_2$ has found applications as a channel semiconductor in MOSFETs because of its bandgap and conductivity and optoelectronic devices because of its photoluminescence. Improvements can be made to these technologies by fine-tuning electronic structure, heterojunction properties and crystallinity. It has already been proven that post-exfoliation engineering can be used to tune the properties of graphene, but attempts can be explored to control properties at the synthetic stage.

For any long-term potential in replacing silicon as channel materials in high-power devices and optoelectronics, materials must have bandgaps much larger than that of Si. Therefore, MoS$_2$ and WS$_2$ (see Chapter 4) were chosen in the first instance.

### 3.3 Synthesis

The most-studied TMdc has been molybdenum disulphide, MoS$_2$, which possesses a direct bandgap of 1.85-1.90 eV in the monolayer. However, realising the full potential of MoS$_2$ and other TMdCs for applications requires efficient and scalable synthetic routes.

The basal planes of layered materials are weakly bonded by vdW interactions, which allows exfoliation of individual layers. Graphene, MoS$_2$, WS$_2$, h-BN and black phosphorus are examples
of 2D materials that have been produced by exfoliation for research purposes. The efficacy of exfoliation for applications suffers from the limited scalability of the process, which generally produces monolayers on the nanometre scale and is therefore only appropriate for small-scale proof-of-concept devices and fundamental elucidation of material properties.

Physical and chemical vapour deposition (P/CVD) have been studied for the synthesis of graphene, h-BN, HfO$_2$ and especially MoS$_2$. CVD yields good-quality micron-scale single crystals, but larger films synthesised by CVD have suffered from defects arising from polycrystallinity. It is preferable to achieve single-crystal growth in order to realise the potential of 2D materials, because this minimises contact resistance. The oxygen-assisted method developed by Chen et al. proved effective in CVD of single crystals up to several hundred microns in size. However, the use of oxygen is known to have a deleterious effect on material quality, an effect acknowledged by the authors. They produced carefully controlled conditions that limited this oxidative effect, but that requirement clearly limits the generality of the oxygen-based process. CVD can be combined with seeding to promote nucleation. One alternative to this type of surface modification has been seeding. Traditionally, polymers, organic salts and reduced graphene oxide have been used as seeding promoters, but this introduces issues with incorporation of carbon impurities. One outstanding question is: to what extent can MoS$_2$ be used as a seed for itself?

ALD of TMdCs gives finer thickness control than traditional CVD and metal—organic CVD (MOCVD) because precursors are deposited discretely. ALD does not require the complexity in precursor design that is often a problem in MOCVD, and therefore avoids the environmental and safety issues inherent to organometallic precursors. Tan et al. performed the first MoS$_2$ ALD with readily-available precursors in 2014. Liquid-based techniques are used to react precursors at solution interfaces, which benefits from low cost and large volume. However, they are generally difficult to control due to the stability of the solvent—precursor interaction and better suited to nanoparticles or porous materials.

Liquid processing that is used to react precursors at solution interfaces has been combined with CVD to produce few-layer MoS$_2$, using either a single-source precursor solution or a solution of molybdenum precursor in a sulphur-based solvent. Those processes have ultimately been CVD-type in nature and so suffer from the drawbacks of CVD.

In this chapter, a novel synthetic method is reported for the fabrication of 1L-MoS$_2$ single crystals with domain sizes up to 100 μm, which are among the largest reported with a single-substrate method. This method combines liquid chemistry with ALD. The technique combines the advantages of ALD and solution chemistry, yielding high-quality single crystals, in large volume and at low cost relative to liquid chemistry and ALD in isolation. The process benefits from readily-available precursors in contrast to MOCVD. This combination of liquid chemistry with the
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discrete layer-by-layer benefits of ALD described herein has never previously been reported. Previous reports of liquid chemistry combined with CVD, such as that of Liu et al., have yielded only trilayers.\textsuperscript{107, 109, 183} The efficacy of liquid ALD to produce high-quality monolayers is demonstrated through detailed characterisation of the obtained material by OM, Raman spectroscopy, PL, SEM and TEM. Issues such as the solvent—precursor interaction are addressed by controlling deposition temperature so as to favour adsorption of the dissolved precursor.

In summary, the method developed in this chapter will aim to advance the field by providing a single-substrate, modification-free and low-cost route towards large, high-quality single crystals of MoS\textsubscript{2} by combining liquid and ALD-type techniques for the first time.

### 3.4 Characterisation

Each material has characteristic peaks in its Raman spectrum that indicate its nature and thickness. The important vibrational modes in MX\textsubscript{2} materials (M=Mo,W, V, Nb, Ta, Ti; X=S, Se, Te) are the in-plane E\textsubscript{2g} mode and the out-of-plane A\textsubscript{1g} mode (see Figure 3.5).\textsuperscript{144}

![Image](image_url)

**Figure 3.5** The two characteristic Raman phonons of MX\textsubscript{2} films

The image shows a generic structure of a transitional metal dichalcogenide. Left is the in-plane E\textsubscript{2g} mode, which is a periodic oscillation of the lattice in the basal plane. Right is the out-of-plane A\textsubscript{1g} mode, which involves a periodic oscillation of X atoms normal to the basal plane. Reprinted from ref. [144], copyright 2011, with permission from Elsevier

The E\textsubscript{2g} mode is an in-plane vibration of the X atoms in the lattice in opposition to the M atom. As a result, this phonon is not strongly influenced by interlayer vdW forces but does depend on Coulombic interactions between the heavy metal atoms. Therefore, in going from bulk to monolayer, the removal of interlayer shielding strengthens these interactions, and the characteristic peak corresponding to E\textsubscript{2g} experiences a blueshift.\textsuperscript{185} The A\textsubscript{1g} mode is an out-of-plane vibration of the X atoms in the lattice independent of M. As a result, this phonon is strongly influenced by interlayer vdW forces as X atoms in adjacent layers oscillate periodically. The removal of layers weakens the vdW interactions, and the characteristic peak corresponding to A\textsubscript{1g} experiences a redshift.\textsuperscript{185, 186} The extent of the blue and red shifts in the peaks, as well as the resulting frequency gap between them, can confirm the identity of the material and the thickness of the film.\textsuperscript{102, 187, 188}
For bulk MoS$_2$, the characteristic peaks occur at $E_{2g} = \sim 383$ cm$^{-1}$ and $A_{1g} = 408$ cm$^{-1}$. Small variations in these values may be expected depending on thermal and strain-related effects. Even accounting for those, the peak separation ($\Delta \nu$) in the bulk is $\geq 24$ cm$^{-1}$. Monolayers grown by vapour-phase techniques will yield $\Delta \nu = 19.0$-20.5 cm$^{-1}$, with variations again attributable to thermal or strain effects.

For optoelectronic and photonic applications, good light emission is an essential property. The energy of PL depends on the material’s bandgap, and in 1L-MoS$_2$ that is $\sim 1.85$-1.90 eV, corresponding to emission at $\sim 670$-655 nm. The bandgap-dependence itself makes PL a useful “diagnostic” tool for monolayers as the bulk material does not possess a direct bandgap and will not exhibit PL.

The variety of microscopy tools have proven to be very useful in morphological characterisation of TMdCs. Many single crystals of MoS$_2$ and structurally-analogous materials form striking single crystals that adopt a triangular-faceted morphology owing to their hexagonal lattice. Such a morphology lends itself well to trivial identification using OM and SEM in particular. Other morphologies of single crystals are known to exist, such as the hourglass, kite and butterfly facets, and each will be considered.

As described in the Methods chapter, SEM is dependent on the conductivity of the target sample. Non-conductive samples require sputtering usually with a thin gold layer in order to present a conductive surface to the SEM probe. MoS$_2$ is a semiconductor, so a piece of silver/carbon tape connecting the material to the metal sample holder was used to limit charging for the purpose of SEM. This is an advantage over gold sputtering as it allows the sample to be recovered undamaged after the characterisation is complete.

### 3.5 Experimental details

#### 3.5.1 Substrates

The substrates used were thermally-grown 285 nm SiO$_2$ on Si-(100) known as [1] or c-cut (0001) sapphire known as [2], purchased from University Wafer. Substrate [1] wafers had a thickness of 500 μm and resistivity of 0-100 Ωcm. Substrate [2] wafers were used either as-purchased or were pre-annealed at 1000 °C for 1 h in N$_2$ and 1400 °C for 1 h.

Before each experiment, 1×1 cm wafer dice were cleaned by sequential sonication (20 min.) in acetone, water and isopropyl alcohol (IPA), and dried in nitrogen or baked at 80 °C for 30 mins. In some cases, see T39 and T40, the final wash with IPA was followed by a 30-min. water dip to improve hydrophilicity and aid the precursor adsorption process from aqueous solution.
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3.5.2 The molybdenum precursor

Thermal decomposition of the molybdenum-containing precursor, ammonium heptamolybdate tetrahydrate, (NH$_4$)$_6$Mo$_7$O$_{24}$.4H$_2$O (CAS number 12054-85-2, purchased from Sigma-Aldrich at ≥99.999% purity), henceforth referred to variously as the “Mo/molybdenum precursor” or “ammonium molybdate”, was studied by thermogravimetric analysis (TGA, Universal V4.5A TA Instruments). A small amount (~5 mg) of precursor was heated from room temperature to 750 °C at 50 °C/min. in nitrogen (100 sccm/0.1 slm). The vendor specified 81.0-83.3% base MoO$_3$ in the as-purchased precursor.

The molybdenum precursor was introduced to the substrate by one of several regimes. In one case, the substrates were seeded (either from solution or by mechanical exfoliation) with MoS$_2$ in order to promote nucleation, and the Mo precursor was introduced by dip-coating thereafter. In a second case, the molybdenum precursor was introduced to the bare substrate by dip-coating. In a third case, the Mo precursor was introduced onto patterned substrates. All of these regimes are outlined in the following sections.

3.5.3 Substrate seeding

The seed crystals were obtained by two methods: mechanical exfoliation, and drop-casting from concentrated alcoholic solution:

a) Monolayer molybdenum disulphide (MoS$_2$, 92 g/mL ethanol solution purchased from 2D Semiconductors) was drop-cast as seed on four 1×2 cm dice of [1], as outlined in Table A.1 in Appendix A. However, the concentration and solvent were changed thereafter.

b) Mechanical exfoliation was performed by the well-known tape method from a bulk crystal of MoS$_2$ (bought from 2D Semiconductors). Exfoliated crystals were seeded on [1].

As well as being heated on a heating plate, substrates S5-10 were tilted at an angle ~30°, to prevent agglomeration of crystals by the coffee ring effect.

3.5.4 Dip-coating on bare substrates

Ammonium heptamolybdate tetrahydrate solution was manually dip-coated onto bare (untreated and unseeded) wafer dice at a range of temperatures, 40-90 °C. Reaction conditions were achieved by suspending the dice in a pre-heated solution and maintaining the temperature throughout the deposition time. Dice were pulled out after various deposition times. See Scheme 3.1.
Dip-coating parameters were carefully controlled, and this is shown in Table A.2 (Appendix A.2). Different concentrations of precursor solution, dip-coating time/temperature and substrate were used to optimise the process as much as possible. A discussion of the step changes made will follow in later sections.

In the case of overnight dip-coating, see T39-40, the intended effect was to mimic mechanical substrate-pulling. Instead of pulling the substrate from the solution, the solution would gradually recede down the suspended substrate by evaporation, and thus it was presumed to be analogous in principle. With the solution maintained at 80 °C by the use of a heating plate modulated in a feedback loop with a temperature probe in the solution, an evaporation rate of 1.5 mm hour$^{-1}$ was attained, leading to complete recession of the solution from the top of the 10 mm substrate in under seven hours. Literature shows that a slow substrate-pulling rate leads to deposition of a thinner film of precursor,$^{107}$ so the long evaporation time here was presumed to be beneficial to film quality.

### 3.5.5 Dip-coating on seeded substrates

On a selection of the seeded substrates (see Appendix A.3), the molybdenum precursor was dip-coated by the same method as outlined in Section 3.5.4. The substrates selected for deposition were S1-4 and S11. Those substrates were selected for having been seeded with few-layer MoS$_2$, as confirmed by SEM, which will be outlined in Section 3.6.

### 3.5.6 Substrate patterning

Cleaned dice of [1], see T23-25, were spin-coated (Brewer Cee® 300X spin-coated) with AZ5214 photoresist (2 drops) at 5000 rpm and backed at 90 °C. AZ5214 is a positive photoresist, which means that unmasked areas exposed to light during photolithography are depolymerised.
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Below is the square array mask viewed under OM. It is easy to see the dimensions of the squares, ~20 μm, and therefore the expected lateral dimensions of the resulting pillars. The inter-square “gap”, ~30 μm, is also marked.

![Square Array Mask](image)

**Figure 3.6 Square array mask for photolithography of pillar pattern**

*Optical image of the square array mask used for patterning SiO₂ substrates with pillars to exploit an edge-mediated growth effect. The pillars were patterned using photolithography with dimensions of 20 μm and a separation of 30 μm and then etched by reactive-ion etching.*

Each substrate was patterned with the square array using photolithography, and the developed areas of the mask were washed with AZ400K developer to remove photolyzed resist.

Reactive ion etching (RIE) was used to etch pillars into the unmasked areas of the substrate surface. The mask was necessary because RIE is a non-selective process. That is to say, etching occurs over the whole exposed surface. The etchant used for RIE was perfluorocyclobutane, C₄F₈ (see Figure 3.7), at a flow rate of 20 sccm. C₄F₈ is commonly used in SiO₂ etching. The temperature was maintained at 20 °C, and the chamber pressure was 20 mT. The inductively-coupled plasma was generated at a power of 1000 W, and the etching power was 100 W.
Perfluorocyclobutane, $C_4F_8$

This strained, highly-reactive molecule is used as a common etchant in reactive-ion etching of silicon/silicon oxide because it decomposes into radicals and ions, with fluorine plasma performing the etching.

The scheme below shows the expected cross-sectional appearance of the etched pillars.

Scheme 3.2 Patterned substrate (not to scale)

3.5.7 Improving hydrophilicity

The molybdenum-containing precursor is ionic and highly hydrophilic. Improving the hydrophilicity of the substrate could be one route towards achieving better adsorption and hence larger domains. Fresh dice, T35 and T36, were etched by sonication in aqueous KOH (0.2 M) for 30 minutes. T39 and T40 were prepared with an extra cleaning step: 30-min. sonication in water. Dip-coating of the Mo-containing precursor then proceeded by the method in Section 3.5.4.

3.5.8 Dip-coating of CS$_2$

Samples T41-T43 were prepared by sequential dip-coating of the Mo-containing precursor and the S-containing precursor. This would test the true liquid character of the new liquid ALD method. The Mo-containing precursor was dip-coated as per the optimal conditions in Section 3.5.4, while the volatile CS$_2$ was gently warmed to 30 °C and dip-coated for 20-25 min.
3.5.9 Comparison of substrates

Sapphire substrates T46 and T47 were used for comparison with the SiO\textsubscript{2}/Si substrates.

T46 was pre-annealed at 1000 °C in Ar (100 sccm). The temperature was ramped up to the target temperature over 2 h then annealing proceeded for 1 h. Thereafter, the temperature was raised to 1100 °C in 1 h, followed by 1 h of tempering under the same conditions.\textsuperscript{191} The furnace was allowed to cool naturally. T47 was used as received without pre-annealing.

Dip-coating of the Mo-containing precursor then proceeded by the method in Section 3.5.4; briefly, dip-coating at 80 °C for 15 mins.

3.5.10 Sulphurisation and annealing

Three annealing regimes were used to sulphurise the Mo precursor (see Scheme 3.3). Different annealing temperatures were tested, and some samples were post-annealed.

a) Precursor-coated substrates were sulphurised with sulphur flakes (CAS number 7704-34-9, purchased from Sigma-Aldrich, purity ≥ 99.99%). The substrates were placed inside a quartz tube within a tube furnace. The quartz tube was placed in the middle of the reaction tube, nearest the thermocouple. The sulphur flakes were placed in a ceramic boat upstream of the substrate container in the cooler part of the reaction tube. The tube furnace was purged in an N\textsubscript{2} atmosphere for 30 min. at a flow rate of 100 sccm. Temperature was ramped up to 600-800 °C at 50 °C min.\textsuperscript{-1} and maintained for ten min. before natural cooling. Later experiments were performed in Ar atmosphere with a ramp rate of 20 °C min.\textsuperscript{-1}

b) Precursor-coated substrates were sulphurised with vapour-phase CS\textsubscript{2}. Liquid CS\textsubscript{2} was fed into the tube furnace via a bubbling system under nitrogen.

c) A third regime involved suspension of the Mo precursor-coated dice in liquid CS\textsubscript{2} for 15 minutes of dip-coating followed by annealing for 1 h at 450 °C, with a gas flow of 50 sccm Ar and 10 sccm H\textsubscript{2} in trace N\textsubscript{2}. This was a liquid ALD in a truer sense as both precursors were introduced in liquid form.

The annealing parameters are outlined in Appendix A.4.
**Scheme 3.3**  Sulphurisation setup for each annealing regime

3.5.11  Characterisation

*The characterisation of samples annealed in elemental sulphur proceeded as follows.*

Regions of interest were identified by optical microscopy using an Olympus DX51 microscope with top-view imaging (DP12 digital camera system). Field-emission SEM (FE-SEM, JEOL FESEM6700x) was used to characterise morphology. Morphological and lateral domain size data obtained by SEM were complemented by thickness measurements from AFM (JPK NanoWizard® NanoOptics) in force modulation mode. Raman microscopy (Renishaw RL532C10 InVia microscope) was used to obtain further domain thickness information with a 532 nm 500 mW excitation source and a grating of 1800 lines/mm. Room-temperature PL spectra and maps were collected (WITEC photon scanning tunnelling microscope) at 532 nm excitation for a quantitative measure of crystal quality. An STEM (FEI Titan 80-300) at an operating voltage of 200 kV was used to visualise the nanostructure of the MoS$_2$ monolayers.

For SEM, samples were characterised as synthesised, supported on a 35 mm standard sample holder with carbon tape. The material was not coated with conductive film, but silver tape was used where required to reduce charging. Images were acquired in secondary electron imaging mode, at an acceleration voltage of 5.0 kV and working distances of 6.4-8.3 mm. In this mode, charging was low-level and acceptable.
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For TEM, samples were prepared on TEM grids by the usual chemical transfer method. The as-synthesised films were cleaned by dipping in 2 M aqueous KOH for 5 min. at room temperature. A thin layer of polymethyl methacrylate with a molecular weight of 950,000 atomic mass units (PMMA-950) was spin-coated onto the samples at 2000 rpm for 30 s. The PMMA-coated films were etched in 2 M aqueous KOH at 75 °C. The material films detached from the SiO₂/Si substrate after 20 min. The detached PMMA-coated films were collected on TEM grids, and the organic coating was removed by an acetone dip.

The characterisation of samples annealed in CS₂ proceeded as follows.

Samples were characterised Raman spectroscopy and PL. Raman spectroscopy (RL532C10 InVia microscope) was used to obtain thickness information with a 532 nm 500 mW excitation source and a grating of 1800 lines/mm. Room-temperature PL spectra and maps were collected on the same system at 532 nm excitation for a quantitative measure of crystal quality.

XRD was performed on a Rigaku SmartLab x-ray diffractometer, using a Cu Kα x-ray source at 1.54 Å. The 2θ range was 10-70°, and substrate dimensions of 10×10×0.5 mm were selected for sample alignment.

Sapphire-grown samples T46 and T47 were transferred to substrate [1] for optical characterisation. The transfer was performed by the usual chemical method. A thin film of PMMA-950 was spin-coated onto the as-prepared sample at 2000 rpm for 30 s. The PMMA-MoS₂ film was etched using 4 M KOH (aq) under gentle heating at 40-50 °C. This caused the film to detach from the substrate in about 1 h. The film was rinsed with water to remove KOH residue and then transferred to a cleaned SiO₂/Si die. Finally, the PMMA-950 was removed by an overnight acetone dip. Characterisation was performed by OM, Raman and PL.

3.6 Results and discussion

3.6.1 TGA of Mo precursor

The thermal decomposition of the precursor under furnace conditions was used to understand the reaction chemistry during sulphurisation and annealing.
**Figure 3.8** TGA and derivative trace of Mo precursor

The TGA trace shows a stepped decline in the mass of the Mo precursor starting from around 140 °C to 310 °C. The trace of derivative weight percent with respect to temperature resolves the exact transition temperatures. After a series of NH$_3$ and H$_2$O loss steps, the final mass remained constant at 81.2% of the initial, corresponding to the manufacturer’s stated base compound percentage of 80-83% MoO$_3$. TGA helps to understand the reaction mechanism by which MoS$_2$ is formed from the precursors.

Decomposition proceeds via three steps. These steps have been reported previously as loss of ammonia and water vapour and are shown in Scheme 3.4.$^{192}$

In i), the mass loss to 93.2% at 140 °C corresponds exactly with ref. [188]. In ii), the mass loss to 88.9% at 230 °C corresponds very closely to the report in ref. [188] of 88.7% as a mixture of hexagonal and orthorhombic MoO$_3$. In iii), the mass loss to 81.9% at 310 °C again corresponds very closely to the report in ref. [162] of 81.2% as the metastable hexagonal phase transforms into the thermodynamic orthorhombic phase. The overall decomposition is not accompanied by reduction of molybdenum. The metal centres in ammonium heptamolybdate are in the +6 OS, and so is the metal centre in MoO$_3$. 
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Scheme 3.4 Decomposition of ammonium heptamolybdate tetrahydrate

i) 140 °C: loss of 6.80% mass

\[
(NH_4)_6Mo_7O_{24} \cdot 4H_2O \xrightarrow{-NH_3, -H_2O} (NH_4)_2Mo_3O_{10} \cdot 3H_2O
\]

ii) 240 °C: loss of 4.25% mass

\[
(NH_4)_2Mo_3O_{10} \cdot 3H_2O \xrightarrow{-NH_3, -H_2O} o-MoO_3(+ h-MoO_3)
\]

iii) 310 °C: loss of 6.95% mass

\[
o-MoO_3(+ h-MoO_3) \xrightarrow{- h-MoO_3} o-MoO_3
\]

The product of thermal decomposition is orthorhombic MoO₃, a phase that is stable up to ~800 °C. This is instructive for the sulphurisation step. Sulphur evaporates at 445 °C, so under the temperature of the central heating zone of the reaction tube, sulphur vapour passes over the o-MoO₃ phase, and the overall reaction proceeds as in Equation 3.2:

\[
2 \text{MoO}_3 + 7 \text{S} \rightarrow 2 \text{MoS}_2 + 3 \text{SO}_2 \quad [3.2]
\]

Not shown in the figure is the behaviour of the precursor between 750 and 800 °C. In this range of temperatures, a large drop in percentage mass was observed corresponding to thermal decomposition of the precursor. This was not depicted, in order to focus on the important mass-loss steps at lower temperatures. Nevertheless, it should be borne in mind during discussion of the sulphurisation parameters that o-MoO₃ was stable to thermal decomposition between 310 °C and 800 °C.
3.6.2 Growth on seeded substrates

FESEM of seeds S1 and S3 were obtained to confirm that monolayer seeds had been deposited. Although other characterisation techniques are instructive, they were not available at the time of the experiments. Figure 3.9 and 3.10 show the SEM images obtained.

![Figure 3.9 Regions of S1 under different SEM magnifications; scale bars = 10 μm](Image)

*These images show an SiO₂ substrate with drop-casted MoS₂ seed via method (a) at 70 °C. Note the stepped change in contrast at the edges of the seed crystal, possibly indicative of a bulk seed (dark region) tapering to thin edge layers (marked in red) varying in width from 2.66 to 6.75 μm.*

The SEM images in Figure 3.9 show the seed “droplet” as dark patches presenting the greatest contrast against the grey substrate surface. However, at the very edge of the dark patches, there was a noticeable boundary region that presented a medium contrast against the substrate surface. The width of this boundary region varied from 2.66 μm to 6.75 μm. On the evidence of contrast variation, this region was presumed to be thinner than the inner regions of the seed droplet.

Figure 3.10, an SEM image of the seed crystal deposited on the room-temperature substrate, shows that a thin layer of seed was not present in this case. Again, the dark patch is the seed droplet, and the brighter region is the substrate. The absence of any region presenting a medium contrast against the substrate surface points to the lack of a thin boundary region.

The SEM images were consistent the expectation that at room temperature, drop-casting is an ineffective method for obtaining monolayer seed crystals. It is possible that at 70 °C, the more rapid evaporation of the solvent helped to prevent agglomeration of the monolayers in the solution, which occurs when those layers settle over each other as the size of the drop-cast bubble decreases by evaporation. Nevertheless, it is extremely difficult to confirm the presence of monolayer seed crystals with SEM only. To be sure, Raman spectroscopy and AFM would be ideal characterisation techniques, but they were unavailable at the time of these experiments.
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Figure 3.10 Representative region of S3 under SEM magnification

*Image showing SiO$_2$ with drop-casted MoS$_2$ seed via method (a) at room temperature. Note there is no stepped change in contrast at the edge of the seed crystal (dark), so the potential thin seed layer at the edge did not exist in the room-temperature sample. This difference suggested a key temperature-related effect on seeding effectiveness.*

In liquid exfoliation studies, where deposition of a droplet of solution onto a substrate for characterisation needs to be finely controlled in order to prevent agglomeration of monolayers, there is a well-known rule-of-thumb that the surface temperature of the substrate be 1.5 times the boiling point of the solvent.$^{194}$ This is an experimentally-determined route to rapidly evaporating the solvent before agglomeration can occur. Liquid exfoliation could be instructive in this case, suggesting that the surface temperature of the substrate even at 70 °C, well below the boiling point of water, was too low to prevent agglomeration.

All four samples were observed under SEM after sulphurisation. Literature shows that high-quality conformal growth of MoS$_2$ from CVD and ALD results in micron-scale, triangular-faceted crystals.$^{150, 152, 173}$ In the SEM images (Figures 3.11-3.14), there was no evidence of these crystals, consistent with the conclusion that high-quality monolayers were not formed.
Figure 3.11 Selected SEM images of regions of material on S1

This sample was produced by growth of MoS₂ around an MoS₂ seed crystal deposited by drop-casting on the substrate 70 °C. There was evidence of MoS₂ growth on this seeded substrate, judging by the abrupt changes in contrast in different regions of the substrate, which clearly differs from the clean substrate observed pre-growth in Figure 3.9. However, the nature or morphology of the material was unclear. There was no evidence of triangular-faceted single crystals in these SEM images. Scale bars (left to right): 1 μm, 1 μm, 100 nm.

In Figure 3.21, there was evidence of random deposition of material.

Figure 3.12 Selected SEM images of regions of material on S2

This sample was also produced by growth of MoS₂ around an MoS₂ seed crystal deposited by drop-casting on the substrate 70 °C. Selected SEM images of regions of material on S2 show evidence of growth, but not of micron-scale triangles. In both this figure and the previous, growth appeared to occur at random sites on the substrate rather than at the seed crystal edges. Scale bars (left to right): 10 μm, 1 μm, 1 μm.
A significant problem was encountered in precursor deposition from aqueous solution. The Mo precursor adsorbed preferentially at apparently random sites on the substrate rather than in the intended sites around the seed crystals, particularly on S11 where the seed was dispersed around the substrate rather than in a single drop. The possible reasons for this are explained below:

(1) There was an energy mismatch between the precursor and the seed crystal. This could conceivably arise from the fact that the seed crystal is MoS$_2$ while the precursor is ammonium molybdate. And in that case, there are two possible solutions. Firstly, the seed crystal itself could be changed to ammonium molybdate. This would virtually eliminate an energy mismatch. A seed crystal of ammonium molybdate could be applied to the substrate using some epoxy, and the precursor then grown around it.

(2) Poor solvent-matching. The Mo precursor is hydrophilic, but the MoS$_2$ seed is hydrophobic. There is a repulsive interaction between the precursor solution and the seed crystal, greatly reducing the chances of deposition around the seed. The solution to this is...
to use a less-polar solvent. MoS$_2$ is soluble in ethanol, but ammonium molybdate is insoluble in all alcohols, and only sparingly so in acetone. MoS$_2$ is soluble in a mixed solvent of 50% v/v ethanol/water. Due to lack of availability of ethanol, acetone was chosen in the first instance.

### 3.6.3 Growth on bare substrates

Optical micrographs as shown in Figure 3.15 demonstrate that regions of millimetre coverage of MoS$_2$ could be grown on bare dice from 0.13 g mL$^{-1}$ aqueous solutions of ammonium molybdate in as little as 15 minutes by dip-coating followed by ten minutes of annealing, as evidenced by the triangular-faceted morphology that is well-known in CVD-type syntheses of 2D sulphides.

![Figure 3.15](image)

**Figure 3.15** Optical micrographs of MoS$_2$ grown from optimal dip-coating conditions.

The triangular- and complex-faceted morphology was evidence of single crystals arising from initial dip-coating of the Mo-containing precursor from aqueous solution at 80 °C, the optimum dip-coating temperature of all the conditions explored in this study. In (a) and (b), standalone triangular-faceted can be seen. In (c), the complex morphology is seen where several small crystallites grew into each other. Also visible in each image are the high-contrast nucleation centres at the centre of each crystal. Note that contrast was enhanced in post-processing using ImageJ to bring out the crystals, because the natural contrast of monolayers against the substrate is low. Scale bars (left to right) = 100 μm, 100 μm, 5 μm.

Increasing the concentration up to 0.20 g mL$^{-1}$ yielded mostly bulk and few-layer films, so dilute precursor solutions are preferable. This is attributed to nucleation density effects, and it is presumed, therefore, that there is a theoretical optimum concentration at which the nucleation density of incipient MoS$_2$ yields a modal coverage of monolayers.

Water was the best solvent because the precursor has the best solubility therein. Acetone and ethanol-water mixtures are poorer solvents for ammonium molybdate. The surface coverage was very poor when solvents other than water were used (see Figure 3.16), and this is attributed to poor nucleation density caused ultimately by poor dissolution of the ammonium molybdate in acetone or aqueous ethanol.
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A selection of some 80 domains were sampled from six regions of growth to give a representative lateral size distribution of domain sizes (see Figure 3.17) estimated from OM. The size distribution was obtained after sulphurisation of two good samples dip-coated at 80 °C, and confirms that large domains were obtained by this method, with a modal range of 15-50 μm and several single crystals exceeding 50 μm.

![Figure 3.16 Optical micrographs of MoS₂ grown from sub-optimal dip-coating conditions](image)

**Figure 3.16 Optical micrographs of MoS₂ grown from sub-optimal dip-coating conditions**

*These images, from samples on which the Mo-containing precursor was dip-coated from acetone solution, clearly show poor surface coverage and low monolayer coverage as a proportion of total coverage. This was in evidence from the variation in contrast against the substrate surface, with thicker regions appearing brighter. Monolayer regions are highlighted as regions of low contrast in red boxes. Scale bars = 10 μm.*

The largest crystals had diameters of ~100 μm and provided evidence of large-scale growth of the kind that has previously been achieved by traditional CVD, such as in the study by Jeon et al. (~120 μm).¹⁵¹

At deposition temperatures below 50 °C and above 80 °C, the precursor did not sufficiently cover the substrate. This resulted in poor sulphurisation and a lack of good-quality domains. Near the water boiling point, it is possible that the kinetic energy of precursor molecules was greater than the adsorption energy at temperatures near the water boiling point leading to desorption. There may also be a complementary effect from re-dissolution of the precursor at elevated temperature.
Figure 3.17 Representative lateral size distribution of MoS$_2$ domains

This was obtained by counting domains under a microscope. The samples used for this were grown by dip-coating 0.13 g L$^{-1}$ of Mo precursor at 80 $^\circ$C, followed by ten minutes annealing in elemental sulphur at 800 $^\circ$C. Across these substrates, six regions of growth were sampled, giving a modal range of 15-50 $\mu$m (24 domains) with several crystals exceeding 100 $\mu$m (11 domains).

Field emission(FE)-SEM and AFM images, as shown in Figures 3.18 and 3.19, reveal straight-edged triangular-faceted morphology, as well as more complex geometries such as “hourglass” and “kite”. These morphologies are consistent with previous reports of single crystals.$^{150, 154, 173, 195, 196}$

Figure 3.18 FE-SEM images of MoS$_2$ single crystals; scale bars = 1 $\mu$m

In these FE-SEM images obtained from the same samples described in Figure 3.17, the morphology of MoS$_2$ domains was quite clearly discernible. The triangular-faceted morphology is consistent with typical single crystals, and so too are the more complex “butterfly” and “kite” morphologies.
The straight-edged morphology exhibited by all of the crystals indicates that Mo-terminated single domains were synthesised by this method (S-rich conditions result in Mo-limited kinetics), while S-terminated crystals would be indicated by curved edges.\textsuperscript{150, 196}

Layer thicknesses of 0.6-2.5 nm could be determined by AFM line profiling, which is consistent with 1-4L growth.\textsuperscript{151, 153, 173} The image processing was performed on Gwyddion software.

![Figure 3.19 False-colour AFM image and corresponding line profile](image)

**Figure 3.19 False-colour AFM image and corresponding line profile**

*In the image, acquired from a sample grown with 40 °C dip-coating, colour intensity corresponds to thickness. The line profile corresponding to line “1” in the image shows thickness decreasing from ~2.5 nm to ~0.6 nm, with a small plateau around ~1.2 nm. These thicknesses correspond to 4L, 2L and 1L respectively. The line profile is in agreement with the AFM image, as line “1” passes through regions of varying intensity indicating thickness.*

The AFM image was acquired from a region of sub-optimal growth (note the small grain size), and this was chosen deliberately to demonstrate the propensity of this technique to produce few- and monolayer grains even when conditions are not optimised. Overall, the success of this simple growth method without pretreatment of the substrate or a nucleation promoter was a notable improvement on previous reports.\textsuperscript{152, 158, 159, 175}

A clear relationship between dip-coating temperature and lateral grain size was observed. The largest crystals ($r_{\text{max}} \sim 100 \mu\text{m}$) were grown by 80 °C dip-coating. At 70 °C, crystals were much smaller ($r_{\text{max}} \sim 20 \mu\text{m}$). At 50-60 °C, crystals were smaller still with most crystals being sub-10 μm in dieter. The trend could be attributable to poorer precursor adsorption at lower temperatures.

These results suggest that dip-coating temperature was the key parameter in lateral domain size control, with a smaller contribution from dip-coating time, and that layer thickness was dependent on precursor solution concentration.

A previous report indicated a trade-off between the lateral and vertical diffusion rates of sulphur vapour over and into the precursor.\textsuperscript{155} At low temperature, the rate of mass diffusion of sulphur
vapour over the sample exceeds the rate of mass diffusion into the precursor, which results in poor coverage. This situation is reversed at high temperature such that coverage is improved but films are bulk in nature. However, other authors have found no correlation between synthesis temperature and sample quality.\textsuperscript{160} In this work, optimal sulphurisation parameters were ten minutes of annealing at 800 °C under nitrogen (100 sccm) with 1600 mg sulphur flakes. In contrast, 600 °C sulphurisation yielded poorer coverage and morphology. The work of van der Zande \textit{et al.} showed that T<700°C leads to incomplete reduction of MoO\textsubscript{3} due to the low electron affinity of sulphur.\textsuperscript{150} This implies that increasing thermal energy ought to be beneficial for the reduction process, other chemical effects notwithstanding. Thus, the TGA of the precursor (see Section 3.6.1) indicated that 800 °C was likely to be the highest possible sulphurisation temperature.

There are two phases of 1L-MoS\textsubscript{2}: the semiconducting 2H phase, which has a direct bandgap, and the metallic 1T phase. These two phases can be distinguished by Raman spectroscopy and PL. Only the 2H phase, being semiconducting, exhibits PL. The metallic phase, which by definition does not have a bandgap, cannot obviously exhibit PL. The presence of strong PL as in Figure 3.21 is therefore indicative of good-quality, phase-pure material.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure320.png}
\caption{PL maps acquired from two regions with good-quality monolayers}
\end{figure}

These maps were acquired at 532 nm excitation from those samples grown at conditions subsequently determined to be the optimum for crystal size and quality, that is to say, dip-coating for 15 minutes at 80 °C from 0.13 g L\textsuperscript{-1} aqueous Mo precursor solution and sulphurisation in N\textsubscript{2} at 800 °C for ten minutes. The maps show monolayer regions corresponding to the brightest parts of the images, as proven by Raman spectroscopy.

PL maps in Figures 3.20 reveal mono/few-layer domains adopting the (2)H phase. This is corroborated by Raman peaks (see Figure 3.21) consistent with production of the H phase. Variation of PL intensity across a single domain can also be probed by Raman spectroscopy.
The H phase possesses a hexagonal lattice, and exhibits the two characteristic Raman modes of MoS$_2$: the in-plane $E_{2g}$ and the out-of-plane $A_{1g}$, at $\sim$382 cm$^{-1}$ and $\sim$407 cm$^{-1}$ respectively.

The 1T phase possesses a tetragonal lattice and exhibits the same Raman modes, along with an additional intense mode at $\sim$335 cm$^{-1}$ that is forbidden in the 1H phase. 1H is the thermodynamic phase, while 1T is metastable. Therefore, it is expected that any 1T-MoS$_2$ synthesised in the sulphurisation process was converted to 1H-MoS$_2$ during annealing. This is confirmed by the absence of a peak at 335 cm$^{-1}$ in the Raman spectra (Figure 3.21).

The observed Raman shifts exhibit a well-known layer dependence. Specifically, CVD-synthesised MoS$_2$ monolayers on SiO$_2$/Si typically exhibit the characteristic vibrational modes with $\Delta\bar{\nu}$ around 19.0-20.5 cm$^{-1}$. This was the range observed for most regions sampled across the domains in Figure 3.21 (see Table 3.2). The Raman spectrum of point iii suggested a layer thickness of 2-3L, and this could be due to overlayer growth. The thickness was corroborated by a drop in PL intensity at that point. Variation between $\Delta\bar{\nu}$ of the other, discrete monolayer domains is attributed to strain-related effects. Thermal diffusion also has a role in the shifting of vibrational energy, and for this reason laser power was controlled at 10% of maximum output.

Generally, characteristic peak separation increases with layer thickness up to the 5L limit; bulk MoS$_2$ exhibits $\Delta\bar{\nu} \geq 25.0$ cm$^{-1}$.

Important information about material quality is obtained from the ratio of peak intensities, $I_A/I_E$, between the $A_{1g}$ and $E_{2g}$ modes. Cases in which $(I_A/I_E) < 1$, as shown in Table 3.2, indicate doping of the material, and this likely comes from oxide impurities relating to the substrate. This can explain the reduction in PL intensity across different monolayer regions of domains in Figures 3.20(a) and 3.20(b). Another possible explanation is the existence of grain boundaries, which are
known to quench PL by up to 50%.\textsuperscript{148} With the exception of point iii, the domains sampled show good uniformity.

Table 3.2  Key Raman data acquired from domains in Figure 3.20

<table>
<thead>
<tr>
<th>Region</th>
<th>( E_{2g}/\text{cm}^{-1} )</th>
<th>( A_{1g}/\text{cm}^{-1} )</th>
<th>( \Delta \tilde{\nu}/\text{cm}^{-1} )</th>
<th>Layer thickness</th>
<th>( \frac{I_A}{I_E} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>384.9</td>
<td>404.3</td>
<td>19.4</td>
<td>1L</td>
<td>1.08</td>
</tr>
<tr>
<td>ii</td>
<td>384.9</td>
<td>404.3</td>
<td>19.4</td>
<td>1L</td>
<td>1.17</td>
</tr>
<tr>
<td>iii</td>
<td>383.6</td>
<td>405.6</td>
<td>22.0</td>
<td>2-3L</td>
<td>0.83</td>
</tr>
<tr>
<td>iv</td>
<td>384.9</td>
<td>404.3</td>
<td>19.4</td>
<td>1L</td>
<td>1.13</td>
</tr>
<tr>
<td>v</td>
<td>384.9</td>
<td>404.3</td>
<td>19.4</td>
<td>1L</td>
<td>1.08</td>
</tr>
<tr>
<td>vi</td>
<td>384.9</td>
<td>404.3</td>
<td>19.4</td>
<td>1L</td>
<td>1.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Region</th>
<th>( E_{2g}/\text{cm}^{-1} )</th>
<th>( A_{1g}/\text{cm}^{-1} )</th>
<th>( \Delta \tilde{\nu}/\text{cm}^{-1} )</th>
<th>Layer thickness</th>
<th>( \frac{I_A}{I_E} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>385.0</td>
<td>404.2</td>
<td>19.2</td>
<td>1L</td>
<td>1.08</td>
</tr>
<tr>
<td>ii</td>
<td>385.0</td>
<td>404.1</td>
<td>19.1</td>
<td>1L</td>
<td>1.10</td>
</tr>
<tr>
<td>iii</td>
<td>385.0</td>
<td>404.1</td>
<td>19.1</td>
<td>1L</td>
<td>1.05</td>
</tr>
</tbody>
</table>

Figure 3.22 shows representative PL spectra from MoS\textsubscript{2} regions of different thickness, including points ii and iii. A-exciton emission in the 1L case (blue) represents a greater than tenfold improvement in intensity over the 3L peak (red), and a threefold improvement over the 2L (green) peak. This observation of good-quality PL attested to the high crystallinity of the monolayer film and also suggested that the synthetic method incorporating aqueous dip-coating mitigated the incorporation of carbon impurities.

The monolayer spectrum in Figure 3.22 shows the A-exciton — which arises from the direct bandgap at the \( \kappa \)-point — at 665 nm (1.86 eV), and the weaker B-exciton is also well-resolved at 620 nm (2.00 eV). The latter peak arises from the \( \kappa \)-point band splitting due to the valence band spin—orbit coupling.\textsuperscript{7} The splitting between the A- and B-excitons in the as-prepared monolayers was \( \sim \)140 meV, which is in excellent agreement with the theoretical value (148 meV) for MoS\textsubscript{2} film.\textsuperscript{200}
Figure 3.22 Normalised PL spectra from different layer thicknesses of MoS$_2$

PL spectra from regions of different thickness acquired at 532 nm excitation, normalised to laser power; (blue) intense peak at 668 nm corresponds to A-exciton emission at 1.86 eV in the ML limit; (green) redshift of the peak to 677 nm observed in the 2L limit along with large decrease in intensity; (red) further redshift in 3L limit yields weak emission at 680 nm; (orange) negligible PL in the bulk (>5L) limit.

The greater than tenfold improvement in intensity in the monolayer compared to the trilayer (35 against three), and threefold compared to the bilayer (36 against 12), is a feature of the gradual bandgap transition from indirect to direct. Another feature of this transition is the blueshift in emission energy with decreasing layer thickness, indicating that the band transition from an indirect gap of 1.29 eV to a direct gap of 1.86 eV is a gradual, incremental process.$^{201}$

Previous reports show that 1L A-exciton intensity in mechanically-exfoliated samples is some 40% greater than 2L-PL intensity, and the obtained PL data are comparable to that.$^7$ These obtained data also compared well to the CVD results from the literature. For instance, Jeon et al. obtained roughly a fourfold improvement in 1L-PL intensity over the 2L condition.$^{151}$ The A-exciton energy at ~665 nm (1.86 eV) agrees with previous reports of monolayer MoS$_2$ PL emission.$^4, 7, 10, 18, 38, 44, 45$ The weaker B-exciton is also well-resolved in the monolayer on SiO$_2$ at ~620 nm (~2.00 eV) and is strong evidence for the excellent crystallinity of the as-prepared material.$^{200}$

TEM provided further confirmation of crystalline monolayer formation (Figure 3.24). Fast Fourier transform (FFT) patterns confirm the hexagonal crystal structure of the material, complementing the Raman and PL data that show the 1H phase was synthesised.

The TEM images in Figures 3.23(a) and 3.23(b) show that defect-free crystalline structure was achieved over several nanometres, which is comparable to results obtained from CVD.$^{151, 152}$
Diffraction patterns in FFT (insets) correspond to the (100) and (110) lattice planes of hexagonal MoS\textsubscript{2}.\textsuperscript{151,162}

**Figure 3.23** TEM and FFT images of as-synthesised MoS\textsubscript{2}

(a) A region exhibiting 1H phase purity, as confirmed by FFT (inset). (b) Magnification (red box) and FFT (inset) of crystalline region clearly show the hexagonal lattice pattern, consistent with 2H-MoS\textsubscript{2}. (c) TEM image and FFT data (insets) from either side of a grain boundary in a large crystal. FFT of the entire region also shown (inset, bottom right). The author is grateful to Henry Medina and Weng Tjiu for assistance in obtaining these images.

The interplanar d-spacings (Figure 3.24) between neighbouring planes were calculated to be $d_{100} = 0.27$ nm and $d_{110} = 0.16$ nm, which are in exact agreement with the reported spacings for hexagonal MoS\textsubscript{2}.\textsuperscript{162} Repeating the procedure over several more regions will be a way of demonstrating the reliability of these values.
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**Figure 3.24** Line profile of lattice planes observed by TEM

A line profile obtained from an inverse FFT of TEM image 3.24(c) was used to calculate interplanar $d$-spacings in a lattice, using the difference between peaks. Full calculation of $d$-spacings is provided in Appendix A.5.

FFT was performed across an image of a grain boundary of a 100 μm complex-faceted crystal to determine its uniformity, as shown in Figure 3.23(c). Previous reports suggest that the butterfly, hourglass and kite morphologies can result from single crystal growth of 2D materials. FFT taken from small regions on either side of the grain boundary were compared to the FFT of the whole 100×100 nm region. The three patterns show the same set of six-fold-symmetrical diffraction points. Taken together, these patterns are consistent with single-crystalline monolayer growth.\(^{152, 173}\) That supports previous reports of the complex morphologies of single crystals. This knowledge combined with OM and SEM images suggests that single crystals with lateral size up to 100 μm and area up to 5,000 μm\(^2\) were synthesised by this method.

There was evidence of growth at the substrate edges, as shown in Figure 3.25. One might expect edge effects when using epitaxial substrates because of the decrease in nucleation energy at dislocations in the substrate’s crystal structure or at a seed edge,\(^{202, 203}\) but SiO\(_2\) is amorphous. In a recent paper, Lee *et al.* proposed that the nucleation density at edges is lower than that at “inland” regions of the substrate, which favours growth of larger films, and this is a noticeable effect on the SiO\(_2\) surface.\(^{204}\) This could be one possible explanation for the edge effects at amorphous substrate edges. This edge-mediated growth provided the motivation for formulating patterned substrates because creating these edges was thought to limit the local nucleation density.
The increase in material density at the edge of the substrate was clearly visible from differences in optical contrast. The red boxes indicate the more typical density of materials expected at inland regions. This sample was synthesised from dip-coating of 0.13 g mL\(^{-1}\) aqueous solution at 70 °C.

The nucleation density is evidently lower at lower concentrations. Lee’s argument that lower nucleation density favours monolayer growth is one possible explanation of the consistent observation both in the literature and in this project that lower concentrations of the Mo precursor solution favoured monolayer growth.\(^{107, 175}\) Furthermore, the growth of overlayers on top of the polycrystalline monolayer film in Figure 3.15(c) could be attributed to the edge effect, as these layers appear to have grown entirely along the crystalline defect at the grain boundary.

### 3.6.4 Growth on patterned substrates

In light of the results presented in the previous section, patterned substrates were fabricated with arrays of pillars of varying heights. The intention was to create many hundreds of “edges” in order to facilitate adsorption of the precursor.

Evidence of successful etching of pillars comes from OM and optical profilometry. Below is an OM image showing the 45 nm pillars after etching.
Many hundreds of “edges” were created by reactive-ion etching of photolithography-patterned pillars. The mask dimensions were 20 μm length and 30 μm separation. The OM images show a plan view of the patterned substrate post-etching, pillar surfaces visible as blue squares against the darker substrate surface.

Comparing the etched pattern to the square array mask (Figure 3.6), one sees clearly that the pillars were patterned at the points corresponding to the squares in the mask. The patterned pillars had somewhat rounded vertices while the mask had straight-edged squares with sharp vertices. The difference arises because the patterning is diffraction-limited to 2 μm. The diffraction limit means that sharp features cannot be patterned. For that, a higher-resolution technique such as electron-beam lithography would be required. However, this observation is redundant as the morphology of the patterns should not have presented an issue for the subsequent results.

Depth profiles of the patterned pillars were obtained using a stylus-controlled step profiler. The 10 nm pillars were obtained with 2 s etching and the 45 nm pillars with 15 s etching.
Figure 3.27 Depth profile of 10 nm pillars

Height of pillars after etching was obtained by optical profilometry. The height profile is seen as a blue trace across a 400 μm region, with a maximum at 7.5-12.5 nm and a minimum at -2.5-2.5 nm. The height of pillars in this profile therefore was in the vicinity of 10 nm.

Figure 3.27 shows the maximum of the line profile from 7.50 nm to 12.50 nm above the SiO₂ surface, and the minimum from 2.50 nm below to 2.50 nm above the wafer surface. The pillars evidently exhibited heights around 10 nm.

Figure 3.28 Depth profile of 45 nm pillars

Height of pillars after etching was obtained by optical profilometry. The height profile is seen as a blue trace across a 250 μm region, with maxima at 40-50 nm and minima at -2-5 nm. The height of pillars in this profile therefore was in the vicinity of 45 nm.
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Figure 3.28 shows the maximum of the line profile from 40.0 nm to 50.0 nm above the SiO$_2$ surface, and the minimum from 2.0 nm below to 5.0 nm above the wafer surface. The pillars evidently exhibited heights around 42-50 nm.

The line profiles suggest that the patterning rendered the pillar and wafer surface quite rough. One does not see plateauing where the stylus passed over the pillar surface. However, it is important to note the limitations of the profiling technique, insofar as the stylus radius was 2 μm. Consequently, the technique is unable to resolve sub-micron features, which might give a false indication of the real roughness. AFM would offer better resolution.

Below are optical images of the material grown on the three patterned substrates. Figure 3.29 shows growth on substrate T23 (11 nm pillars):

![Figure 3.29 Evidence of MoS$_2$ growth at 11 nm edges](image)

In the images above, the pillars are visible as square features on the substrate, labelled with dashed boxes. There was evidence of nucleation at the pillar edges and outward growth from there. The regions around the nucleation centre were thought to be thin, as evidenced by the light blue contrast against the substrate.

Growth on substrate T23 seemed to proceed somewhat as expected, with evidence in the images of micron-sized domains at the pillar edges. These are denoted by their stark optical contrast against the SiO$_2$ surface. There was growth also at other points, making the substrate appear “dirty”, but clearly the largest and apparently thinnest domains were at the pillar edges. In the above images, the nucleation centres of the domains are at the pillar edges, confirming an edge effect, but this effect seemed so pronounced that the domains did not grow with uniform thickness. A peculiar observation is that there was growth of small, thick flakes on the pillar surfaces rather than at their edges, and this requires further investigation. One possible explanation for this was a meniscus
effect, as observed in dip-coating where the balance of cohesive and drainage forces leads to the formation of a thin coating as the substrate is withdrawn from the solution.\textsuperscript{110}

Raman spectroscopy taken at different points of the above domains yielded confirmation of the material’s thickness. In all cases, the spectra showed a combination of few-layer and bulk flakes.

![Figure 3.30 Raman spectra of domains grown at 11 nm pillar edges](image)

The spectra show peaks corresponding to the $E_{2g}$ and $A_{1g}$ characteristic peaks of MoS$_2$ were present at ~385 and ~405 cm$^{-1}$. The peaks were normalised to laser power to allow them to be plotted on the same graphs. (Inset) Blown up spectrum vii for clarity.

The spectra show the expected characteristic Raman peaks of MoS$_2$, the $E_{2g}$ mode around 383 cm$^{-1}$ and the $A_{1g}$ mode at around 407 cm$^{-1}$. These data confirm that crystalline MoS$_2$ was grown at the 11 nm pillar edges. Spectrum 3.30(i) showed the peaks with the greatest intensities, and this is usually attributable to thickness. Spectra (ii), (v) and (vii) exhibited the peaks with weakest intensities, so these were presumed to be the thinnest domains synthesised using the 11 nm regime. Confirmation of this can be seen in a tabulation of pertinent information in the above spectra. Table 3.3 quantifies the data in Figure 3.30.

Considering the table and the spectra together clearly shows that one difference between the 4L and 5L spectra was the absolute peak intensity. The 4L peaks are considerably weaker than the 5L peaks, and this follows from the fact there are fewer scattering centres in a thinner material.
However, the final column shows that for each few-layer case, the $A_{1g}$ mode intensity considerably exceeded that of the $E_{2g}$ mode, a sign of good crystallinity as discussed in Section 3.6.3.

**Table 3.3**  Key Raman parameters from Figure 3.30

<table>
<thead>
<tr>
<th>Region</th>
<th>$E_{2g}$/cm$^{-1}$</th>
<th>$A_{1g}$/cm$^{-1}$</th>
<th>$\Delta \tilde{u}$/cm$^{-1}$</th>
<th>Layer thickness</th>
<th>$\frac{I_A}{I_E}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>381.7</td>
<td>409.1</td>
<td>27.5</td>
<td>Bulk</td>
<td></td>
</tr>
<tr>
<td>ii</td>
<td>383.1</td>
<td>407.8</td>
<td>24.7</td>
<td>4L</td>
<td>1.61</td>
</tr>
<tr>
<td>iii</td>
<td>383.0</td>
<td>409.1</td>
<td>26.1</td>
<td>5L</td>
<td>1.78</td>
</tr>
<tr>
<td>iv</td>
<td>383.1</td>
<td>409.2</td>
<td>26.1</td>
<td>5L</td>
<td>1.62</td>
</tr>
<tr>
<td>v</td>
<td>383.1</td>
<td>407.8</td>
<td>24.7</td>
<td>4L</td>
<td>1.67</td>
</tr>
<tr>
<td>vi</td>
<td>381.7</td>
<td>407.8</td>
<td>26.1</td>
<td>5L</td>
<td>1.60</td>
</tr>
<tr>
<td>vii</td>
<td>384.4</td>
<td>409.2</td>
<td>24.8</td>
<td>4L</td>
<td>1.58</td>
</tr>
<tr>
<td>viii</td>
<td>381.8</td>
<td>407.9</td>
<td>26.1</td>
<td>5L</td>
<td>1.54</td>
</tr>
</tbody>
</table>

Figure 3.31 shows Raman maps corresponding to the $E_{2g}$ and $A_{1g}$ modes.

![Raman maps](image)

**Figure 3.31**  Raman maps of 4L domain grown at 11 nm edges

On the left is the $E_{2g}$ Raman map taken at a 383.1 cm$^{-1}$. On the right is the $A_{1g}$ Raman map taken at 407.8 cm$^{-1}$. Evidence of growth on the pillar surface (as well as the edge) came from the detection of Raman activity corresponding to each mode inside the region denoted by the dashed black boxes, as indicated by the very weak but detectable red region.

The Raman maps show the brightest regions corresponding to few-layer deposition. The monolayer/few-layer regions show up at the weakest intensity because they exhibit their brightest
intensity at shifted wavenumbers. Thus, it is possible that the thinnest growth took place on top of the pillars.

The PL spectrum below was taken from an edge-grown few-layer crystal (point ii in the Raman spectra) and is shown on the same plot as a good-quality monolayer spectrum (cf. Figure 3.22) for comparison. The spectra were normalised to the $A_{1g}$ Raman peak.

![Graph showing PL spectra](image)

**Figure 3.32** Representative PL spectrum of 11 nm edge-grown crystal (blue)

The edge-grown crystal spectrum (blue) is shown on the same plot as a good-quality monolayer spectrum (red) and both are normalised to the $A_{1g}$ Raman peak. The PL spectra show a tenfold difference in peak emission intensity. This was consistent with the Raman spectra suggesting few-layer growth at the 11 nm edges.

The spectrum shows a roughly tenfold difference between the A-exciton peak monolayer peak and corresponding peak from the edge-grown crystal. This attests to the thickness of the edge-grown crystal. With reference to Figure 3.22 (see Section 3.6.3), one can say that the few-layer PL spectrum shown here corresponds probably to a four-layer case. Another clue is the virtual parity in intensity of the A-exciton compared to the B-exciton, with both appearing at a maximum of ~0.25. A good-quality monolayer PL signal would exhibit a substantial difference in intensities between the two peaks, and in the above spectrum one sees a 2.5-fold increase in the A-exciton intensity compared to that of the B-exciton in the 1L case. It is possible that the material that grew on top of the pillar surface was the same thickness as the edge-grown material but of poorer crystallinity.

Figure 3.33 shows growth on substrate T24 (31 nm pillars). These optical images show quite a different outcome to the previous case.
Figure 3.33 Evidence of MoS$_2$ growth at 30 nm edges

There was evidence of growth on top of pillars, seen in the difference in contrast (a) between the tops of the square pillars and the substrate. However, there was also evidence of good coverage (b) around hundreds of microns (c). This was seen in the uniformity of colour across the images. Raman spectroscopy confirmed that these light-blue regions were MoS$_2$.

There was evidence of small-scale nucleation at the pillar edges leading to ~30 μm film, in contrast to the very small crystallites (1-3 μm) that grew in isolation of the pillars. There was evidence of large-scale growth (hundreds of microns) possibly by agglomeration of crystallites into a polycrystalline film, which was not observed in the case of 11 nm pillars. This is seen in the contrast of the material against the substrate; the material appeared light blue while the substrate was a darker blue/violet. From the OM images, the thickness of the polycrystalline film seemed comparable to the pillar height, suggesting a thin film around 5-6 layers thick. This is because the square edges of the pillars appear indistinguishable from the film surface, suggesting that the latter was flush with the former. Figure 3.34 shows the Raman spectra of MoS$_2$ on 31 nm-patterned SiO$_2$.

Figure 3.34 Raman spectra of few-layer domains grown at 31 nm edges

Spectra acquired from multiple regions at the edges and on top of pillars, normalised to laser power, exhibited peak separation corresponding to 3L-5L films, an improvement on the 11 nm case. Bottom to top: i-iv
The Raman spectra taken from various regions at edges (and on top) of the pillars showed Δν ranging from 23.4 cm\(^{-1}\) to 26.1 cm\(^{-1}\), that is to say trilayer to bulk, as shown in Table 3.4. Note that the Raman peaks did not necessarily correspond to points in Figure 3.33.

**Table 3.4** Key Raman parameters from Figure 3.34

<table>
<thead>
<tr>
<th>Region</th>
<th>(E_{2g}/\text{cm}^{-1})</th>
<th>(A_{1g}/\text{cm}^{-1})</th>
<th>Δν/\text{cm}^{-1}</th>
<th>Layer thickness</th>
<th>(\frac{I_A}{I_E})</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>384.6</td>
<td>408.0</td>
<td>23.4</td>
<td>3L</td>
<td>2.13</td>
</tr>
<tr>
<td>ii</td>
<td>383.8</td>
<td>408.9</td>
<td>25.1</td>
<td>5L</td>
<td>2.31</td>
</tr>
<tr>
<td>iii</td>
<td>382.0</td>
<td>408.1</td>
<td>26.1</td>
<td>Bulk</td>
<td></td>
</tr>
<tr>
<td>iv</td>
<td>382.0</td>
<td>408.1</td>
<td>26.1</td>
<td>Bulk</td>
<td></td>
</tr>
</tbody>
</table>

Raman spectroscopy confirmed the thickness of the 45 nm edge-grown material, as shown in Figure 3.35:

![Raman spectra](image)

**Figure 3.35** Raman spectra of few-layer MoS\(_2\) grown at 45 nm edges

These spectra were acquired from multiple regions at the edges and on top of pillars and exhibited peak separation corresponding to 4L-bulk films, inferior to the 3L nm case. Spectra were normalised to laser power to allow plotting on the same graph irrespective of acquisition conditions. Bottom to top: i-iv

The Raman spectra taken from various regions at edges (and on top) of the pillars show Δν ranging from 24.6 cm\(^{-1}\) to 26.1 cm\(^{-1}\), that is to say four-layer to bulk.
This suggests that the method afforded little control of thickness uniformity. One clear difference between the 11 nm, 31 nm and 45 nm cases was that the middle pillar thickness resulted in the growth of a larger and thinner film. The 11 and 45 nm cases resulted in small domains of 4-5L thickness, but the 31 nm case resulted in large films down to 3L thickness.

What these data show is that not only was there an edge-mediated effect on domain morphology, but that effect could possibly be helpful in growing large-scale, phase-pure films by liquid ALD. This was in evidence from the 31 nm case, which resulted in a large-scale, optically uniform film extending over several hundred microns. Despite this, the film was few-layer in thickness, as confirmed by Raman spectroscopy. The optimum pillar height determined in this study was 31 nm as that afforded the thinnest films deposited over the largest area. It will be necessary to optimise the conditions in order to ensure reliable monolayer growth, but the method is clearly promising. There may very well be an optimum edge height at which large-scale monolayer growth is maximised. It will also be necessary to conduct further characterisation, particularly structural characterisation by TEM to show the crystallinity of the large film that was grown at the 31 nm pillar edges.

### 3.6.5 Improving hydrophilicity

The characterisation data presented in Sections 3.6.3 and 3.6.4 proved the efficacy of this new method for MoS$_2$ synthesis. One issue that remained, however, was the extent to which this technique could truly be defined as an ALD. Section 1.3.2 defines ALD as having two unique characteristics: (1) discrete, layer-by-layer deposition; (2) self-limiting precursor deposition related to the number of active sites on the substrate.

The first unique ALD characteristic was self-evident in that the precursors were introduced discretely in this method and the results clearly indicated monolayer deposition. After the Mo-containing precursor dip-coating process, the substrate was removed from the ammonium molybdate solution and drained of excess before the sulphurisation step. There was no free Mo source in the tube furnace concurrently with the sulphur source, which limited the potential for a
CVD-type pre-reaction and random snowing of the product. Furthermore, the temperature-modulated coverage observed during the dip-coating process clearly suggested solution-phase deposition of the Mo-containing precursor. In these two ways, the new process differed from CVD.

Demonstrating that the process conforms to the second unique characteristic of ALD is non-trivial as it requires a more detailed mechanistic study to show the surface chemistry that is taking place. A self-limiting reaction in this context is usually taken to mean a chemical reaction between the precursor and the substrate surface via dangling surface bonds or reactive moieties on the substrate surface. Without the self-limiting nature, the process is more analogous to CVD, even though the dip-coating process is obviously not a vapour-phase deposition. However, treating the SiO$_2$ surface with concentrated acid or base could be used to initiate a surface reaction with the incoming molybdate ion, which also contains bridging oxide ligands. It follows, then, that such a reaction would be self-limiting due to the limited number of $-$OH surface groups.

The method thus outlined exhibited some of the characteristics of ALD and some of CVD, but not the full complement of characteristics that could adequately be used to place it in either category. Therefore, it is presently best described as a hybrid method that offers some advantages over both techniques in isolation. The potential to develop the surface-limiting nature of the method does, however, offer a route towards the eventual realisation of this method as a fully ALD-type process. This was the motivation for introducing KOH etching of SiO$_2$/Si in the substrate preparation.

The optical micrographs showed the expected triangular-faceted morphology of MoS$_2$ and some evidence of large-scale film deposition on the order of several hundred microns.

![Figure 3.36 OM images of MoS$_2$ on KOH-etched substrate T39 and T40](image)

*Figure 3.36 OM images of MoS$_2$ on KOH-etched substrate T39 and T40*

The triangular-and complex-faceted morphology was in limited evidence from initial dip-coating of the Mo-containing precursor at 80 °C, the optimum dip-coating temperature of all the conditions explored in this study. In (a) and (b), standalone triangular-faceted can be seen. In (c), the complex morphology is seen where several small crystallites grew into each other. Also visible in each image are the high-contrast nucleation centres at the centre of each crystal. Note that contrast was enhanced in post-processing using ImageJ to bring out the crystals, because the natural contrast of monolayers against the substrate is low. Scale bars (left to right) = 100 μm, 100 μm, 5 μm.
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The OM images showed regions of large and apparently thin films, the largest on the order of 120-150 μm in lateral size. Further characterisation by electron microscopy will elucidate the poly-/single-crystalline nature of these films. Large-scale counting of domains was not performed, but several regions showed films at least comparable in lateral size to single-crystalline domains synthesised on untreated substrates (see Section 3.6.3). One interesting observation was that monolayer coverage appeared to be greater as a fraction of the overall coverage, compared to the non-treated case. This was consistent with ALD-type behaviour.

Corresponding Raman spectra confirmed few-layer growth, with domains exhibiting the characteristic few-layer peak separations.

![Figure 3.37 Raman spectra of MoS$_2$ on KOH-etched substrates T39 and T40](image)

The spectra show peaks corresponding to the $E_{2g}$ and $A_{1g}$ characteristic peaks of MoS$_2$ at ~385 and ~408 cm$^{-1}$. The peaks were normalised to laser power to allow comparison on the same graph. Compared to spectra obtained from MoS$_2$ on bare substrates (Figure 3.20) and edge-grown MoS$_2$ (Figure 3.30), the $I_{A1}I_{SI}$ ratio was notably improved. All other conditions being equal, this was attributed to a KOH-related effect, consistent with a surface reaction between the precursor and dangling Si-O bonds on the die surface, leading to good contact between the precursor and the surface.

The Raman spectra in Figure 3.37 were acquired from different regions on the substrates thought to exhibit characteristic monolayer contrast, as in the OM images in Figure 3.36. Tabulation of the Raman data indicated 1-3L domains.
The Raman data suggested that the MoS$_2$ films on KOH-etched substrates exhibited a good degree of crystallinity. This was inferred from the very high peak intensity ratios in the mono- and bilayer cases. Although this does not provide definitive confirmation of an ALD-type process, it may suggest a positive effect arising from pre-treatment of the substrate with an etchant to introduce the –OH surface moieties. The subsequent observation of good monolayer coverage and crystallinity was consistent with an ALD-type process owing to the surface-limited nature of ALD.

It was not clear from these results if the improved crystallinity was down to surface chemistry or the nature of the CS$_2$ precursor. A more detailed mechanistic study will confirm if surface treatment has moved this process any closer to true ALD character, but these results were promising and offer an interesting area for future work. For example, this may include characterisation of the precursor-coated substrate before sulphurisation in order to obtain information about the precursor binding energies on the substrate.

### 3.6.6 Dip-coating of CS$_2$

Data were conflicted on the efficacy of dip-coating CS$_2$. Some substrates exhibited no morphological or optical sign of the presence of MoS$_2$ (see Appendix A.6). In other cases, optical micrographs indicated generally good coverage after annealing at 450 °C, as in Figure 3.38.

The OM images taken from sample T41 showed coverage on the order of ~20 μm with domains that gave the appearance of polycrystalline films. This was on account of the lack of obvious signs of the regular morphology of MoS$_2$ crystals (see Section 3.6.3), consistent with merging of single domains into larger films.
Figure 3.38 OM images of MoS$_2$ grown by CS$_2$ dip-coating

These images were acquired from a sample on which both the molybdenum-containing and sulphur-containing precursor were deposited by dip-coating, followed by low-temperature annealing. (Left) Indication of the contrast between the as-grown material and the substrate. (Right) Colour uniformity was consistent with good coverage across several microns, possibly polycrystalline MoS$_2$.

In addition, Raman spectroscopy showed evidence of mono- to few-layer MoS$_2$ formation.

Figure 3.39 Raman spectra of CS$_2$-grown MoS$_2$ films

The spectra show peaks corresponding to the $E_{2g}$ and $A_{1g}$ characteristic peaks of MoS$_2$ at ~385 and ~408 cm$^{-1}$, including monolayer and few-layer peaks. The peaks were normalised to laser power to allow comparison on the same graph. The variation in peak heights attests to variable crystallinity, likely to be a consequence of low annealing temperature.

Raman intensity mapping of selected films showed excellent agreement between the OM images and vibrational data, as seen in Figure 3.40:
A1g Raman map of ~100 μm CS₂-grown film

(Left) The OM image was typical of this sample, with variable crystallinity evidenced by the lack of recognisable facets. However, Raman mapping provided good evidence that MoS₂ with good thickness uniformity was grown by this CS₂ dip-coating method. In this case, the map corresponds to the A₁g mode of a bilayer. This is significant because it demonstrates the efficacy of using a low temperature (450 °C vs 800 °C), which will be crucial for industrial viability of this method.

In Figure 3.40, the optical micrograph of a bilayer region is shown, alongside the corresponding Raman map of the A₁g mode at 406.6 cm⁻¹. The Raman map showed a high-intensity (high brightness) vibration corresponding to the bilayer A₁g mode.

The use of a growth temperature of 450 °C was chosen in order to offer a significant point of difference between the two sulphur sources: CS₂ and elemental sulphur. This is because 450 °C is well below the optimal annealing temperature in elemental sulphur for MoS₂. Raman mapping showed that large crystalline films were obtained at a much lower temperature simply by changing the sulphur source. This fact offers a clue as to the reactivity of CS₂ towards the MoO₁ intermediate. CS₂ has an EA of -1.46 eV, which is comparable to that of oxygen (-1.41 eV); however, sulphur (-2.08 eV) has a much lower EA than oxygen. Therefore, it is possible that less forcing conditions are sufficient for Mo(VI) → Mo(IV) reduction to take place in the presence of CS₂ than are required in the presence of sulphur. The data also suggest that the dip-coated CS₂ did not desorb from the substrate surface before reaction, even though the compound is volatile. This is an unusual behaviour that could do with further investigation. It may be related to vapour pressure differences between the open atmosphere and the Ar atmosphere of the tube furnace. However, this was not observed across all substrates. Other examples showed no evidence of large-scale MoS₂ deposition, suggesting that CS₂ desorption had occurred.

3.6.7 Substrate-related effects: SiO₂/Si vs sapphire

CVD and ALD can be epitaxial and non-epitaxial. Epitaxial growth is that which occurs on crystalline substrates that adopt the same surface crystal structure as the target material. An
example of these is c-cut sapphire for MoS$_2$ growth.\cite{107} Epitaxial growth generally gives the largest single-crystalline domains. This is because epitaxial nucleation is limited to specific orientations on the substrate surface, and so lateral growth of these nuclei then leads to merging of well-aligned crystallites, eventually forming a single crystal with no grain boundaries. In contrast, non-epitaxial substrates do not adopt the same surface crystal structure as the target material, and in some cases are entirely amorphous. An example of this is MoS$_2$ growth on SiO$_2$, which is amorphous.

Nucleation occurs at random sites, and the resulting domains are therefore oriented randomly with respect to each other. This disfavours the formation of large single crystals, because of the introduction of grain boundaries, which abruptly disrupt the crystal lattice in occasionally useful but often deleterious ways.

One may wonder, then, if there is any benefit to non-epitaxial growth. In fact, characterisation of TMdcCs on SiO$_2$ is easier than on sapphire or mica. Specifically, TMdcCs on 285 nm thermally-grown SiO$_2$-on-Si exhibit maximum optical contrast against the surface of the substrate.\cite{31, 128} This renders even monolayers easily visible at low magnification under a simple optical microscope.

It is possible to account for this using epitaxial substrates to grow the nanomaterial and then chemically transferring the as-synthesised film to SiO$_2$ for characterisation. However, this process is far from facile. For instance, desorbing the film from sapphire using an acetone dip requires a very long dipping time, and using basic or acidic solutions damages the material. Furthermore, sapphire substrates are dearer than silicon to begin with and substrate preparation is a difficult process. Sapphire is a much harder material than silicon, so wafer dicing, even using a diamond blade, is a resource-intensive process. A comparison of substrates is shown in this section.

Similar pre-annealing and tempering processes are known to improve smoothness in sapphire substrates, which encourages larger-scale epitaxial growth of the target material.

Figure 3.41 shows representative Raman spectra of domains grown on sample T46. Optical images were unavailable because the optical contrast between 2D materials and the sapphire substrate is usually too poor to afford good-quality images under OM.

The spectra in Figure 3.41 were normalised to the sapphire line at $\sim$418 cm$^{-1}$. The sapphire vibrational mode at this Raman shift is quite intense, so one measure of the substrate effect is that the intensities of the MoS$_2$ $A_{1g}$ and $E_{2g}$ modes with respect to the substrate peak increased notably over the Si case.
The sample was grown under the previously-identified optimal conditions but on sapphire instead of silica. The spectra show peaks corresponding to the \( E_{2g} \) and \( A_{1g} \) characteristic peaks of MoS\(_2\) at \(~385\) and \(~405\) \( \text{cm}^{-1} \). The peaks were normalised to laser power to allow them to be plotted on the same graphs. In addition, there is the intense sapphire-derived peak at \( 418\) \( \text{cm}^{-1} \).

Optical characterisation on sapphire is practically impossible due to poor contrast. For this, the thin film was transferred to SiO\(_2\). However, this process led to damage of the material. The first substrate was damaged in the spin-coating process, and the second was damaged during the acetone dip due to poor detachment. Good-quality optical characterisation and SEM could be a useful tool for a substrate comparison study, because it would clearly show domain sizes. TEM could then be used to determine the presence of grain boundaries and thus demonstrate definitively that growth on the sapphire substrate led to larger single crystals than that on SiO\(_2\).

### 3.6.8 Post-annealing effects

Post-annealing was shown to have a deleterious effect on material quality for those samples grown on SiO\(_2\) in elemental sulphur. Sample T19 was post-annealed in N\(_2\) at 1000 °C (see Table A.2). This monolayer sample had given a high-quality PL signal before post-annealing, as evidenced by Figure 3.22. Figure 3.42 shows normalised PL emission from T19 after post-annealing. This sample had been synthesised under optimal conditions of dip-coating and sulphurisation as it had presented the best characterisation data before post-annealing was carried out.
Figure 3.42 Effect of post-annealing on PL emission of S-grown 1L-MoS₂

The green spectrum shows PL emission from the as-prepared monolayer T19 grown from 80 °C dip-coating of 0.13 g L⁻¹ aqueous Mo precursor solution and ten minutes annealing in sulphur at 800°C. The red spectrum shows the corresponding emission after post-annealing in N₂ at 1000 °C. The drop in intensity is quite clear, pointing to ineffective post-annealing in this case. The data were acquired from the same point on the sample before and after post-annealing.

It is generally expected that the normalised PL intensity should increase after post-annealing, due to improved crystallinity. However, the opposite was observed. Peak A-exciton intensity dropped more than tenfold in the post-annealed sample as compared to the case prior to post-annealing. The PL spectra above suggest a detrimental effect on material quality arising from post-annealing on SiO₂. Raman spectroscopy could corroborate this. Figure 3.43 shows Raman spectra from the post-annealed sample.
**Figure 3.43 Effect of post-annealing on crystallinity**

The sample was grown under the previously-identified optimal conditions, which gave good Raman and PL activity (see Section 3.6.3). After post-annealing in N₂ at 1000 °C, the sample experienced degradation of crystallinity/purity. The spectra show peaks corresponding to the $E_{2g}$ and $A_{1g}$ characteristic peaks of MoS₂ at ~385 and ~405 cm⁻¹. The peaks were normalised to laser power to allow them to be plotted on the same graph. Although the correct peaks are present, the ratio of intensities shows loss of crystallinity.

Tabulating the relevant information from the above spectra yields important evidence about the effect of post-annealing on crystallinity.

**Table 3.7 Key Raman data after post-annealing (cf. Table 3.2)**

<table>
<thead>
<tr>
<th>Region</th>
<th>$E_{2g}$/cm⁻¹</th>
<th>$A_{1g}$/cm⁻¹</th>
<th>$\Delta\bar{v}$/cm⁻¹</th>
<th>Layer thickness</th>
<th>$I_A/I_E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>383.1</td>
<td>404.0</td>
<td>20.9</td>
<td>2L</td>
<td>1.39</td>
</tr>
<tr>
<td>ii</td>
<td>383.7</td>
<td>403.4</td>
<td>19.7</td>
<td>1L</td>
<td>1.03</td>
</tr>
<tr>
<td>iii</td>
<td>383.5</td>
<td>403.3</td>
<td>19.8</td>
<td>1L</td>
<td>1.02</td>
</tr>
</tbody>
</table>

Comparing the monolayer peak intensity ratios between points ii and iii in Table 3.7 with the data from the same sample before post-annealing shows a drop in the ratio from a maximum of 1.17 (see Table 3.2) to a maximum of 1.03. As previously discussed, this ratio is indicative of crystallinity, so this evidence confirms that post-annealing had a detrimental effect on crystallinity.

The detrimental effect of post-annealing can be explained by considering the nature of the substrate. Accordingly, the effect can be attributed to the instability of SiO₂ at post-annealing temperatures, leading to a possible reaction between the substrate and the film. Moreover, MoS₂ may be susceptible to doping by oxide impurities because of electron affinity considerations. There
is evidence of a SiO$_2$-dependent etching effect in MoS$_2$.\textsuperscript{205} Therefore, at a temperature of 1000 °C, it is likely that the combination of substrate instability and the material’s susceptibility to oxide doping led to reduced quality of MoS$_2$ after post-annealing. It is possible to mitigate the oxidative effect. The use of a more stable substrate such as sapphire would be one way to do this, as it is stable at T>1200 °C.\textsuperscript{191} Such an approach was discussed in Section 3.6.7. However, another way to mitigate the detrimental effect of oxide doping is to anneal in a slightly reductive atmosphere.\textsuperscript{128} This is because a reductive atmosphere disfavours oxidation. An atmosphere of forming gas, for instance, almost eliminates oxide impurities. This was the justification for using a 5% H$_2$ (in Ar) atmosphere for post-annealing in subsequent cases. In this case, the addition of H$_2$ did not, in fact, lead to an improvement in post-annealing outcomes. The ineffectiveness of H$_2$ here was likely a practical issue. Even when diluted and present in only low concentrations H$_2$ can react with the film.\textsuperscript{107} For this reason, the gas was turned off at a temperature of 500 °C,\textsuperscript{206} and post-annealing proceeded thereafter only in argon up to 1000 °C. The addition of hydrogen up to 500 °C was insufficient to prevent the loss of PL quality in the post-annealed film. In fact, this is still useful information. It is consistent with the conclusion that the PL degradation resulted from a phenomenon occurring at high temperature, and that may be the oxidative doping of MoS$_2$ arising from SiO$_2$ decomposition.

Structural information about the doping of the MoS$_2$ with oxide would be provided by TEM or XRD. These techniques would definitively identify any oxygen present in the surface species. XRD, as it is a crystallographic characterisation tool, would be particularly useful if oxygen was coordinated to molybdenum.

### 3.7 Conclusion and future work

A novel synthetic method for high-quality single-crystal monolayers of MoS$_2$ was presented in this chapter. The method successfully exploited dip-coating conditions as a low-cost and large-volume means of controlling layer thickness, and used sulphurisation and annealing to produce a highly-crystalline material. The optimum dip-coating parameters on SiO$_2$/Si were 15 minutes dip-coating from aqueous solution (0.13 g mL$^{-1}$) of ammonium helptamolybdate tetrahydrate at a solution temperature of 80 °C. This was followed by optimum sulphurisation parameters of ten minutes in nitrogen at 800 °C in the presence of sulphur flakes followed by natural cooling. However, if the sulphur source was changed to CS$_2$ and introduced to the sample by dip-coating, it allowed a much lower annealing temperature (450 °C) to be used, an important result for industrial viability because costs will be crucial. This result requires further investigation as it was inconsistently reproduced.

The thickness of monolayer domains was confirmed by Raman spectroscopy, PL and AFM. Many domains were found to be monolayer and of good crystallinity, leading to sharp Raman peaks and a large PL signal. The lateral size of the as-synthesised domains was confirmed by microscopy (OM
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and SEM), resulting in an assessment of lateral size distribution that showed a modal range of 15-50 μm, with several domains exceeding 100 μm, comparable to reports of single-substrate synthesis. The high crystallinity of monolayers was confirmed by the quality of light emission at the direct 1L bandgap of 1.86 eV (known as the A-exciton). Finally, the single-crystal nature of the largest domains was confirmed by TEM. TEM also showed that the d-spacing between lattice planes corresponded exactly to the prior literature, further confirmation of the efficacy of this technique.

The novelty of this method lay in the unique combination of layer-by-layer, ALD-like deposition of successive precursors with liquid chemistry. This combination allows for deposition of a molybdenum-containing precursor without the forcing conditions of temperature, pressure and atmosphere required in traditional ALD. The use of a water-soluble precursor mitigated the effect of impurities on the final MoS₂ film. The method produced crystals comparable in lateral size and quality to CVD, the currently preferred method of monolayer growth, which is a good case for the efficacy of this new method. Previous work combined spin-coating with CVD and liquid-phase deposition on a treated substrate or has used different substrates. The unique combination of parameters in this study offers advantages that previous methods have lacked. These include practical simplicity, short annealing time and a single-substrate approach.

Table 3.8 summarises the key advantages obtained in this new method compared to existing techniques in the literature.

<table>
<thead>
<tr>
<th><strong>Prior art</strong></th>
<th><strong>References</strong></th>
<th><strong>Improvements in new method</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface modification or seeding</td>
<td>Refs. [159, 161, 162, 174, 175]</td>
<td>Bare, untreated SiO₂ surface gives good-quality crystals.</td>
</tr>
<tr>
<td>Complex precursors</td>
<td>Ref. [161]</td>
<td>Commercially available precursors reduce cost and complexity.</td>
</tr>
<tr>
<td>Multiple deposition cycles</td>
<td>Ref. [37]</td>
<td>Single cycle improves efficiency.</td>
</tr>
<tr>
<td>Polycrystalline film</td>
<td>Refs. [18, 162]</td>
<td>Large single crystals better for optoelectronic applications.</td>
</tr>
</tbody>
</table>
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Although growth on bare substrates proved to be very successful for single crystal growth, the evidence from patterned substrates suggested that the edge effect played a role in promoting large-scale film growth over a region of several hundred microns. To this end, the optimal pillar height by RIE was 31 nm on SiO$_2$, leading to MoS$_2$ coverage over several hundred microns. The etching of several hundred pillars on the substrate multiplied the edge effect over a large area, leading to an improvement in film size compared to the bare substrate. However, the resulting film was few-layer in thickness and unlikely to be monocrystalline over such a large area. Structural characterisation by TEM could be used to confirm this. Improvements to this technique by optimisation of etching, dip-coating and sulphurisation parameters will be an interesting area of future work, and it is anticipated that large-scale monolayer exhibiting monocrystallinity over several hundred microns could thus be obtained.

How do the results herein advance the field? First of all, in the choice of materials, it is extremely promising that MoS$_2$ can developed as an alternative to silicon in optoelectronic technologies. MoS$_2$ possesses several advantages over silicon: a direct and tuneable bandgap and greater resistance to voltage-induced breakdown. The new method developed in this chapter was shown to preserve the favourable properties of crystalline monolayer MoS$_2$, demonstrated by photoluminescence and TEM, making this method ideal for the development of this and other materials for optoelectronic technologies beyond silicon. Second of all, present strategies for monolayer synthesis, even by the best CVD and ALD techniques, generally lead to polycrystalline films obtained with very harsh reaction conditions using complex precursors. Polycrystalline films are generally unsuitable for optoelectronic applications, due to the deleterious effects of grain boundaries on electronic properties, such as contact resistance. The method developed in this chapter thus contributes to the field in two ways. The introduction of a step performed entirely in the liquid phase can reduce the cost and increase the volume of production relative to traditional gaseous CVD and ALD. The synthesis of large single crystals will open up optoelectronic applications where the use of polycrystalline films has been suboptimal.

Another area for future work will therefore be to integrate these MoS$_2$ monolayers into devices such as transistors and LEDs. The sharpness of the contact between the film and the substrate will be crucial for electronic properties, and there was some evidence from Raman spectroscopy that surface functionalisation of the silica substrate by KOH helped to achieve this. However, it can be improved by carefully controlling the functionalisation parameters, such as etchant, concentration, temperature and dipping time. Another way to improve the surface contact in future may be to consider an epitaxial substrate. Results from growth on sapphire indicated that large single crystalline domains were obtained. This method is complicated by the need for careful transfer of the as-grown film from sapphire to SiO$_2$ for characterisation.

A future mechanistic study may focus on investigating the properties of the as-deposited molybdenum-containing precursor, which will include an investigation of the dip-coating process.
This was not possible here due to constraints on availability of characterisation techniques, but understanding the properties of the as-deposited precursor will lead to a clearer understanding of the mechanism, for instance, if final product is a few-layer film, then at which step has the greatest effect on the thickness? The use of manual dip-coating in this study introduced an element of human error, but the incorporation of a mechanical dip-coater in future work will help with industrial viability by improving reproducibility.
Chapter 4  Development of MoS$_2$–WS$_2$ Vertical Heterojunction Based on Liquid ALD

4.1  Background and motivations

A heterojunction occurs at the interface of two different, crystalline semiconductors, such as that in a composite material made by alternating two or more TMdCs. This is in contrast to a p-n homojunction, which occurs at the interface of two types of the same semiconductor, each type with a different doping regime. A heterojunction can be synthesised in a number of ways that will be discussed in Section 4.3. Heterojunctions offer a route towards accessing novel properties that arise specifically because of the quantum confinement of electrons in two materials with different band structures, such as band alignment and charge separation. In addition, some heterojunctions have exhibited enhanced thermal stability and improved light emission efficiency. A heterojunction occurs in heterostructured materials, of which there are two types: lateral and vertical.\textsuperscript{207}

![Figure 4.1  Morphology of generic lateral and vertical heterostructures](image)

\textit{In the lateral heterostructure, the first material (a) is aligned in plane with the second material (b), creating a polycrystalline lattice (c), while in the vertical heterostructure, the contact is at the interface, creating an epitaxial, vdW-type arrangement of independent lattices (d). Image reproduced from ref. [207] under Creative Commons licensing.}

In a lateral heterojunction, the unique optoelectronic effects can only be observed at the crystallographic boundary between the two materials. This presents a rather small surface area over which interesting chemistry and physics can occur.\textsuperscript{16} The development of a vertical heterostructure, wherein the materials are deposited on top of each other rather than side-by-side, is one way of eliminating this issue. Provided that the contact at the interface is clean, the entire surface area of the materials can be utilised. The vertical heterostructure is also known as a van der Waals (vdW) heterostructure, because the interlayer bonding is vdW only, and it should be noted that these terms are used interchangeably in the literature.
vdW heterostructures based on TMdCs offer a route towards novel properties and applications, some of which are discussed in this section.\textsuperscript{79} Firstly, there is a wealth of structural possibilities owing to a combination of any number of 2D materials. As the properties of heterostructures depend on the starting materials used and their alignment with respect to each other, this diversity of possible structures allows optical properties to be very precisely fine-tuned in a way that single layers do not allow.\textsuperscript{208} For example, the highest carrier mobility in a graphene transistor has been observed in a heterostructure with h-BN (\(\sim\)60,000 cm\(^2\) V\(^{-1}\) s\(^{-1}\)), a structural analogue.\textsuperscript{209} Some heterostructures have exhibited unusual self-cleaning behaviour.\textsuperscript{210} This property relies on attaining the cleanest possible interface between the heterostructured materials such that the affinity between the two interfaces is greater than that between crystal and surface contaminant. Thus, the contaminants are “pushed out” by the heterostructure in order to achieve the largest common interface. Among the most interesting of the unique properties of vertical heterostructures is the phenomenon of type II band alignment. This occurs where the CB energy maximum and VB energy minimum reside in different materials, leading to separation of photoexcited electrons and holes.\textsuperscript{211} Such a charge separation has improved external quantum efficiency of photovoltaic cells.\textsuperscript{16, 212, 213} In some vertical heterojunctions of MoSe\(_2\) and WSe\(_2\), the resulting interlayer excitons are tuneable and have unusually long lifetimes, \(\sim\)1 ns, an order-of-magnitude improvement on conventional, intralayer excitons.\textsuperscript{214} Hong \textit{et al.} predicted that type II band-aligned heterojunctions could improve optoelectronic device performance due to long-lived excitonic states and femtosecond charge-transfer dynamics.\textsuperscript{215} In-depth discussion of heterostructure properties is found in refs. [79] and [208] and references therein.

The unique properties of heterostructures, especially vertical heterostructures, described herein provide the motivation for finding a synthetic route that is low-cost and produces high-quality heterostructures in the correct configuration. This will open up an industrially viable route towards exploiting the properties of heterostructures.

### 4.2 Materials

Having addressed the background and possible applications, it is important to consider what materials could be conveniently used for a study of this nature. So far, much of the work on vapour-phase growth of graphene- and TMdC-based heterostructures has been limited to those materials with commensurate lattices.\textsuperscript{15, 17, 20, 215, 216} Synthesis of heterostructures of non-lattice-matched 2D materials is complicated by strain-related effects and does not always lead to sharp interfaces. Therefore, there are consequences for the heterostructure’s optoelectronic properties (as explained in Section 3.6.5). Careful choice of substrate is one way to improve vdW epitaxy of non-lattice-matched starting materials, and graphene and h-BN have shown some promise to this end.\textsuperscript{217-222} However, such concerns can be sidestepped for the purpose of this study by limiting the
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focus to lattice-matched materials. Fortunately, many TMdCs possess mutual lattice-matching, such as MoS$_2$ and WS$_2$, as shown in Table 4.1 where M is the metal and X is the chalcogen:$^{223}$

<table>
<thead>
<tr>
<th>Material</th>
<th>Lattice parameter/Å</th>
<th>M—X bond length/ Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>MoS$_2$</td>
<td>3.17</td>
<td>2.41</td>
</tr>
<tr>
<td>WS$_2$</td>
<td>3.17</td>
<td>2.41</td>
</tr>
<tr>
<td>MoSe$_2$</td>
<td>3.31</td>
<td>2.53</td>
</tr>
<tr>
<td>WSe$_2$</td>
<td>3.31</td>
<td>2.54</td>
</tr>
<tr>
<td>MoTe$_2$</td>
<td>3.54</td>
<td>2.72</td>
</tr>
<tr>
<td>WTe$_2$</td>
<td>3.54</td>
<td>2.73</td>
</tr>
</tbody>
</table>

The table shows that good combinations of materials are those that have the chalcogenide in common. The phenomenon of type II band alignment has led to interesting properties in MoS$_2$–WS$_2$ vdW heterostructures. Hong et al. observed ultrafast charge transfer (~50 fs) in the photoexcited heterojunction.$^{215}$ Specifically, the electron—hole pair separation occurred by p-type doping of MoS$_2$ VB holes into the WS$_2$ VB, as illustrated in Figure 4.2.

*Figure 4.2* Electron—hole pair separation in MoS$_2$–WS$_2$ vdW heterojunction

Optical excitation of the MoS$_2$ A-exciton leaves behind holes in the VB. The small energy VB offset between the two materials can lead to p-type doping of MoS$_2$ VB holes into the WS$_2$ VB. This spatial localisation of charge carriers is a unique feature of certain heterostructures. Image reprinted by permission from Springer Nature Customer Services Centre GmbH: [Springer Nature] [NATURE NANOTECHNOLOGY] ref. 215
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The consequence of this charge separation is that photoexcited electrons are preferentially localised in the MoS₂ electronic bands, while holes preferentially bind to the WS₂ bands – a unique spatial separation of charges rather than only energetic separation.

The method developed in Chapter 3 applies to MoS₂. In light of the material considerations presented herein, investigating the development of an MoS₂—WS₂ heterostructure is a sensible application of that method.

### 4.3 Synthesis

Much like the 2D materials, vdW heterostructures have been prepared by mechanical exfoliation, including MoS₂—MoSe₂, MoS₂—WSe₂ and many others. Conceptually, this is straightforward: two monolayers are exfoliated and brought into contact on top of the desired substrate. In practice, there are some complexities involved. In a typical procedure, shown in Figure 4.3, a mechanically exfoliated flake is transferred onto the target substrate. This flake becomes the bottom layer of the heterostructure. The second mechanically exfoliated material is either dry-exfoliated as in the figure or transferred to a sacrificial polymer layer, such as PMMA. The PMMA—film is transferred to an optically transparent stamp such polydimethyl siloxane (PDMS) and lowered onto the bottom material under microscopic observation to ensure alignment. The polymers can then be removed by dissolution.

![Figure 4.3 Heterostructure synthesis by mechanical exfoliation](image)

*Figure 4.3 Heterostructure synthesis by mechanical exfoliation*

A mechanically exfoliated flake is transferred to a second material. The transfer of the top material (blue) is aided by the use of PDMS backing in order to achieve a clean contact with the bottom material (green). The contact is achieved using an optical microscope and micromanipulators. Image reproduced from ref. [79] under Creative Commons licensing from J. Wiley & Sons, Inc.
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This technique suffers from the many drawbacks of mechanical exfoliation, as have been previously outlined in Section 1.3.1. Additionally, the polymer removal process tends to leave residues, which affect the contact of atomic layers and hinders any subsequent processing such as further stacking. This has been overcome by a variation of the technique known as pick-and-lift, which uses poly(propylene) carbonate (PPC) film as a second sacrificial layer that is removed by heating to soften as shown in Figure 4.4. However, scalability is an insurmountable problem in all mechanical exfoliation processes.

Figure 4.4   Pick-and-lift technique

A-F show the mechanical transfer technique, as previously explained, except that a 2D crystal is prepared on a double sacrificial membrane and removed from the substrate by dissolving only one membrane. In the pick-and-lift method, as-prepared crystal (B) is aligned on top of another (G). The strong, interlayer vDW interaction is used to lift both crystals at once using the second membrane. The process is repeated as desired (I-L), the stacked heterostructure is then transferred to a final substrate (M-N) and the second membrane removed (O). Image reproduced from ref. [208]. Reprinted with permission from AAAS.

Heterostructure synthesis by bottom-up, vapour-phase approaches has benefitted from scalability and clean contact. One method recently used is PVD (see Section 1.3.2). This is a versatile process that exploits different volatilities of the target materials. For example, WS2 boils at 1057 °C and WSe2 at 1190 °C. This allowed for a layer of WSe2 to be deposited at the edges of WS2.
CVD allows for lower temperatures to be used with much greater control over deposition (see Section 1.3.2 for the limitations of PVD). CVD can be used for vertical and lateral growth.\textsuperscript{219, 220-234} Lower temperatures can be used because it is not necessary to maintain a temperature above the material’s boiling point. Controllability of the process is important in order to select for the vertical heterostructure rather than the lateral one (see Figure 4.5).\textsuperscript{203}

\textbf{Figure 4.5 Thermodynamic effect on contact morphology}

This figure shows the importance of annealing temperature for the morphology of the heterostructure. Using a low temperature, e.g., 650 °C in the case of a WS\textsubscript{2}—MoS\textsubscript{2} heterostructure, produces an in-plane structure where the growth of second material can only occur at the crystallographic edge of the first, due to the seeding effect. In contrast, the thermal energy provided to the second material precursor at a high temperature, ~850 °C, is sufficient to overcome the vertical nucleation barrier. Image reprinted by permission from Springer Nature Customer Service Centre GmbH: \textit{[Springer Nature] [NATURE MATERIALS]}, ref. [203], COPYRIGHT 2014

Gong \textit{et al.} demonstrated that MoS\textsubscript{2}—WS\textsubscript{2} heterojunctions can be grown at 650 °C. However, at such a low temperature, the nucleation and growth of WS\textsubscript{2} is extremely difficult to achieve, and so there is only limited potential for vertical growth of WS\textsubscript{2} by nucleation on top of MoS\textsubscript{2}. In these conditions, the lateral/in-plane heterostructure dominates because of the reduction in nucleation energy at an existing crystal edge (seeding effect). Increasing the temperature up to 850 °C, however, strongly favours the vertical heterostructure. This difference suggests that, at such high temperature, the thermodynamic barrier to vertical rather than lateral nucleation is overcome.\textsuperscript{203} This points to thermodynamic considerations as being key to selectivity for the vertical or lateral heterojunction.

In a relatively young field, there are a few other syntheses of MoS\textsubscript{2}—WS\textsubscript{2} heterojunctions by CVD.\textsuperscript{215, 216, 235-237} At the time of writing, no process explicitly described as an ALD has been published in the field of TMdC heterostructures. The novelty of the method demonstrated in this chapter will be in the application of an ALD-type method to the synthesis of a TMdC heterostructure. This synthesis of MoS\textsubscript{2}—WS\textsubscript{2} based on the method developed in the previous
chapter will require the less volatile component (WS₂) to be deposited first. That is because sulphurisation of tungsten requires a higher temperature than the thermal stability of MoS₂ would allow (see Section 3.6.1). Thus, sulphurisation of tungsten in the presence of any molybdenum-containing species would alloy the materials. As MoS₂ is thermally unstable at T > 800 °C, this means that only MoS₂ can be deposited on top of WS₂ by ALD-type growth rather than vice versa.

It is expected that this method will advance the field by opening up layer-by-layer routes towards heterostructures, thereby overcoming the risks and complications of CVD (see section 1.3.2). The liquid component will be important for reducing the cost of heterostructure synthesis and improve the industrial viability.

### 4.4 Characterisation

Raman and PL spectroscopy are the optimum methods to probe the optical properties of heterostructures due to efficient, accurate and non-destructive measurements.

For a discussion of the characteristic Raman modes of MoS₂, see Section 3.4. The characteristic peaks of WS₂ occur at E₉ = ~351 cm⁻¹ and A₁g = ~420 cm⁻¹.⁴³⁸,⁴³⁹ Small variations in these values may be expected depending on thermal and strain-related effects. Even accounting for those, the peak separation (Δυ) in the bulk is ≥69 cm⁻¹. Monolayers grown by vapour-phase techniques will yield Δυ = 61.0-63.5 cm⁻¹, with variations again attributable to thermal or strain effects. One may expect such effects in the WS₂ layer, grown on non-epitaxial SiO₂/Si. However, given the close lattice-matching of MoS₂ with WS₂, growth of the MoS₂ overlayer should be epitaxial, so strain-related effects should be minimised in the overlayer.

For optoelectronic and photonic applications, good light emission is an essential property. A discussion of A- and B-exciton emission in 1L-MoS₂ is found in Section 3.4. For WS₂, the A-excitonic peak occurs at ~2.03 eV with a shoulder peak also occasionally observed, attributed to a trion.⁴⁴⁰-⁴⁴² In both materials, the layer-dependence of the bandgap makes PL a useful diagnostic tool for monolayers as the bulk materials do not possess direct bandgaps and will not exhibit PL.

SEM of the heterostructure may be informative because of the different contrasts obtained from each material, depending on layer thickness and the metal’s atomic number.

Due to the bandgap, TMdC heterojunctions may undergo charging, so to minimise charging effects while preserving the sample, a thin piece of carbon tape or silver tape contacting the material edge with the underlying sample holder will be used to ground the heterojunction.
The vertical heterostructure was CVD-grown WS$_2$ on MoS$_2$, and the lateral structure was WS$_2$ at the edge of MoS$_2$. Variations in contrast identify the materials and the grain boundary between them. It is clear that the vertical heterostructure is easy to identify from contrast variation in SEM. Image reprinted by permission from Springer Nature Customer Service Centre GmbH: [Springer Nature] [NATURE MATERIALS], ref. [203], COPYRIGHT 2014

XRD can scan an entire substrate in a very short space of time – about ten minutes per 1×1 cm substrate at a good resolution – and is very sensitive to crystallinity.

4.5 Experimental details

4.5.1 Tungsten deposition

Tungsten was deposited by plasma sputtering using a W target (99.999% purity). 1×1 cm dice of substrate [1] were used. The base pressure employed was 1.5×10$^{-6}$ Torr and a working pressure of 1.2×10$^{-2}$ Torr. A power of 40 W was used for 1 min. deposition time, and this was the lowest power that could be used while maintaining stable plasma.

4.5.2 Sulphurisation of W and annealing/post-annealing

Sputtered tungsten films were sulphurised under different parameters to determine optimal conditions for few-layer growth.

After initial characterisation, WS$_2$ film W3 was subjected to high-temperature post-annealing in order to improve crystallinity before heterostructure deposition. Post-annealing was performed in Ar + H$_2$. The temperature was ramped up to 600 °C in 23 min. and maintained for 30 min. in the presence of H$_2$, before the H$_2$ was switched off for the remainder of the post-annealing process. The temperature was ramped up to 1000 °C in 20 min. and maintained for 1 h in Ar, followed by
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cooling back to 600 °C for a further 30 min. in the presence of H2. This was followed by natural cooling in Ar.

Table 4.2  Tungsten sulphurisation parameters

<table>
<thead>
<tr>
<th>Sample</th>
<th>Carrier</th>
<th>Flow rate/ sccm</th>
<th>T./°C</th>
<th>Ramp rate/ °C min⁻¹</th>
<th>t./min.</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1</td>
<td>N₂</td>
<td>~100</td>
<td>900</td>
<td>10</td>
<td>60</td>
</tr>
<tr>
<td>W2</td>
<td>Used for EDXS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W3</td>
<td>N₂</td>
<td>~100</td>
<td>900</td>
<td>10</td>
<td>240</td>
</tr>
</tbody>
</table>

4.5.3  Vertical growth of MoS₂

On the as-grown sample WS₂ film W1, MoS₂ was grown by conventional CVD based on the process originally described by Huang et al., using MoCl₅ (supplied through a bubbler at a vapour pressure of 10⁻⁶ kPa) and H₂S (dissolved in Ar at 50:400 sccm). The carrier gas was Ar at 450 sccm, and both precursors were independently fed into the quartz reaction tube via an injection tube. The temperature was ramped to 850 °C at 10 °C min⁻¹, held at the reaction temperature for two minutes of deposition time, and allowed to cool naturally at the end of the process.

On the post-annealed WS₂ film W3, the ammonium heptamolybdate precursor was dip-coated from 0.1 g mL⁻¹ aqueous solution. The solution was gently heated to 80 °C overnight, allowing solvent evaporation to proceed at a rate of 1.5 mm hr⁻¹. The dip-coated Mo-containing precursor was sulphurised in CS₂ under an N₂ atmosphere according to Scheme 3.1(b). The temperature was ramped to 750 °C at 10 °C min⁻¹. The sulphur-containing precursor was fed into the system via a nitrogen bubbler and the temperature maintained for 1 h. The tube furnace was allowed to cool naturally at the end of the process.

4.5.4  Synthesis outcomes

For clarity, the different samples are described below:

W1:  W sputtered  ➔  Sulphurised in CS₂, 1 h  ➔  MoS₂ grown by conventional CVD as control

W2:  W sputtered  ➔  Stored for several weeks and imaged by EDXS for signs of oxidation

W3:  W sputtered  ➔  Sulphurised in CS₂, 4 h  ➔  Post-annealed in Ar + H₂, 1 h  ➔  MoS₂ grown by liquid ALD as per methodology described in Chapter 3
4.5.5 Characterisation

The sputtered tungsten films were characterised by OM using an Olympus DX51 microscope with top-view imaging (DP12 digital camera system).

Energy—dispersive x-ray spectroscopy (EDXS) was used to characterise the extent of oxidation of the as-prepared W film using an Environmental FE-SEM FEI XL30. Acceleration voltages of 5-15 keV and acquisition times of 30-60 s were selected, and Cu tape was used to ground the sputtered W film. These data were supplemented by XRD measurements acquired using a Rigaku SmartLab system. The x-ray source used was the Cu Kα-line at 1.54 Å. The 2θ range was 10-70°, and substrate dimensions of 10 × 10 × 0.5 mm were selected as sample alignment parameters.

WS₂ film was characterised by OM and Raman spectroscopy both before and after post-annealing. Raman spectroscopy was performed on a Renishaw RL532C10 InVia microscope with a 532 nm 500 mW excitation source and a grating of 1800 lines/mm.

Finally, MoS₂—WS₂ heterostructures were characterised by OM, Raman spectroscopy and XRD.

4.6 Results and discussion

4.6.1 Tungsten deposition by sputtering

Firstly, OM provided a very quick visual guide as to the success of W sputtering. Tungsten presents a good contrast against the surface of 285 nm SiO₂/Si (as in Figure 4.7):

![OM image of as-sputtered W film W1 showed good optical contrast](image)

Figure 4.7  OM image of as-sputtered W film W1 showed good optical contrast

Tungsten was deposited on SiO₂ by plasma sputtering using a W target. OM images show small islands, ~20-30 μm, exhibiting good contrast against the familiar substrate surface. This was the morphology of sputtered tungsten.
In Figure 4.7, islands of tungsten are seen as light blue regions against the violet substrate background. Large-scale counting was not performed, so no definitive size distribution is available, but islands of ~30 μm are clearly visible in the image. Other regions of the substrate showed similar contrast and similar-sized islands.

To determine optimal sulphurisation parameters, it was important to know what was being sulphurised. Therefore, EDXS was performed to analyse the extent of oxidation, if any, of the as-prepared W film.

Tungsten exhibits two major x-ray peaks: the La-line at 1.774 eV and the M-line 8.396 eV. However, the former lies at the blue edge of the major Si peak, the Ka-line at 1.739 eV. The resolution of the apparatus was ~130 meV, so the two peaks are mutually unresolvable, especially given the overwhelming intensity of the Si peak. Therefore, the W La-line, although stronger in intensity than the M-line, was not considered to be helpful in this case (Figure 4.8). Only the M-line (Figure 4.9) will be considered in the discussion. The penetration of incident X-rays is proportional to the acceleration voltage. A high acceleration voltage therefore leads to a more intense Si peak with respect to the W peak. It is possible to mitigate the effect of Si and “bring out” the W La-line by using a low acceleration voltage. In practice, however, the minimum acceleration voltage at which any x-ray emission can be detected is 5 kV. Even at 5 kV, the Si line was of substantial intensity.

**Figure 4.8  EDXS spectrum of as-sputtered W film W2**

The acquired spectrum is shown as a blue trace. The sharp lines are the predicted peaks arising from Si and W. The predicted W La-line can be seen at 1.774 keV close to the Si Ka-line at 1.739 keV, along with the W M-line at 8.396 keV. The W La-line was difficult to resolve against the Si line, so it was not a useful diagnostic of W deposition in this case. Instead, the M-line was used to prove that W was present.
In the EDXS spectrum in Figure 4.8, the experimental trace is superimposed over the predicted Si and W peaks, highlighting the difficulty of resolving the W Lα-line. The W M-line, in contrast, was present in this spectrum, albeit very weak. Zooming in on the high-energy region will show this (Figure 4.9). However, it is also clear that if one predicts the position of the O peak at 0.525 eV, no experimental peak was observed that corresponded to the O line.

![W M-line in EDXS spectrum of sputtered W film](image)

**Figure 4.9**  W M-line in EDXS spectrum of sputtered W film

Zooming in on a narrow range of x-ray energies shows the W M-line at 8.394 keV, close to the expected value. It was a very weak signal, and this was attributed to the thin film having few scattering centres. The presence of this line confirmed W deposition on the SiO₂ substrate by sputtering.

Looking at the spectrum in Figure 4.9, it is clear that the W M-line was present at 8.394 eV. It was very weak, and this followed from the fact that a thin film has few scattering centres. However, the detection of that peak confirmed W deposition by sputtering. This spectrum was compared to an SEM image of the entire island (Figure 4.10):
Each labelled point 1-6 corresponds to a point spectrum acquired in EDXS mode. The regions of different brightness are indicative of charging, the implications of which will be explained in the discussion.

The spectrum of W was, in fact, taken from point 6. Looking at the SEM image, one notes that the regions corresponding to the presence of tungsten were dark. This is because W is metallic, so does not undergo prodigious charging. If one considers the spectrum of a brighter region, point 1 or point 3, there is a clear difference in the low-energy region:

The acquired spectrum is shown as a blue trace. The sharp lines are the predicted peaks arising from Si and W. The predicted W La-line can be seen at 1.774 eV close to the Si Ka-line at 1.739 eV eV, along with the W M-line at 8.396 eV. An interesting additional peak can be seen, which was at 0.525 keV. This was attributed to oxygen and was evidence of oxidation at point 3, consistent with expectations of charged/bright regions.
The EDXS spectrum in Figure 4.11 showed an acquired peak at 0.525 keV that was not predicted to arise either from Si or W. This peak is the oxygen Kα-line and was therefore attributed to oxidation of the tungsten film. As tungsten oxide has a wide bandgap, it can undergo charging much like an insulating layer, and this means that oxidised regions of the tungsten film would show up as brighter than the purer metallic film. This was confirmed by consideration of the complementary EDXS spectra and SEM morphological data, with regions showing an oxide x-ray peak consistently showing up brighter in SEM. Taken together, the data confirmed deposition of a thin film of W by sputtering, followed by partial oxidation under storage in ambient conditions.

4.6.2 Sulphurisation of W

The order of film deposition is important in heterostructure synthesis. WS₂ requires a higher annealing temperature (850-950 °C) than MoS₂ (700-800 °C). It follows that depositing MoS₂ first would not necessarily lead to a good quality heterostructure comprising discrete layers of each material, due to the risk of alloying under the higher annealing temperature of WS₂. For this reason, it was necessary to deposit WS₂ first and then grow MoS₂ vertically on top. In general, the material requiring the higher annealing temperature must be deposited first in an ALD-type process.

Raman spectroscopy and XRD were used to confirm the presence of WS₂ after sulphurisation as outlined in Section 4.5.2. Raman spectra acquired from WS₂ film W3 are shown in Figure 4.12:

![Raman spectra of as-synthesised WS₂ film W3](image)

**Figure 4.12 Raman spectra of as-synthesised WS₂ film W3**

The sample was WS₂ grown by sulphurisation of sputtered W in CS₂/N₂ for 4 h. Spectra show peaks corresponding to the E₂g and A₁g characteristic peaks of WS₂ at 351 cm⁻¹ and ~420 cm⁻¹. The peaks were normalised to laser power to allow them to be plotted on the same graph irrespective of acquisition conditions.
The Raman spectra showed the expected vibrational modes of WS$_2$: the $E_g$ at $\sim$353 cm$^{-1}$ and the $A_{1g}$ at $\sim$420 cm$^{-1}$. However, spectra i to iii also showed an additional peak at $\sim$326 cm$^{-1}$, which was attributed to residual oxide. Tabulation of the $E_g$ and $A_{1g}$ peaks suggested variable thickness.

<table>
<thead>
<tr>
<th>Region</th>
<th>$E_{2g}$/cm$^{-1}$</th>
<th>$A_{1g}$/cm$^{-1}$</th>
<th>$\Delta\tilde{\nu}$/cm$^{-1}$</th>
<th>Layer thickness</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>355.6</td>
<td>419.4</td>
<td>63.8</td>
<td>2</td>
</tr>
<tr>
<td>ii</td>
<td>353.0</td>
<td>419.6</td>
<td>66.6</td>
<td>3-4</td>
</tr>
<tr>
<td>iii</td>
<td>353.0</td>
<td>419.6</td>
<td>66.6</td>
<td>3-4</td>
</tr>
<tr>
<td>iv</td>
<td>351.7</td>
<td>420.7</td>
<td>69.0</td>
<td>Bulk</td>
</tr>
</tbody>
</table>

The characteristic peak separation of the monolayer is 61.0 cm$^{-1}$, increasing to 68.0-69.0 cm$^{-1}$ in the bulk. Therefore, the observed separations were diagnostic of 2-4L, with some bulk also present.

XRD was used to show crystallinity and for phase-identification. Consider the XRD pattern of as-synthesised WS$_2$ film (Figure 4.13) before post-annealing or dip-coating of the Mo precursor.

![Figure 4.13 XRD pattern of as-synthesised WS$_2$](image)

*Pattern acquired using Cu Kα-line ($\lambda = 1.54$ Å) as X-ray source. Acquired pattern compared to peaks arising from 3R-WS$_2$ using PDXL2 software. The acquired and predicted patterns were an exact match indicating 3R-WS$_2$ synthesis under the conditions used.*
The XRD data clearly indicated an exact match between the acquired spectrum and the predicted pattern for the 3R phase of WS₂. The 3R phase is metastable, so post-annealing should effect a phase transformation to the thermodynamically stable 1H phase. This is an area that can be considered during process optimisation.

4.6.3 Effect of post-annealing on WS₂

In contrast to the MoS₂ case, post-annealing of WS₂ was thought to be conducive to crystal quality. This was evidenced by the monolayer PL spectrum in Figure 4.14, which showed photoluminescence from WS₂ after post-annealing. This proved the positive effect of post-annealing in this case, as a result of the stepped process involving H₂. However, this did not definitively prove the 3R → 1H phase transformation.

![Figure 4.14 PL spectrum of post-annealed monolayer WS₂ film W3](image)

**Figure 4.14 PL spectrum of post-annealed monolayer WS₂ film W3**

Evidence of the positive effect of post-annealing came from comparison of the material’s PL properties both with and without post-annealing. Spectra were normalised to laser power to allow comparison irrespective of acquisition conditions. Detection of strong photoluminescence at 621 nm (2.00 eV) after post-annealing was consistent with crystalline WS₂, proving the effectiveness of post-annealing due to the 35-fold improvement in PL intensity.

The monolayer spectrum sat on a rather large background. The presence of a background in the PL spectrum is usually attributed to fluorescence contamination. Nevertheless, the A-exciton was present at 621 nm (2.00 eV). There was a further peak forming a shoulder to the A-exciton. This second peak, occurring at 631 nm (1.96 eV), is attributed to an n-type trion or charged exciton. Unlike an exciton, which is an electron—hole pair, the trion is an excitation comprising two
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electrons and a hole. The trion peak in monolayer WS\textsubscript{2} arises due to the intrinsic n-type nature of 1H-WS\textsubscript{2}, and a spectrum such as the one in Figure 4.12 was therefore typical for excitation at 532 nm due to photoinduced doping.\textsuperscript{242} Although possibly of general interest for applications, this observation is unlikely to be of any synthetic consequence. The observed PL emission was consistent with highly crystalline monolayer WS\textsubscript{2}, attesting to the efficacy of post-annealing in this case.\textsuperscript{242, 245}

The necessity of hydrogen can be demonstrated by considering that reduction of tungsten(VI) to tungsten(IV), as is required when going from WO\textsubscript{3} to WS\textsubscript{2}, is complicated by the low electron affinity of sulphur compared to oxygen. In contrast, hydrogen has a greater electron affinity than both, so hydrogen is able to reduce WO\textsubscript{3} more effectively than sulphur. Precedents in the literature, for example in the selenisation of MoO\textsubscript{3} and WO\textsubscript{3}, suggest that hydrogen forms a non-stoichiometric intermediate with the respective metal oxide.\textsuperscript{202, 246} It is plausible that a similar mechanism was involved here. Overall, the addition of a small amount of hydrogen at the beginning and end of post-annealing might have been able to improve the crystallinity of the final product by accessing the tungsten(IV) oxidation state. An alternative explanation is that WS\textsubscript{2} is more stable to oxidation than MoS\textsubscript{2}. This demonstrated the importance of understanding the extent of oxidation of the sputtered tungsten film, as the presence of oxygen is an important factor in determining appropriate annealing/post-annealing conditions.

4.6.4 Vertical growth of MoS\textsubscript{2}

After MoS\textsubscript{2} growth on the same sample, the XRD pattern of the as-grown WS\textsubscript{2}—MoS\textsubscript{2} heterostructure showed strong peaks corresponding to the 1H phase (Figure 4.15).

The XRD data clearly indicated an exact match between the acquired spectrum and the predicted spectrum for the 1H phase of MoS\textsubscript{2}. It is interesting that the software did not highlight any peaks from the WS\textsubscript{2} layer underneath the MoS\textsubscript{2}. This is a good result as it implies a 3R → 1H phase transition in WS\textsubscript{2} under post-annealing. Due to the close lattice-matching of MoS\textsubscript{2} and WS\textsubscript{2}, one would not expect to see large differences in the XRD patterns arising from the same phase of both materials.
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Figure 4.15 XRD pattern of as-synthesised WS2—MoS2 heterostructure W3

Pattern acquired using Cu Kα emission (λ = 1.54 Å) as x-ray source. Acquired pattern matched peaks arising from 1H-MoS2 using PDXL2 software. The acquired and predicted patterns were an exact match, indicating 1H phase synthesis. The pattern was consistent with 1H-1H heterostructure synthesis due to the close lattice-matching of the two materials.

In theory, peak intensities could be improved by post-annealing. However, the efficacy of post-annealing heterostructures is uncertain because too high a temperature risks alloying the two discrete species, while too low a temperature is as good as no post-annealing at all.

These data compare favourably to the CVD-synthesised heterostructure W1. Consider first the Raman spectra of the CVD-grown heterostructure, showing the two major modes of MoS2 (Figure 4.16).

There was a remarkable consistency in peak positions. In the above spectra, two strong peaks are present: either 385.5 cm⁻¹ and 405.2 cm⁻¹, or 386.9 cm⁻¹ and 406.6 cm⁻¹ (depending on the spectrum being viewed). In both cases, the peaks at 385.5 cm⁻¹ and 386.9 cm⁻¹ were consistent with the E₂g mode, and the peaks at 405.2 cm⁻¹ and 406.6 cm⁻¹ were consistent with the A₁g mode. In the absence of a peak at 335 cm⁻¹, these spectra implied 2H phase-pure MoS2 growth.
These Raman spectra were acquired from the CVD-grown heterostructure. The peaks exhibited a remarkably consistent peak separation of 19.7 cm\(^{-1}\), suggesting good coverage of monolayer MoS\(_2\) on top of WS\(_2\). Spectra were normalised to laser power to allow direct comparison irrespective of acquisition conditions.

The peaks exhibited the characteristic \(\Delta \nu = 19.7\) cm\(^{-1}\), which was consistent with monolayer MoS\(_2\). No WS\(_2\) peaks could be observed (see Figure 4.12), indicating good coverage of a vertically nucleated monolayer MoS\(_2\) on the WS\(_2\) surface.

The CVD-grown heterostructure W1 offered PL comparable to that in the literature (see Figures 4.17 and 4.18),\(^{215}\) but crystallinity of W3 (Figure 4.18) could be improved to yield better PL. This is an area for future work.
**Figure 4.17** PL emission from 1L MoS$_2$, WS$_2$ and MoS$_2$—WS$_2$

Heterostructure PL shows characteristic peaks of both constituent materials, exhibiting a strong peak at $\sim$2.07 eV arising from the WS$_2$ A-exciton and a weaker MoS$_2$ A-exciton peak at $\sim$1.92 eV. The exact peak positions and intensities depend on doping and crystallinity, but this serves as a good general approximation of where to find the relevant peaks. *Springer Nature Customer Service Centre GmbH: [Springer Nature] [NATURE NANOTECHNOLOGY], ref. [215], COPYRIGHT 2014*

In the experimental spectra taken from W1 (Figure 4.18(a) and 4.18(b)), the A-excitonic peaks occurred in the positions consistent with an MoS$_2$—WS$_2$ vertical heterostructure. The WS$_2$-derived A-exciton emission occurred at 612 nm (2.03 eV) and the MoS$_2$-derived A-exciton emission at 653 nm (1.90 eV).
Figure 4.18 PL emission from CVD heterostructure W1 (a, b) and as-grown W3 (c, d)

Spectra (a) and (b) were acquired from two regions of the CVD-grown heterostructure W1, while spectra (c) and (d) were acquired from two regions of the liquid-grown heterostructure W3. The top spectra were consistent with the MoS$_2$—WS$_2$ heterostructure with WS$_2$-derived A-exciton emission at 612 nm (2.03 eV) and the MoS$_2$-derived A-exciton peak at 653 nm (1.90 eV). In contrast, the bottom spectra suggested contradictory outcomes, although they did show some evidence of heterostructure formation.

In the experimental spectra, the top row in black shows the expected behaviour of the MoS$_2$ and WS$_2$ excitons of the CVD heterostructure (Figure 4.18(a) and 4.18(b)), in accordance with the literature spectrum (Figure 4.17). In the bottom spectra, showing PL from the ALD heterostructure, there are some notable differences. The two apparent A-excitonic peaks occurred at 661 nm (1.87 eV) and 621 nm (2.00 eV) in Figure 4.18(c), but 650 nm (1.91 eV) and 621 nm (2.00 eV) in Figure 4.18(d). These values were contradictory. In the former case, the peaks were somewhat redshifted with respect to the literature values for the heterostructure and aligned closely with the A- and B-excitons of monolayer MoS$_2$ (see Section 3.6.3), although the higher-energy B-exciton would usually exhibit lower intensity. In the latter case, the lower-energy peak was consistent with the expected heterostructured MoS$_2$ emission, but the higher-energy peak was redshifted with respect to the expected heterostructured WS$_2$ peak. Literature suggests that a peak at 650 nm (1.91 eV) is
also observed at lateral interfaces, but it is of stronger intensity than was observed here. It is possible that some lateral growth of MoS$_2$ could have occurred at WS$_2$ edges. This was expected to be minimal, due to the favourable conditions for vertical nucleation. In addition, WS$_2$ band structure might have been affected by a strain-related redshift attributed to the non-epitaxial substrate. For these reasons, the peaks could not be unambiguously assigned, and the PL emission from the W6 heterostructure was deemed inconclusive. Nevertheless, the WL PL emission was consistent with monolayer growth.

One sometimes sees a third exciton peak that is derived from neither of the materials in isolation but from interfacial n-type doping of WS$_2$ VB electrons into the MoS$_2$ VB, as in Figure 4.19:

![Figure 4.19 Third excitonic peak arising from WS$_2$—MoS$_2$](image)

The VB of MoS$_2$ is close in energy to that of WS$_2$. The expected offset is around 0.7 eV. This is small enough to induce n-type interfacial doping of the MoS$_2$ band structure in a good-quality heterostructure, leading to excitonic emission at 1.41-1.45 eV, a third PL peak. Image reprinted (adapted) with permission from ref. [216]. Copyright 2016 American Chemical Society.

The n-type behaviour is attributed to the small VB offset of ~700 meV between the two materials. Thus, the interlayer-derived excitonic emission occurs at a longer wavelength than the first two peaks, around 875-855 nm (1.41-1.45 eV). However, this is not always observed. PL effects in WS$_2$ are particularly dependent on excitation power and intensity, so it is possible that the same dependence exists in the heterostructure. Alternatively, the absence of the interlayer excitonic peak may attest to poor contact.

Issues related to ambiguity of PL emission or absence of expected peaks could be addressed by post-annealing in forming gas to improve the general crystallinity and specifically the quality of the interfacial contact.
4.7 Conclusion and future work

In this chapter, an application of the TMdC synthesis developed in Chapter 3 was successfully demonstrated for the development of an optically active MoS$_2$—WS$_2$ heterostructure. Sputtered tungsten was sulphurised in CS$_2$ for 4 h and post-annealed by a stepped method in a reductive atmosphere. The resulting WS$_2$ thin film was used as an epitaxial substrate for liquid ALD of MoS$_2$, leading to a clean WS$_2$—MoS$_2$ vertical heterostructure.

The heterostructure conformed to the desired vertical rather than lateral configuration, and this was achieved by controlling the order and temperature of material deposition. Characterisation was performed by Raman and PL spectroscopy as well as XRD and EDXS.

XRD performed on the bottom WS$_2$ layer aligned closely with the 3R phase pattern. Post-annealing of the bottom WS$_2$ layer was shown to be effective using PL spectroscopy and XRD to confirm the direct bandgap transition in the post-annealed monolayer, confirming a high-quality monolayer. This highlighted the efficacy of the stepped post-annealing approach using dilute H$_2$ as a high electron affinity reductant.

Comparison of the liquid-grown and CVD-grown heterojunction suggested a cleaner interface in the latter, as evidenced by PL. The stepped post-annealing approach may offer a route towards improving the contact between the liquid-grown MoS$_2$ phase and the underlying WS$_2$ without the risk of alloying.

The novelty of this method lay in the first demonstration of an ALD-type process of heterostructure synthesis. This process benefits from a solution-phase precursor deposition step leading to a potential reduction in production costs and improvement in volume when the process is scaled up. As well as this, the process benefits from straightforward, commercially available precursors unlike traditional CVD.

This work will advance the field by providing a new, alternative route towards heterostructures that benefits from lower cost than existing CVD-type techniques, readily available precursors and less forcing conditions.

One issue in this work has been the quality of the liquid-grown sample against a CVD-grown reference, as measured by PL. PL quality from the liquid-grown sample was inconsistent with that of a vertical heterostructure. This indicated that either the quality of the interfacial contact was poor or that the structure was not fully of vertical configuration. Future work may focus on improving the contact between the monolayers, as well as developing a true liquid ALD using liquid-phase tungsten deposition using self-limiting precursors. The materials thence grown may offer device performance comparable to those materials grown by existing CVD technologies.
Chapter 5  Exfoliation of Tin(IV) Disulphide (SnS$_2$) by Lithium-Free Intercalation

5.1  Background

In a solar cell, photons interact with semiconducting materials. There are three possibilities for the interaction of the photon with the material:

1. Reflection off the surface.
2. Transmission through the material.
3. Absorption if photon energy is greater than the semiconductor’s bandgap.

The third process is the most important for the photovoltaic effect, which is the generation of current in response to absorption of light. The photon is absorbed if the following condition is satisfied:

$$h \nu > E_b$$  \[5.1\]

where

- $h =$ Planck’s constant
- $\nu =$ frequency of incident photon
- $E_b =$ bandgap of semiconductor

Upon absorption of an incident photon, valence band electrons in the crystal lattice absorb the energy and “jump” the bandgap into the conduction band. The electron leaves behind a hole, which allows other electrons to move freely by diffusion, thus propagating the hole through the network of covalent bonds. In turn, excited electrons diffuse towards a rectifying p-n junction, usually created by two doping regimes in silicon, and accelerate through a potential difference. A simplified classical analogy to this might be that of a ball accelerating as it rolls down a hill. The acceleration through the potential generates an electromotive force that thus converts some of the incident light energy into electrical energy.

Concerns around the use of silicon once again crop up in the solar energy sector, and these have been previously discussed (see Sections 1.2 and 3.1-3.2). Existing alternative materials that have shown photovoltaic potential, such as TiO$_2$ and ZnO, absorb primarily in the UV region, in which lies only 4% of available solar energy. In contrast, 43% of solar energy incident on the Earth lies in the visible region.$^{247}$ This is clear when one considers a solar spectrum.$^{248}$
Figure 5.1 Flux of sunlight incident on Earth

The solar spectrum approximates black-body emission, with the highest irradiance in the visible region. The spectrum suggests that materials which absorb in the visible region may offer advantages in solar energy not presently available using UV absorbers such as TiO$_2$. Spectrum reprinted from ref. [248], copyright 2011, with permission from Elsevier.

Figure 5.1 shows the flux of sunlight incident on the Earth at different wavelengths. Note the difference in irradiance, whether at the top of the atmosphere or at sea level, between the UV and visible regions. Peak irradiance at sea level is $\sim 1.4$ W m$^{-2}$ nm$^{-1}$ at 500 nm, and $\sim 1.0-1.2$ W m$^{-2}$ nm$^{-1}$ across the visible region. In contrast, maximum UV irradiance occurs at $\sim 0.5$ W m$^{-2}$ nm$^{-1}$. Materials that absorb in the visible region will therefore present a viable alternative both to silicon and to UV absorbers. For example, tin(IV) sulphide, SnS$_2$, is an Earth-abundant, non-toxic compound with a bandgap in the visible region.$^{247}$

Materials absorbing in the visible region have been able to rival TMdCs in some optoelectronic applications such as photodetectors, exhibiting a superior response time compared to TMdCs.$^{250, 251}$

Related to this is photocatalysis, a process that is increasingly important in the environmental sector, for instance in the degradation of organic pollutants in water intended for drinking.$^{252}$ Industrial scaling-up of photocatalysis in this way will benefit greatly from visible light-driven materials as opposed to UV absorbers.

The limitations discussed of Si and UV-absorbing materials for photovoltaic and other applications provides the motivation for developing a viable route towards alternative materials.
5.2 Materials

Having considered applications and motives, the discussion turns to suitable materials for advancing the relevant technologies where existing materials are inappropriate. Of course, it is possible to tune the light-absorbing properties of photovoltaic materials, by doping and strain engineering.\textsuperscript{192,249} Pure TiO\textsubscript{2} has a bandgap of 3.2 eV, but its visible-light activity has been predicted to increase by doping the pure material with lead selenide, PbSe, quantum dots,\textsuperscript{253} and has been demonstrated by co-modification with iron and nitrogen.\textsuperscript{254} Photocatalytic properties have been altered by modification with metallic nanoparticles and heterojunctions,\textsuperscript{255,256} and functionalisation with conjugated organics.\textsuperscript{257} Band modification in this way, although reliable and scalable, is a challenging, resource-intensive process that requires careful control of conditions to ensure purity.\textsuperscript{258} Bandgap engineering has also been reported to have a deleterious effect on solar cell stability.\textsuperscript{259}

Among the most promising developments in photovoltaics have been the lead halide perovskites,\textsuperscript{260} an example of which is methylammonium (MA) lead bromide, CH\textsubscript{3}NH\textsubscript{3}PbBr\textsubscript{3}, which has a bandgap of 2.18 eV.\textsuperscript{261}

![Crystal structure of lead halide perovskite](image.png)

**Figure 5.2** Crystal structure of lead halide perovskite

The central methylammonium cation is coordinated to eight PbX\textsubscript{6} octahedra where X = I, Br, Cl. An alternative unit cell is possible wherein the lead halide is in the centre of the structure and is coordinated to eight methylammonium cations. However, such a representation would simply be a translation of the same crystal structure. Lead halide perovskites have been investigated for photovoltaic applications due to high efficiency. Image reproduced from ref. [260] under Creative Commons licensing from Springer Nature.
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MA lead halide perovskites now offer a light-to-electricity conversion efficiency in excess of 22% in solar cells, among the highest reported.\textsuperscript{262} However, there are numerous concerns about the environmental and safety implications of lead (see ref. [263] and references therein) and the chemistry of perovskites,\textsuperscript{263} particularly their instability towards oxidation and thermal and photo-induced degradation,\textsuperscript{264-268} and the difficulty of bandgap tuneability.\textsuperscript{263}

Instead of the above, layered materials that have an intrinsic visible-region bandgap will present a lower-cost alternative to band engineering of UV absorbers and fewer chemical concerns than lead-based perovskites. As previously discussed, the bandgap chemistry of many layered materials is much easier to tune than that of perovskites, and this presents another advantage of such materials.

SnS\textsubscript{2}, is an MX\textsubscript{2}-type IV-VI semiconductor. Apart from the TMdCs, a related family of layered materials is the IV-VI semiconductors. These are compounds of Group IV metals with Group VI chalcogens. The family is not as well-studied as the TMdCs, particularly not by liquid exfoliation. That leaves plenty of scope for exploration in this study. The IV-VI family is isoelectronic to the Group V elements, giving them one more valence electron than silicon.

Like a number of metal(IV) chalcogenides, bulk SnS\textsubscript{2} crystallises into the hexagonal CdI\textsubscript{2} crystal structure, of the form S-Sn-S with the Sn atom octahedrally coordinated to six nearest-neighbour S atoms.\textsuperscript{269} The material possesses two polytypes depending on the layer stacking. 2H-SnS\textsubscript{2} is the metastable, kinetic product of bulk synthesis and dominates bulk structures at T<800 °C, while 4H-SnS\textsubscript{2} is the thermodynamic product dominating at T>800 °C.

![Figure 5.3](image)

\textbf{Figure 5.3} The two polytopes of SnS\textsubscript{2}, conforming to CdI\textsubscript{2} crystal structure

In the figure, reproduced from ref. [269], showing a cross-section of the crystal structure (i.e., c-axis in the plane of the page), Sn is represented by filled circles and S by hollow circles. In the 2H polytype, layers stack in the form ABAB, with tin and sulphur atoms in one layer lying directly below the respective atoms in the layer above. In the 4H polytype, layers stack in the form ABAC, with sulphur atoms in one layer offset by 60° relative to those in the layer above. Additionally, the tin atom in a layer of 4H-SnS\textsubscript{2} lies below a sulphur atom from the layer above. SnS\textsubscript{2} is a visible absorber. Reprinted from ref. [269], copyright 1996, with permission from Elsevier.
Irrespective of the phase, the interlayer spacing is 5.90 Å, and this is an important detail in relation to liquid exfoliation because it will affect the degree of ion intercalation.

SnS$_2$ has the potential for application in the energy, catalysis and environmental industries. Its structure and absorbance properties present two considerable advantages over the present silicon technology. The first advantage is that SnS$_2$ is a layered material, in contrast to silicon. Therefore, the resulting confinement of the electronic wavefunction in a monolayer limits the electronic degrees of freedom to the basal plane of SnS$_2$, leading to a large, direct bandgap. The second advantage offered by SnS$_2$ is its absorbance in the visible region. In contrast to materials such as TiO$_2$, which absorb in the UV region, and lead-based perovskites, which present challenging environmental issues, SnS$_2$ offers the potential to capture a greater percentage of incident solar energy using a relatively non-hazardous material.

### 5.3 Synthesis

Layered materials can be cleaved into their constituent nanosheets by processing in a specific solvent with surface tension close to that of the bulk material. Surface tension is the attraction of surface liquid molecules to the bulk liquid by cohesion. It is a property which tends to minimise surface area. The solvent is such that the solvent—nanosheet interface energy exceeds the interlayer interface energy. This minimises the enthalpy of mixing (Equation 5.2) and, by extension, the enthalpy of exfoliation.

$$\frac{\Delta H_{mix}}{V_{mix}} = \frac{2}{d} (\delta_{\text{mater.}} - \delta_{\text{sol.}})^2 \phi$$

[5.2]

where

- $\frac{\Delta H_{mix}}{V_{mix}}$ = volume-specific enthalpy of mixing
- $d$ = thickness of flake
- $\delta_{\text{mater.}} - \delta_{\text{sol.}}$ = surface tension difference between material and solvent
- $\phi$ = dispersed material volume fraction

By sonication or shearing, the dissolved material is cleaved into solvent-surrounded layers that are thermodynamically stable with respect to the bulk. The dispersion is centrifuged to separate flakes of different thicknesses, and the thinnest flakes are decanted in the supernatant. The process is known as liquid exfoliation (LE) and has been used to extract monolayers from many materials. For further processing, the exfoliated flakes can be adsorbed onto a substrate.

The first LE of a 2D material was performed on graphene by Hernandez, et al.$^{63}$ They found that benzyl benzoate solvent provided the highest-quality nanosheets and a yield of 0.01 mg mL$^{-1}$. 
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Perhaps the seminal work on LE was that of Coleman et al.$^{1}$ They demonstrated LE (Figure 6.1) of several TMdCs, primarily MoS$_2$ and WS$_2$ (NMP was the best solvent for both), and some non-TMDs such as h-BN (isopropanol, IPA). The lateral size of the exfoliated MoS$_2$ and WS$_2$ crystals ranged from 50 nm to 1 μm, while that of the exfoliated h-BN crystals ranged from 100 nm to 5 μm. It is important to note that the processing conditions in each case, such as initial concentration, centrifugation rate and sonication time, were different in order to optimise dispersion.

![Figure 5.4](image)

Figure 5.4  TEM images of exfoliated flakes of (a) h-BN, (b) MoS$_2$ and (c) WS$_2$

Flakes were obtained from sonicated dispersions of the bulk layered materials in appropriate solvents, followed by decantation of the supernatant. Note that the size of flakes in the region of 500 nm – 1 μm. Image from ref. [11]. Reprinted with permission from AAAS.

Suitable solvents must fulfil two criteria:

1. They must disperse the material for a sufficient period of time.
2. The dispersed material must be highly exfoliated.

They found that these were solvents with dispersive, polar and H-bonding moieties. Not all surface energy-matched solvents will dissolve a given solute.$^{69}$ For this, the Hansen solubility parameters are required, and they are defined as follows, taking into account the three bonding components (Equation 5.3):

$$\frac{\Delta H_{\text{mix}}}{V_{\text{mix}}} = \left(\delta_{D,\text{sol}} - \delta_{D,\text{mater.}}\right)^2 + \frac{1}{4} \left(\delta_{D,\text{sol}} - \delta_{D,\text{mater.}}\right)^2 + \frac{1}{4} \left(\delta_{H,\text{sol}} - \delta_{H,\text{mater.}}\right)^2 \right)_\phi [5.3]$$

where $\delta_i$ is the square-root of the dispersive ($i = D$), polar ($i = P$) and hydrogen-bonding ($i = H$) components of the surface free energy of the solvent (sol.) and material (mater.).

Below are other materials exfoliated by Coleman’s group:

MoSe$_2$, MoTe$_2$, TaSe$_2$, NbSe$_2$, Bi$_2$Te$_3$, NiTe$_2$
In all of these cases, the best solvent was N-cyclohexyl-2-pyrrolidone (CHP). However, the choice of solvents was limited to those previously considered for MoS$_2$, WS$_2$ and h-BN, and the processing conditions were not optimised.$^{11}$

The group used UV-vis absorbance spectra as a proxy for the amount of dispersed matter in the centrifuged solutions. This works because of the Beer-Lambert law (Equation 2.3).

Since Coleman’s paper, many other groups have followed suit, and a few predated his study. Several key findings in the field of 2D material liquid exfoliation are summarised in Table 1.2. NMP and CHP are compatible with many nanomaterials. However, both have high boiling points (203 °C and 284 °C respectively). DMF also has a high boiling point of 153 °C. This makes processing of the disperse material difficult. Coleman et al., in their study on graphene, addressed this by substituting NMP and DMF for IPA and acetone, solvents with lower boiling points (83 °C and 56 °C respectively). They observed much lower levels of dispersion due to incompatibility between the surface parameters of the solute and solvent, but accounted for this by optimising processing conditions (i.e., increasing centrifugation time and rate).$^{69}$ This illustrates the trade-off between solvent compatibility and practical realities, necessitating compromise conditions, as in the papers by O’Neill et al.$^{270}$ Stengl et al.$^{78}$ and Gerchman & Alves among others.$^{90}$ Dispersions of nanosheets possess broad distributions of size and thickness, as shown in Figure 5.5. The lateral size range is 20 nm to 5 μm, while the thickness range is 1 to 30 layers. For various applications mentioned in ref. [271], these polydisperse solutions of nanosheets with varying and uncontrollable thickness are unsuitable.
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**Figure 5.5** Liquid-exfoliated WS2 nanosheets centrifuged under different regimes

*Top row – Typical distribution of lateral grain size by liquid exfoliation, measured by TEM. Bottom row – Typical distribution of grain thickness by liquid exfoliation, measured by AFM. Lack of size selectivity makes application of exfoliated flakes quite challenging. Image reprinted (adapted) with permission from ref. [271]. Copyright 2016 American Chemical Society.*

The cascade method employed by Backes *et al.* yielded a near-monodisperse solution of WS2 comprising 75% monolayer by volume.\(^{271}\) However, the absolute yield of the material was not clear, nor was the grain size.

One common method to improve exfoliation yield is ion intercalation, whereby ions are forced into the gaps between layers. The interaction between the ion and the nanosheet stabilises the exfoliated sheet by reducing its surface energy relative to the non-intercalated case. As the interlayer spacing is usually sub-nm, only a limited number of ions can be used for this purpose. The general methods have been discussed elsewhere (see Section 1.3.1).

A well-known approach is lithium ion intercalation, the Li ion being sufficiently small to intercalate many layered materials. The bulk materials is dissolved in a solution of \(n\)-BuLi in hexane, heated to 100 °C and allowed to react for 48-72 hours, producing \(\text{Li}_x[\text{mater.}]\). The process can be performed under stirring in an inert atmosphere without heating, as in several studies on TMdCs.\(^{44,272,273}\) Li-intercalated TMdCs are exfoliated by reaction with water, with the consequent evolution of \(\text{H}_2\) gas forcing layers apart.\(^{274}\) Recently, the techniques of pure solvent exfoliation and lithium intercalation were married by introducing a sonication step (see Figure 5.6).\(^{11,275}\)
Figure 5.6  Setup for sonication-assisted lithium intercalation exfoliation of graphene

A mixture of graphene and 0.5 M n-BuLi in hexane was used. Sonication of the mixture resulted in lithium intercalation between layers, weakening the interlayer attraction and expanding the material. Drying and subsequent sonication in H$_2$O/DMF evolved hydrogen gas, with the resulting rapid volume expansion forcing layers apart. Scheme reprinted from ref. [275], copyright 2013, with permission from Elsevier.

The shock waves generated by sonication are effective in perturbing and fragmenting TMdCs, reducing the reaction time to roughly three hours with intercalants.\textsuperscript{276} As well as being safer than the heating process, sonication is more appropriate than water-based techniques for some materials that are sensitive to degradation in oxidative conditions.\textsuperscript{84, 277}

There are two practical difficulties in lithium intercalation. The first stems from the inability to control the degree of intercalation: too little results in a low yield of monolayers, but too much results in decomposition of the bulk material into ion-bound nanoparticles. Electrochemical exfoliation using a lithium anode and a cathode coated in bulk material was developed as an alternative. This process makes use of lithium discharge under the application of a voltage, wherein the degree of subsequent intercalation can be precisely controlled by modulating the voltage.\textsuperscript{278}
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**Figure 5.7** Setup for electrochemical exfoliation of graphite

Electrochemical intercalation was designed to overcome difficulties in controlling the degree of lithium intercalation during exfoliation. The anode was made of lithium, and the cathode copper coated in a slurry of graphite. The electrolyte was 1 M LiPF$_6$ in a mixture of equal parts ethyl carbonate and dimethylcarbonate. The current density for the process was 0.05 mA cm$^{-2}$. The intercalated bulk material was sonicated in ethanol and centrifuged to separate residual bulk matter. The advantage of the technique is that lithium intercalation is precisely modulated by an applied voltage. Image reproduced from ref. [278] under Creative Commons licensing from J. Wiley & Sons, Inc.

Although monolayer yield has been reported as high as 92% by the method in Figure 5.7, it is an inherently cumbersome process and not easily scalable. Lithium ion intercalation has been observed to effect an unwanted phase change in MoS$_2$ from 2H to 1T.$^{44}$ As previously noted (see Section 3.6.3), the 1T phase is metallic, and so does not exhibit the useful properties of MoS$_2$. The exfoliated flakes then require high-temperature annealing to reform the 2H phase. This is a problem that rather diminishes the gains from a process that ought not to require extreme conditions.

The second problem of lithium intercalation is more difficult to overcome and arises from the inherent safety risks associated with lithium ions. One such hazard is that lithium reacts violently with water in a highly exothermic process. Compounds such as n-BuLi are highly toxic and pyrophoric in air. Thus, very careful handling is required, and lithium-based compounds are generally required to be stored and handled in gloveboxes, which compromises the practicality of using the lithium intercalation method.

The difficulties in precisely controlling lithium intercalation and the safety risks of lithium ions have led to the development of alternative intercalation methods.

Hydroxide ion intercalation overcomes the safety risks because aqueous hydroxide solutions present only a moderate health and safety risk that can be mitigated by good laboratory practice. Water can be used as a low-risk and convenient solvent for hydroxides, which is not the case where lithium ions are involved. Hydroxide ions, like lithium, have an effect on material properties. To
study this, the amount of hydroxide needs to be controlled. Fortunately, this is straightforward because the concentration of hydroxide can be calculated from the pH of the solvent solution.

Liquid exfoliation by ion intercalation has previously been applied to a number of materials, and these have been discussed in Section 1.3.1. Specifically, base intercalation has been explored for the exfoliation of graphene,279 black phosphorus and carbon nitride (C₃N₄).280 The addition of sodium hydroxide, NaOH, increased the exfoliated yield as much as 20-fold with respect to the hydroxide-free case. There is some evidence that the nature of the base is largely irrelevant, suggesting that pH is the most important factor; stable graphene dispersions have been reported using tetramethylammonium hydroxide, potassium hydroxide and sodium carbonate intercalants,281 as well as ammonia.282 Hydroxide-assisted exfoliation of MoS₂ has been reported with a yield of 65% at pH 14,86 compared to 15% in pure solvent.11 Bang et al. compared the effects of LiOH, NaOH and KOH observing that exfoliated yield was inversely proportional to the cation size, suggesting a role for the cation as well as the anion.86

Of the photovoltaic materials capable of absorbing in the visible region, SnS₂ is known to dissolve readily in basic solutions, making it an ideal candidate for hydroxide-mediated exfoliation. Therefore, it was initially chosen for this study.

There is little prior art on the liquid exfoliation of SnS₂, and much of it has settled for obtaining non-uniform thickness distributions, e.g., for TiO₂ sensitisation. Zhang et al. demonstrated liquid exfoliation in ethanol solvent at a starting concentration of 1.67 g L⁻¹, obtaining mixed dispersions of mono-to-few-layer flakes in the vicinity of 200 nm lateral size.258 They made no further attempts at optimisation, nor did they comment on yield. Fu et al. also used ethanol and were able to obtain monolayers, although this required an infeasibly long sonication time (48 h), and the modal size distribution of monolayer flakes was only ~2-4 nm.250 Shen et al. determined that 1:4 IPA:water mixed solvent was a good solvent for SnS₂ exfoliation;283 however, this was based purely on solubility parameters, and there is an issue of long-term stability arising from the mixed-solvent approach, usually due to the volatility of one component of the solvent.194 A single-solvent approach would almost always be preferable for that reason. There is, therefore, a great deal of scope for novel results in the field of SnS₂ liquid exfoliation.

The method investigated for SnS₂ exfoliation herein will advance the field by providing a safe, scalable and less chemically damaging alternative to lithium intercalation. The development of a method towards SnS₂ will open up possibilities in light-based applications (see Section 5.1) not presently demonstrated in the literature.
5.4 Characterisation

Like MoS$_2$ and WS$_2$, SnS$_2$ exhibits characteristic Raman vibrational modes: the $E_g$ at ~205 cm$^{-1}$ and the $A_{1g}$ mode at ~315 cm$^{-1}$. Unlike MoS$_2$ and WS$_2$, however, the peaks do not exhibit reliable $\Delta \bar{u}$ contraction in the monolayer. A different approach is required, and this involves the normalisation of the peaks to the Si line at 521 cm$^{-1}$. Doing this allows the relative intensities of the few-/monolayer peaks to be compared directly to the bulk peaks. For SnS$_2$, there is a systematic and predictable relationship between the peak intensity and the layer thickness. It becomes apparent then that only the $A_{1g}$ is diagnostic of the monolayer. This is because the $E_{2g}$ mode is a weakly-intense vibration in the bulk (seven times weaker than the $A_{1g}$) that weakens further in the monolayer, a phenomenon that can be explained by the reduction of scattering centres. The $A_{1g}$ does, of course, weaken also, but it is of sufficient intensity to begin with that it is still resolvable against the background even in the monolayer. To that end, the expected peak intensity ratio between the $A_{1g}$ line and the Si line, $I_{A_{1g}}/I_{Si}$, is 0.02 in the monolayer, increasing to 0.96 in the bulk.

The ratio is diagnostic of the monolayer and will be used in characterisation.

The bulk (indirect) bandgap has been reported as 2.18-2.44 eV. However, the monolayer possesses a large, direct bandgap of 2.68 eV, corresponding to PL emission at ~460 nm, which is detectable in the blue-indigo region of the visible spectrum. However, PL presents practical difficulties because excitation with a 532 nm, 633 nm or 785 nm laser source would be insufficient. It would require excitation in the UV region.

The above methods rely on a material supported on a substrate, and SiO$_2$/Si dice are the ideal candidates for this, as previously explained (see Section 2.2.3).

For this project to achieve its aim, the relative effects of changing pH will need to be quantified in terms of the yield of material. Thus, a method for analysing material concentration in the as-prepared solutions of material is necessary. UV-vis spectroscopy is the ideal candidate for this because the Beer-Lambert law can be used to calculate the concentration of SnS$_2$ in the basic solutions provided that the molar extinction coefficient, $\varepsilon$, is known (see Section 2.2.2).

Fortunately, it is possible to calculate $\varepsilon$ using an aqueous control solution of known SnS$_2$ concentration. Formulating dilute solutions of aqueous SnS$_2$ by serial dilution of a starting solution allows absorbance data to be plotted against UV-vis absorbance, in which case $\varepsilon$ is the gradient of the line of best fit. This is a standard procedure for calculating molar extinction coefficients, and the obtained value of $\varepsilon$ is then applied to every subsequent Beer-Lambert calculation.
5.5 Experimental details

5.5.1 Control solvent

Aqueous SnS$_2$ (10 g L$^{-1}$) was prepared by sonication for 2 h in a Decon FS100b ultrasonic bath (35-45 kHz, 75W). UV-vis absorbance spectra were obtained at five concentrations prepared by sequential dilution: 100%, 50.0%, 10.0%, 5.0% and 2.5%. The optical path length (i.e., quartz cuvette width) was 1 cm. The excitation range was 900-190 nm with a source changeover at 350 nm. The accumulation time was 0.5 nm s$^{-1}$ against a reference of pure water acquired at 1.0 nm s$^{-1}$. Data were acquired on a Varian CARY 300 Bio UV-vis spectrophotometer.

Additional solutions were derived at 7.5% concentration (by redilution of three-quarters of the 10% solution) and 1.0% concentration (by redilution of two-fifths of the 2.5% solution).

5.5.2 Basic solvent preparation

Two stock solutions of aqueous base were prepared, at pH 9.0 (± 0.5) and pH 13.0 (± 0.5) respectively. The solutions were prepared respectively by dissolving KOH in deionised water and gently sonicating for 15 minutes. The pH was tested using pH paper to give a reading accurate to within 0.5 units. Incremental adjustments were made where necessary by adding small amounts of KOH or by further dilution.

5.5.3 Sonication and centrifugation

Sample SnS$_2$ solutions were prepared at a concentration of ~10 g L$^{-1}$ in each basic solvent. The solutions, including the control, were sonicated for 6 h, with samples taken at every 2 h interval. At each interval, five aliquots (~1 mL) of each sample solution were taken. The first of these was not centrifuged, the second was centrifuged at 800 rpm for 20 minutes, the third at 1600 rpm for 20 minutes, and the fourth at 2400 rpm for 20 minutes. The fifth was subjected to cascade centrifugation, whereby the supernatant resulting from 800 rpm centrifugation was re-centrifuged at 1600 rpm, and the supernatant resulting from that was re-centrifuged at 2400 rpm. The tables below therefore show the full dataset, 45 solutions prepared under unique conditions of pH, sonication time and centrifugation speed.
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Table 5.1  Liquid exfoliation parameters – aqueous

<table>
<thead>
<tr>
<th>cent. speed/rpm</th>
<th>0</th>
<th>800</th>
<th>1600</th>
<th>2400</th>
<th>Cascade</th>
</tr>
</thead>
<tbody>
<tr>
<td>sonication t./h</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>E0-0</td>
<td>E0-1</td>
<td>E0-2</td>
<td>E0-3</td>
<td>E0-12</td>
</tr>
<tr>
<td>4</td>
<td>E0-4</td>
<td>E0-5</td>
<td>E0-6</td>
<td>E0-7</td>
<td>E0-13</td>
</tr>
<tr>
<td>6</td>
<td>E0-8</td>
<td>E0-9</td>
<td>E0-10</td>
<td>E0-11</td>
<td>E0-14</td>
</tr>
</tbody>
</table>

Table 5.2  Liquid exfoliation parameters – pH 9

<table>
<thead>
<tr>
<th>cent. speed/rpm</th>
<th>0</th>
<th>800</th>
<th>1600</th>
<th>2400</th>
<th>Cascade</th>
</tr>
</thead>
<tbody>
<tr>
<td>sonication t./h</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>E1-0</td>
<td>E1-1</td>
<td>E1-2</td>
<td>E1-3</td>
<td>E1-12</td>
</tr>
<tr>
<td>4</td>
<td>E1-4</td>
<td>E1-5</td>
<td>E1-6</td>
<td>E1-7</td>
<td>E1-13</td>
</tr>
<tr>
<td>6</td>
<td>E1-8</td>
<td>E1-9</td>
<td>E1-10</td>
<td>E1-11</td>
<td>E1-14</td>
</tr>
</tbody>
</table>

Table 5.3  Liquid exfoliation parameters – pH 13

<table>
<thead>
<tr>
<th>cent. speed/rpm</th>
<th>0</th>
<th>800</th>
<th>1600</th>
<th>2400</th>
<th>Cascade</th>
</tr>
</thead>
<tbody>
<tr>
<td>sonication t./h</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>E2-0</td>
<td>E2-1</td>
<td>E2-2</td>
<td>E2-3</td>
<td>E2-12</td>
</tr>
<tr>
<td>4</td>
<td>E2-4</td>
<td>E2-5</td>
<td>E2-6</td>
<td>E2-7</td>
<td>E2-13</td>
</tr>
<tr>
<td>6</td>
<td>E2-8</td>
<td>E2-9</td>
<td>E2-10</td>
<td>E2-11</td>
<td>E2-14</td>
</tr>
</tbody>
</table>

5.5.4  Characterisation

A single drop of each as-prepared solution was pipetted onto pre-cleaned SiO2/Si substrate dice for characterisation. The dice were pre-heated to 150 °C (50 °C above the boiling point of the solvent)\(^\text{194}\) to ensure rapid evaporation of the solvent and prevent agglomeration of flakes by the coffee-ring effect. The remaining solution was kept back for UV-vis analysis. The substrate-supported flakes were used for characterisation by OM, Raman spectroscopy and XRD. It was not possible to perform photoluminescence due to practical difficulties of performing UV excitation.

UV-vis measurements were carried out by drawing a specific volume of solution from the top of each solution (thus omitting large sediment) and diluting it to a known factor in order to prevent
saturation of the detector. In the analysis of absorbance data, peak absorbance was simply multiplied by the dilution factor in order to obtain the “actual” absorbance.

5.6 Results and discussion

5.6.1 SnS$_2$ extinction coefficient

It is crucial to know the mass-specific extinction coefficient, $\epsilon$, of SnS$_2$ in order to calculate the yield from liquid exfoliation. UV-vis absorbance data obtained from the control sample (see Section 5.5.1) were used to calculate $\epsilon$. First of all, the raw data obtained at 2.5%, 5.0% and 10.0% concentration are plotted for clarity in the range 800-200 nm. Higher concentrations resulted in saturation of the detector and were not selected for analysis.

![Figure 5.8 UV-vis absorbance of aqueous SnS$_2$](image)

_Spectra were obtained at 10.0% (green), 5.0% (red) and 2.5% (blue) of initial concentrations. Solutions were prepared by serial dilution of 10 g L$^{-1}$ mother solution sonicated for 2 h. The absorbance peak at 250-255 nm is quite pronounced, which can be used to calculate the extinction coefficient._

The most distinct absorption peaks appear at 250-255 nm, and the maximum absorbance (A) at these wavelengths was plotted against the absolute concentration. The spectra confirmed that the choice of solvent was appropriate because the UV absorbance cut-off of water (~190 nm) did not interfere with the absorbance of the material. The spectra also showed that the main peaks had
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shoulder peaks developing at their red edges, and the shoulders corresponded to absorbance in the visible region around 400-450 nm. These peaks will be important for applications but were not selected for analysis here.

The peak absorbance allows for \( \varepsilon \) to be extracted as per the Beer-Lambert law (Equation 2.3), which defines the absorbance at a given wavelength as a function of the solution concentration. The Beer-Lambert law shows that the gradient of the plot is the extinction coefficient, provided that the path length is constant. A common path length is 1 cm.

The table below shows the peak absorbance of each solution at 254 nm, including absorbance of solutions at 7.5% and 1.0% initial concentration.

**Table 5.4**  Peak absorbance of aqueous SnS₂

<table>
<thead>
<tr>
<th>[SnS₂] (aq)/g cm(^{-3})</th>
<th>Absorbance @ 254 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.2067</td>
</tr>
<tr>
<td>0.00025</td>
<td>0.5020</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.9840</td>
</tr>
<tr>
<td>0.00075</td>
<td>1.4998</td>
</tr>
<tr>
<td>0.001</td>
<td>2.094</td>
</tr>
</tbody>
</table>

A plot of the above data allows \( \varepsilon \) to be extracted.

**Figure 5.9**  Determination of the extinction coefficient of SnS₂ at 254 nm

Plotting peak absorbance against concentration for a constant absorbance path length presents a linear relationship between the two variables such that \( \varepsilon \) is extracted as the gradient of the line of best fit. The error bars were obtained by performing linear regression on the raw data and obtaining the 95% confidence intervals.
These data offer a precise value for the molar extinction coefficient, and an explanation of error extraction is provided in Appendix B.1:

\[ \varepsilon = 2100 \pm 170 \text{ g}^{-1} \text{ cm}^2 \]

In an ideal case, one may prefer to use independently prepared solutions rather than a serial dilution. This is to ensure that errors in the starting solution concentration do not filter down into the dilutions leading to a systematic error. However, this was not done here. The reason for using a serial dilution was to preserve the starting material. It is not expected that this will have a substantial effect on the outcomes of this project, because relative values of concentration will be sufficient for determining the optimal conditions.

In this project, the effect of pH on the UV-vis absorbance was thought to be variable, but this will be discussed where necessary. For that reason, the extinction coefficient calculated here was presumed to be the extinction coefficient in every subsequent concentration calculation.

As a further point of interest, these UV-vis data will be instructive to the research community in solvent-scanning. A solvent is inappropriate for UV-vis spectroscopy if it has an absorbance cut-off at a longer wavelength (lower energy) than the peak absorbance wavelength of the material or close to it. This rules out solvents containing phenyl groups, double-bonding and large atoms such as chlorine or sulphur. These and similar solvents, were they found to be good solvents for SnS\(_2\), would not be appropriate choices as they would limit the scope for UV-vis absorbance analysis.

### 5.6.2 Analysis of as-prepared solutions

It is important to note some caveats when analysing UV-vis absorbance of nanosheets. Firstly, flakes that correspond to the wavelength of the excitation source can cause scattering of light. This phenomenon is known as Mie scattering. It is not a problem for very small objects such as nanoparticles less than 200 nm in size, and nor is it a problem for larger flakes greater than 800 nm. In those cases, the size of particles lies outside the range of the spectrophotometer. Unfortunately, liquid exfoliation tends to produce a large number of flakes with lateral sizes of hundreds of nanometres. It will be important to consider the effects of scattering on the absorbance. Scattering affects absorbance indirectly by increasing the optical path length, the quantity ‘l’ in the Beer-Lambert law. Therefore, greater scattering will increase observed absorbance relative to a hypothetical non-scattering case in which only the concentration of species affects absorbance. Secondly, the extent of scattering is inversely proportional to a power of incident wavelength, as per the approximation (Equation 5.4):
Exfoliation of Tin(IV) Disulphide (SnS2) by Lithium-Free Intercalation

\[ A \propto \lambda^{-n} \quad [5.4] \]

where \( A \) = absorbance
\( \lambda \) = incident wavelength
\( n \) = an exponent that takes a value between 1 and 4 in the scattering case

The implication of Equation 5.4 is that there could be anything between an inverse linear and inverse fourth-power relationship between the absorbance and the incident wavelength in the scattering case.

Overall, then, there is a confounding effect on absorbance of nanoflake solutions, arising from scattering of incident light by particles corresponding to its wavelength. Therefore, UV-vis absorbance of a given solution cannot be assumed to have a strict linear relationship with concentration.

According to Coleman et al., there is an experimental method to determine whether a scattering component is present in the absorbance. This involves plotting the spectra on a log—log scale. The Coleman group found that a straight line in the longwave region indicated scattering. This is in accordance with the relation in Equation 5.5 such that the following approximation is true:

\[ \log(A) = -n \log(\lambda) \quad [5.5] \]

Equation 5.5 is simply a linearisation of 5.4 and shows that the gradient of the linear portion of a log—log plot of absorbance against wavelength will yield the value of the exponent \( n \). This method worked for WS2, MoS2 and h-BN, and accordingly it may be sufficiently generic a method to be applied to other materials.

The UV-vis absorbance data are plotted below. The plots show the effect of changing pH for a given set of sonication and centrifugation parameters. Each plot shows three UV-vis absorbance curves, each acquired at different pH under a given set of sonication and centrifugation conditions.
Figure 5.9  UV-vis absorbance data for SnS$_2$(aq.) at 2 h sonication

Control (blue), pH 9 (red) and pH 13 (green) solutions at 10 g L$^{-1}$ sonicated for 2h and data acquired before centrifugation. As pH was increased, so absorbance decreased. Given all other conditions were the same, the reduction in absorbance was likely attributable to the changing pH. Yields are not directly estimable from absorbance, due to possible effects of scattering.

Figure 5.9 shows the effects of two hours of sonication. The control solution exhibited a maximum absorbance of ~9.3 at 254 nm, and absorbance at the same wavelength was observed in the pH 9 solution, although the maximum was ~3.9. No peak was seen in the 250-255 nm region for the pH 13 solution. It is important to note that as the sonication and centrifugation parameters were identical, differences in absorbance can most likely be attributed to pH effects. The corresponding log—log plots were used to quantitatively assess the effect of Mie scattering:
Figure 5.10 Determination of scattering effect in 2h-sonicated solutions

Plotting the \( E_0-0 \) UV-vis spectrum (blue) and \( E_1-0 \) UV-vis spectrum (red) in the longwave region on a logarithmic scale linearised absorbance and allowed the effect of scattering, \( n \), to be extracted from the gradient of the line of best fit. An \( n \)-value of 1-4 indicated scattering.

The value of the exponent \( n \) was determined from the gradients of the lines as \( 4.80 \pm 0.02 \) for \( E_0-0 \) and \( 0.60 \pm 0.02 \) for \( E_1-0 \). The numbers suggest that solutions \( E_0-0 \) and \( E_1-0 \) were unaffected by scattering under their synthetic conditions. However, Figure 5.10 did not show a prodigious background from \( E_2-0 \) absorbance, so it was not included in Figure 5.11.

Assuming full dissolution and negligible scattering, using the extinction coefficient calculated in the previous section 6.6.1 yields concentrations of \( 4.40 \pm 0.40 \text{ g L}^{-1} \) (control) and \( 1.90 \pm 0.16 \text{ g L}^{-1} \) (pH 9), i.e., \( \sim 44\% \) and \( \sim 19\% \) yield respectively based on the starting concentration of \( 10 \text{ g L}^{-1} \). The extent to which it is reasonable to neglect scattering effects is dependent on the interplay between parameters. Flake size is inversely proportional to sonication time: longer sonication yields smaller flakes. Therefore, the assumption is more likely at least to be a close approximation at short sonication times. OM was used to roughly judge the size distribution of as-exfoliated flakes as a way to provide confirmation.
Figure 5.11 Selected OM images of as-deposited SnS$_2$ flakes from solution E0-0

The control sample was used to determine the size distribution of flakes after 2 h sonication. Flakes were deposited on SiO$_2$ as in Section 5.5.4 and observed under optical microscopy. Many flakes, identifiable as light blue regions against the dark substrate, were micron scale, indicating that it was reasonable to neglect the effect of scattering.

The OM images in Figure 5.11, all acquired at the same magnification, showed a mixture of thick and thin, large and small, flakes. This is evidenced by the differences in optical contrast even within the same flake. In image (c), the large, dark flake on the order of 3-5 μm shows that bulk material remained in the solution without centrifugation. The images suggest that sub-micron flakes were not present in the dispersion in great quantity, so the assumption in the concentration calculations holds true for E0-0. However, the smaller flakes are more difficult to see without higher magnification, which compromises resolution.

The OM images can be complemented by Raman data. Although it is a sensitive technique, Raman is most effective when particle size is greater than the laser spot size. This is because crystal edges act as defects, leading to elastic backscattering of electrons, which has previously been shown to broaden certain Raman peaks. In practice, at the magnifications achievable on the equipment available, spot size is 1-2 μm. The spot size could be effectively reduced by reducing laser power, but this would be unlikely to help very much because it would make weak monolayer signals susceptible to noise. A laser power of 10% maintained a small spot size while providing sufficient resolution of weak signals.

Raman spectroscopy of deposited flakes from solution E0-0 shows a combination of bilayer and multilayer flakes, suggesting that these were suboptimal conditions without any centrifugation. Below is an example of a bilayer Raman spectrum.
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Figure 5.12 Raman spectrum of flake from solution E0-0 supported on SiO₂

Spectrum acquired from the control solution, normalised to laser power, shows a peak at 315 cm⁻¹ corresponding to the $A_{1g}$ phonon in the bilayer. (Inset) The layer thickness is confirmed by blowing up the material peak such that its intensity relative to the Si-line can be resolved: 0.03 corresponds to 2L-SnS₂.

For comparison, see Figure 5.13 for the bulk SnS₂ Raman spectrum. The intensity of the $A_{1g}$ mode in the bulk starkly illustrates the importance of the intensity ratio for the thickness characterisation of this material.

Figure 5.13 Raman spectrum of bulk SnS₂

In contrast to the few-layer spectrum, the bulk spectrum exhibits a much larger ratio of the $A_{1g}$ intensity with respect to the Si line. Commonly, the ration in the bulk exceeds 0.96. This is a straightforward method of inferring layer thickness from Raman spectroscopy.
Figure 5.13 represents quite an extreme case. It shows the Raman spectrum of the as-received bulk crystal without any exfoliation. The peak ratio in this case is ~200, but a ratio greater than or equal to 0.96 denotes bulk. The spectrum highlights very clearly the effect of thickness on A_{1g} peak intensity, showing why it is diagnostic of the monolayer.

Solution E1-0 showed the effect of the same sonication time but in pH 9 solution rather than pure water as solvent.

![Figure 5.14](image)

**Figure 5.14 Selected OM images of as-deposited SnS$_2$ flakes from solution E1-0**

These images show the effect of changing pH. Comparing these images to those in Figure 5.12, one sees that changing solvent from water to pH 9 solution, while keeping all other exfoliation conditions the same, led to a more uniform dispersion of flakes, which are identifiable as blue specks against the dark substrate.

One notable difference between the OM images in Figures 5.11 and 5.14 was that the latter figure showed a more uniform dispersion of particle size. The large flakes present in the aqueous solution after 2 h sonication were not present in the pH 9 solution, even without centrifugation. The flakes in the latter figure were still micron-sized, suggesting few-layer thickness, but minimal scattering. Again, it is important to note that while smaller flakes might have been present, this was difficult to corroborate, due to the limits of magnification and resolution.

Solution E2-0 still offers a useful comparison of pH effects. The corresponding substrate was prepared by deposition of as-prepared flakes after 2 h sonication at pH 13 (and no centrifugation). Thus, it is a direct comparison with sample E0-0. The possible effects of pH are discussed in the Section 5.6.5.

XRD of many different substrate-supported samples provided further confirmation of the presence of SnS$_2$ across a range of exfoliation conditions at pH 9. An example XRD pattern is shown in Figure 5.15. It was acquired from sample E1-14 and shows the observed pattern and the calculated SnS$_2$ pattern.
Figure 5.15 XRD pattern from E1-14 flakes (blue) and calculated SnS	extsubscript{2} pattern (red)

XRD pattern of sample E1-14 (pH 9, 6 h sonication, cascade centrifugation) shows good agreement between the experimental and calculated sample (using PDXL2 software). The positional agreement provides evidence of good-quality exfoliation without chemical damage to the flakes. Peak height does not agree in all cases but may be affected by flake thickness.

The observed and calculated patterns exhibited a good overlap of low- and mid-angle peaks, confirming that SnS	extsubscript{2} was produced at pH 9. One also sees at the high-angle end of the pattern, 2\(\theta\)>50\(^\circ\), that there were peaks that obviously did not conform to the expected SnS	extsubscript{2} pattern, although it is possible that some peak shift had taken place due to strain-related effects in a monolayer on an amorphous substrate or defects arising from the exfoliation process. This may explain the poor fit between the intense peak at 2\(\theta\) = 56.5\(^\circ\) and the nearest calculated SnS	extsubscript{2} peak. A consideration of the species present in the starting solutions suggested a possible reaction between SnS	extsubscript{2} and hydroxide ions, yielding products such as SnO, SnO	extsubscript{2} or Sn(OH)	extsubscript{2}. No characterisation data exist for tin(IV) hydroxide, as it is an unstable species that readily oxidises in ambient conditions. In fact, some of the high-angle peaks could be fitted to an SnO XRD pattern, as in Figure 5.16.
Figure 5.16 High-angle XRD peaks (blue) correspond to SnO impurities (green)

Comparison of high-angle experimental peaks from sample E1-14 with calculated SnO pattern (using PDXL2) showed good agreement at 50.6° and 56.5°. This suggested a possible, but very limited, chemical reaction of SnS₂ with the hydroxide ions at pH 9.

The reflection at 2θ = 50.6° was attributable to SnO, while the calculated peak at 56.6° was observed as a shoulder to the SnS₂-derived peak at 56.5°. In fact, performing Raman spectroscopy over many regions did not indicate that SnO was present in anything other than trace amounts at pH 9.

Monolayers of SnS₂ were detected from as-deposited regions of every sample at pH 9, attesting to the favourability of the hydroxide-mediated approach. Example monolayer spectra taken from various samples are reproduced in Figure 5.17:
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Figure 5.17 Selected 1L Raman spectra from pH 9 samples

These are amalgamated Raman spectra acquired from several samples at pH 9. Spectra normalised to laser power for plotting on the same graph irrespective of acquisition conditions. The presence of an A₁g phonon at 315 cm⁻¹ indicated that monolayer SnS₂ was obtained across a range of possible conditions at pH 9. (Inset) The blown-up spectrum confirms the characteristic monolayer peak I₄/I₅ ratio of 0.02.

In the spectra in Figure 5.17, the A₁g vibrational mode of SnS₂ can be seen as a weak peak. The intensity of each peak relative to the Si-line at 521 cm⁻¹ was 0.02, a clear indication of monolayers. Notwithstanding the monolayers present in each sample, the morphology of deposited flakes varied considerably between different conditions. An example of this was the contrast in appearance between flakes deposited from E1-1 and E1-14, and this will be shown in the next section.

5.6.3 Screening of all solutions – aqueous and pH 9

UV-vis absorbance analysis was applied to each solution as per the Beer-Lambert law and scattering estimation. The tabulation of samples therefore shows the percentage yield for a given set of parameters. In Table 5.4, data from the aqueous solution and the pH 9 solution are shown. Where percentage yield could not be reliably calculated, it was not shown. Where the absorbance
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was affected by Mié scattering, the n-value is shown. This implies the corresponding yield was an overestimate.

Table 5.4  Percentage yields and scattering from aqueous and pH 9 solutions

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>800 rpm</th>
<th>1600 rpm</th>
<th>2400 rpm</th>
<th>Cascade</th>
</tr>
</thead>
<tbody>
<tr>
<td>2h</td>
<td>43%, 19%</td>
<td>44% (3.40), 27%</td>
<td>39% (3.00), 29%</td>
<td>44%, 35% (1.40)</td>
<td>43%,</td>
</tr>
<tr>
<td>4h</td>
<td>44%, 96%</td>
<td>44% (4.00), 71%</td>
<td>11%, 49%</td>
<td>9%, 51%</td>
<td></td>
</tr>
<tr>
<td>6h</td>
<td>44%, 87%</td>
<td>7%, 88%</td>
<td>6%, 130%</td>
<td>4%, 74%</td>
<td></td>
</tr>
</tbody>
</table>

In the table, the first percentage in each cell denotes the yield from aqueous solution, and the next one is the percentage yield from pH 9 solution. Data from pH 13 were not included, and this omission will be explained in the next section.

According to the table, the best conditions for yield were 4 h sonication at pH 9 (E1-4), giving 96% yield, and 6h sonication at pH 9 followed by centrifugation at 800 rpm (E1-9), giving 88% yield. However, the Raman data suggested that monolayer yield was not maximised. Few-layer flakes persisted in solution E1-4, while the monolayer count was very low in E1-9. This was confirmed by OM. In fact, the best Raman spectra, in the sense of the highest count of monolayers detected, resulted from 4h sonication at pH 9 followed by centrifugation at 800 rpm (E1-5, Figure 5.20). In the case of E1-9, it is possible that monolayers were too small to detect under the magnification possible using the Olympus microscope. Techniques such as SEM may afford a better picture of which of the solutions E1-5 and E1-9 offered a greater monolayer yield.

Conditions E1-5 resulted in 71% yield, importantly with a high degree of monodispersity. This represented >27% increase in yield with respect to the corresponding conditions without hydroxide. Conditions E1-9 offered an even greater improvement in yield against the aqueous conditions. The yields obtained here using hydroxide were comparable to literature, attesting to the efficacy of the method for SnS2 liquid exfoliation.
Figure 5.18 Representative characterisation data from E1-5

OM images of micron-scale dispersion from E1-5 (pH 9, 4 h sonication, 800 rpm centrifugation), scale bars = 3 μm, showing regions of uniform monolayer flakes. Spectra normalised to laser power to allow plotting on same graph irrespective of acquisition conditions. Note the good degree of monodispersity indicated by similarly-coloured flakes. UV-vis absorbance indicated 71% yield.

The data in Figure 5.19 contrast with those from E1-9. Notably, the OM images suggested fewer observable monolayers as a proportion of the entire dispersion (Figure 5.20).
Figure 5.18 Representative characterisation data from E1-9

OM images of micron-scale dispersion from E1-9 (pH 9, 6 h sonication, 800 rpm), showing regions of uniform monolayer flakes (315 cm\(^{-1}\)). Spectra normalised to laser power to allow plotting on the same graph irrespective of acquisition conditions. Note the non-uniform dispersion here, indicated by the flakes of differing contrast against the background. UV-vis absorbance indicated 88% yield, which contradicts the Raman data showing a low monolayer count. It may be that monolayer flakes were too small to detect in this case compared to E1-5 due to longer sonication time.

The Raman data confirmed monolayer SnS\(_2\), but the OM images seemed to contradict the higher yield. It is likely that 6 h sonication time played a significant role in breaking the lattice perpendicular to the basal plane, thus resulting in monolayers too small to be observed by conventional microscopy. Such monolayers, sub-micron in lateral size, would not prodigiously affect the background of the UV-vis spectrum, so this explanation is consistent with the data. That suggests it was entirely possible that E1-9 did, in fact, contain a higher monolayer yield. SEM could be used to confirm this.

The exponent n varies with flake size,\(^{288}\) and the tight range of n-values at 800 rpm (n = 3.40-4.00) suggests that roughly the same size of flake was selected for at the same centrifugation speed,
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while higher centrifugation speed selected for a different size (n = 1.40 @ 2400 rpm). This was entirely consistent with expectations, because that is the purpose of centrifugation at greater speeds.

In general, one sees that yield increased with the presence of hydroxide for sonication times longer than 2 h. The solvent provides the medium allowing the ions to intercalate into the interlayer gaps. As previously discussed, the interlayer distance in SnS2 is ~0.60 nm, but the ionic radius of the hydroxide ion is 0.11 nm, allowing easy intercalation. The ion insertion then causes expansion of the interplanar spaces, facilitating exfoliation by sonication.

The yield obtained from absorbance of solution E1-10 (pH 9, 6 h sonication, 1600 rpm centrifugation) suggested a concentration of 130%. This is clearly nonsensical, but there is a possible explanation for it. If the UV absorption at the peak wavelength of 254 nm arose from an optical bandgap, then a degree of aggregation of nanoflakes could have an effect on the electronic wavefunction, changing the size of the bandgap. This in turn would break the linearity of the Beer-Lambert law by affecting the absorbance through a variable other than concentration. The corresponding change in the extinction coefficient would result in a misleading calculation of the absolute concentration. The anomalous yield did not appear in any other case, but further work may focus on elucidating the nature of the anomaly and the extent to which it applies to other yields.

5.6.4 Cascade centrifugation

To analyse the efficacy of the cascade centrifugation method, the UV-vis absorbance of the solution subjected to cascade centrifugation (E0-3) was plotted alongside that after 2400 rpm centrifugation (E0-12):
Figure 5.19 Effect of cascade centrifugation on yield

UV-vis absorbance spectra of aqueous solutions sonicated for 2h. E0-3 was centrifuged at 2400 rpm, and E0-12 was centrifuged by the cascade method.

The spectra look remarkably similar, so much so that they are almost superimposable. According to the figure, the peak absorbance occurred at ~9.3 for E0-3 and ~9.2 for E0-12. This suggested that, if anything, the cascade method had a marginally detrimental effect on yield. However, to estimate yield, the n-values also need to be known.

Comparison of n-values between 2400 rpm- and cascade-centrifuged solutions after 2 h sonication showed:

E0-3 (2400 rpm):  n = 4.50 ± 0.02

E0-12 (cascade):  n = 4.90 ± 0.02

As per the Coleman study, these values suggest that these absorbance spectra were not affected by Mié scattering. Accordingly, absorbance was assumed to have scaled linearly with concentration according to the Beer-Lambert law. The yields therefore corresponded to 44.3% (E0-3) and 43.7% (E0-12). Accounting for the effect of volumetric error in the molar extinction coefficient value, the slight difference in yield between the 2400 rpm and cascade methods was insignificant: (44.3±3.8)% compared to (43.7±3.9)%. However, it is important to note that this is not a general indictment of the cascade method, because these solutions were prepared under specific conditions of solvent, concentration and sonication time, all of which affect the yield before the centrifugation step. Other conditions give a more favourable view of the cascade method. For evidence of this,
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cascade centrifugation of E1-14 (pH 9, 6 h sonication) yielded an absorbance peak at ~15.7 and n = 4.10 ± 0.01, a yield of 74%.

The cascade method had a notable effect on the uniformity of the monolayer dispersion, as evidenced by OM images. Figure 5.20 showed few-layer SnS2 flakes deposited on SiO2 from solution E0-3 and E0-12.

![Figure 5.20 Dispersion from E0-3 and E0-12 – effect of cascade centrifugation](image_url)

The images in the top row, acquired from as-deposited flakes from solution E0-3, showed a good dispersion of high-contrast flakes. This is indicative of thickness, a sign that the solution likely contained a mixture of few-layer and monolayer flakes. It is unlikely that thicker flakes would be present given the high centrifugation speed. One sees that the contrast of the flakes from E0-12 on the bottom row was much lower against the substrate, even at higher magnification. The flakes in the latter case did not show as large a size distribution as the flakes from E0-3. This is to be expected as a consequence of the greater selectivity of cascade centrifugation for smaller flakes.

The same effect was observed comparing the OM images of E1-11 (pH 9, 6 h sonication, 2400 rpm centrifugation) and E1-14 (pH 9, 6 h sonication, cascade centrifugation):
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**Figure 5.21** Dispersion E1-11 and E1-14 – effect of cascade centrifugation

(Top row) Dispersion of SnS₂ on SiO₂ from E1-11; (Bottom row) Dispersion of SnS₂ on SiO₂ from E1-14. E1-11 (pH 9, 6 h sonication, 2400 rpm) flakes showed a larger size distribution compared to E1-14 (pH 9, 6 h sonication, cascade) flakes. As in the aqueous case, so in the pH 9 case. All other conditions being the same, the difference in the size distribution was attributed to the greater size selectivity of the cascade method.

The UV-vis absorbance evidence suggests that although cascade centrifugation did not result in a greater yield than straight centrifugation at 2400 rpm (given comparable synthetic parameters), the greatest benefit of the method was in its selectivity for monolayers, as evidenced by OM and Raman spectroscopy. The images on the right, from the cascade solution, compare favourably to an example of a good-quality dispersion from the literature:

**Figure 5.22** An "ideal" dispersion of WS₂

Taken from ref. [194], this optical image shows liquid-exfoliated WS₂ drop-casted onto SiO₂/Si in much the same way that was used in the experiments outlined here. Note the contrast of the flakes (blue specks) against the substrate background. This pattern was repeatedly observed in good-quality dispersions of SnS₂ produced herein (Figures 5.20 and 5.21).
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According to Backes et al., flakes with lateral size greater than 150 nm are readily observed by their optical contrast alone, even a low magnifications.$^{194}$ Figure 5.22 therefore showed a good dispersion of WS$_2$ flakes (dark blue) against the brighter substrate surface.

If the solution is thought to contain a large concentration of monolayer flakes, the UV-vis absorbance can be used to calculate the bandgap of the material. The absorption coefficient is calculated by the following relation:$^{11}$

\[
\alpha = 2.303 \frac{A}{l} \quad [5.6]
\]

where \( A \) = absorbance

\( l \) = optical absorbance path length/m

The absorption coefficient can be used with the Tauc equation to extract the material bandgap:$^{11}$

\[
\alpha h\nu = (h\nu - E_b)^r \quad [5.7]
\]

where \( h\nu \) = photon energy

\( E_b \) = bandgap energy

\( r \) = index dependent on nature of bandgap

Then a Tauc plot is constructed, wherein an exponential function of the absorption coefficient is plotted against the bandgap energy. The exponent depends on the nature of the optical transition and is selected such that the plot shows a linear region that can be extrapolated to show the bandgap. The Tauc plot can be used as a complementary diagnostic tool for the monolayer because a 1L-SnS$_2$ flake is expected to have a direct bandgap at ~2.68 eV;$^{285}$ in contrast, the bulk bandgap lies at 2.18-2.44 eV.$^{247,286}$

The optical path length was 0.01 m, allowing the absorption coefficient to be calculated at each value of absorbance. A Tauc plot shows \( \alpha h\nu^{\frac{1}{r}} \) vs \( h\nu \) where \( h\nu \) is the excitation energy in electron volts. The exponent \( r \) is selected from 0.5, 1.5, 2 and 3 with each value corresponding a calculation of the allowed direct, forbidden direct, allowed indirect and forbidden indirect bandgaps respectively. Extrapolation of the linear portion of a resulting Tauc plot (Figure 5.23) to the energy axis leads to the bandgap. For a worked example, see Appendix C3.
Performing this process on the UV-vis absorbance spectrum of E1-14 yielded an allowed direct bandgap of 2.70 ± 0.10 eV, which was corroborated by performing the same calculation on the E0-12 spectrum, leading to a very consistent value of 2.76 ± 0.14 eV. Within their respective margins of error, these values agree exactly with 1L bandgap reported in the literature (2.68 eV).291

5.6.5 Effect of pH 13 on exfoliation

The evidence indicated that liquid exfoliation at pH 13 effected a chemical reaction between the material and hydroxide ions in solution. This was evidenced by Raman spectra (Figure 5.24).

---

**Figure 5.23** Tauc plot to determine monolayer SnS₂ bandgap

Plot was derived from UV-vis absorbance of solution E1-14 (pH 9, 6 h sonication, cascade centrifugation). Extrapolation of linear portion confirmed a direct bandgap of ~2.70 eV, demonstrating good-quality monolayers.
**Figure 5.24** Representative Raman spectra of as-deposited flakes from pH 13 solution

Spectra were acquired from different samples spanning the full range of parameters used and are thought to be representative of typical results at pH 13. Spectra were normalised to laser power to allow for plotting on the same graph irrespective of acquisition conditions. Note that the absence of an $A_{1g}$ phonon indicates that no SnS$_2$ was detected at pH 13. The peaks present should not be mistaken for the characteristic vibration; it is a Si-derived vibration at 303 cm$^{-1}$.

Representative spectra of typical regions of as-deposited flakes from pH 13 solutions showed no $A_{1g}$ peak corresponding to the presence of SnS$_2$ under any combination of sonication and centrifugation parameters. The peak at ~303 cm$^{-1}$ should not be mistaken for a tin(IV) sulphide peak; it is a substrate peak arising from SiO$_2$/Si.

Limited spectra did confirm the presence of small flakes of SnS$_2$, but these were rare and difficult to find. In fact, across many dozens of sampled regions from the pH 13 dispersions, fewer than ten spectra showed the presence of any SnS$_2$ at all. Figure 5.25 showed optical images (acquired using the viewfinder of the Raman microscope) of selected SnS$_2$ flakes and corresponding Raman spectra showing 1-3 layer thickness. These were the only surviving examples of few-layer SnS$_2$ that could be found.
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**Figure 5.25** Limited evidence of 1-3L SnS\textsubscript{2} flakes from pH 13 solutions

The spectra i-iii correspond to the centres of the respective crosshairs in images a-c. The crosshairs were centred on apparent flakes clearly visible against the background. The Raman spectra indicated that only spectrum i was a monolayer with \( I_A/I_S \) ratio of 0.02, while ii and iii represented trilayers with ratio around 0.04.

Figure 5.25 shows Raman spectra corresponding to the respective points (i), (ii) and (iii) in images (a), (b) and (c). The \( A_{1g} \) peak of spectrum (i) exhibited the ratio \( I_A/I_S = 0.02 \), which denoted a monolayer. The same peaks of spectra (ii) and (iii) exhibit a ratio of 0.04, which denotes a trilayer.

The difficulty in detecting SnS\textsubscript{2} under any condition strongly suggested that, in fact, pH was the confounding variable in this case. It is possible that sonication of the material in a concentrated basic solution induced a chemical reaction between the SnS\textsubscript{2} and the hydroxide ions.

Grazing incidence XRD was used to elucidate the product(s) of this reaction. Figure 5.26 shows the acquired XRD pattern from an SiO\textsubscript{2}-supported sample of pH 13-exfoliated flakes and the expected SnS\textsubscript{2} spectrum generated using PDXL2 software.
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Figure 5.26 XRD pattern of E2-7 and calculated pattern from SnS$_2$

XRD pattern of E2-7 (pH 13, 4 h sonication, 1600 rpm) showed almost no overlap between the observed and calculated (using PDXL2) SnS$_2$ patterns. This suggested that the crystal structure consistent with SnS$_2$ was not present in this sample. Information obtained by other characterisation methods suggested that this was not an atypical pattern for a pH 13 sample. The observed spectrum could not be matched to available results in the database, and the exact product observed here remains unknown to the author.

The observed pattern hardly conformed to any of the expected SnS$_2$ peaks, a stark contrast to the pH 9 case, which showed ample overlap of peaks. This was further confirmation that the conditions effected a chemical reaction at pH 13. However, the nature of the product proved difficult to elucidate as the observed pattern did not fit with calculated patterns corresponding to SnO, SnO$_2$ or various complexed Sn$_x$S$_y$, Sn$_x$O$_y$ and Sn$_x$(OH)$_y$ species. Further characterisation work such as elemental analysis could offer a compositional insight into this product, and perhaps TEM could be used to elucidate structural information.

5.7 Conclusion and future work

Exfoliation of SnS$_2$ (10 g L$^{-1}$) was performed by a lithium-free intercalation method using hydroxide ions as intercalants in water. Optimal conditions of pH, sonication time and centrifugation speed resulted in a 71% yield of monodisperse monolayers as determined by UV-vis spectrophotometry. This was obtained at pH 9 after 4 h sonication and 800 rpm centrifugation for 20 minutes. The yield represented greater than 26% improvement in yield compared to the
corresponding conditions in water as solvent (which was affected by scattering), confirming the
efficacy of hydroxide intercalation as a viable, high-yield method for liquid exfoliation of SnS₂.

The novelty of this method lay in the first application of a lithium-free intercalation method to
SnS₂, as well as the first use of aqueous media for SnS₂ exfoliation. This method allows for a safer
and less chemically damaging exfoliation method for SnS₂ than the use of lithium.

The monodispersity of solutions was determined by a combination of OM, Raman microscopy and
UV-vis absorbance. OM showed the lateral size distribution of flakes deposited on SiO₂ from
different solutions. Many monolayer flakes obtained at the optimum conditions of 4 h sonication
were of micron-order, and this was an important result. The ability to obtain micron-sized 1L flakes
at short sonication times (<7 h) means that the trade-off between sonication time and flake size
could be overcome using hydroxide intercalation, and this could be of considerable benefit to the
research community in the future. However, further work may be done using higher-resolution
imaging techniques such as SEM and TEM to ensure that the smallest monolayer flakes can be
detected. This may lead to better assessment of optimal conditions.

A pH of 13 effected a chemical reaction between the material and hydroxide ions, and this suggests
that there is an optimum pH. Traces of SnO contaminant were found by XRD even at pH 9, but
these were deemed not to have significantly affected the monodispersity, because they were hardly
detectable over a range of samples by Raman measurement. Future work may focus on elucidating
the optimum pH; it is likely to be either side of pH 9.

Cascade centrifugation was explored as a means of maximising monolayer yield. Although UV-
visible spectrophotometry suggested no significant difference between the yield obtained from
centrifugation at 2400 rpm and successive centrifugation at 800, 1600 and 2400 rpm, optical and
Raman microscopy showed that the monodispersity of the cascaded sample was better than that of
the non-cascade case. The quality of monolayers produced both by the cascade and straight
centrifugation was demonstrated by the Tauc method, yielding a direct bandgap of 2.70 ± 0.10 eV
and 2.76 ± 0.14 eV respectively, which is in strong agreement with the literature on monolayer
SnS₂.286

The data obtained in this study offer a route towards further parameter optimisation. For instance, it
is thought that the starting concentration of material was sub-optimal based on the literature. This
study was limited by the amount of starting material that was available. For that reason, it was not
possible to investigate higher concentrations, nor was it possible to investigate longer sonication
times without diluting the sample further. This presented a trade-off between concentration and
sonication time. The possibility of obtaining higher yield at longer sonication times should be
explored, provided that a higher concentration be used. In particular, it may be important to
consider the difference in sonication quality obtainable by a tip sonicator. There is some evidence
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that tip sonication offers more controllable and reproducible conditions.\textsuperscript{19d} It was also not possible to trial longer or shorter centrifugation times.

Most importantly, this method offers a route towards a low-risk, low-cost and high-yield alternative to lithium intercalation. This study offered no comparison between hydroxide- and lithium-mediated yields. But that was not the explicit intention. The study does show that a safer and more reliable alternative to lithium intercalation is available for SnS$_2$.

As the field advances towards alternatives to silicon for photonic technologies, the research community will benefit from lithium-free exfoliation offered by the method herein for safely and efficiently producing a high yield of good-quality monolayer SnS$_2$. 

\textsuperscript{184}
Chapter 6  Summary of Findings, Conclusions and Future Work

The findings presented in this thesis have addressed longstanding concerns in materials synthesis for nanoelectronic devices – particularly issues of industrial scalability, material quality and costs of production. By addressing application-specific challenges, such as the need for semiconducting Si alternatives in optoelectronics and visible absorbers in solar energy harvesting, the thesis provides the research community with an understanding of how research into materials such as MoS$_2$, WS$_2$ and SnS$_2$ can be developed.

Chapter 3 presented the case for new materials to replace silicon in nano- and optoelectronic technologies, due to the limitations imposed on Si by Moore’s Law. Briefly, as technologies are continually scaled down to the nanometre scale, the effectiveness of silicon as a semiconductor becomes limited by the material’s small indirect bandgap and the fact that silicon is a non-layered material (see Section 3.1). Therefore, the development of layered semiconductors such as the transition metal dichalcogenides (TMdCs) becomes crucial, not only to access atomic layer thickness but to improve electronic performance by accessing a larger, tuneable bandgap.

MoS$_2$ was presented as a viable alternative to Si for many nano- and optoelectronic properties due to its layered structure, large breakdown field and large, tuneable bandgap (see Section 3.2). Existing synthetic routes to MoS$_2$ have produced large monolayer films with good crystallinity, but many chemical vapour deposition (CVD) routes are complex, requiring fine control of precursors. CVD tends to produce polycrystalline monolayers, which are affected by electrical resistance at grain boundaries and are therefore not ideal for electronic applications.

The results herein demonstrated large single crystals around 100 μm in lateral size, as demonstrated by optical microscopy (OM) and scanning electron microscopy (SEM) and comparable to prior art (see Section 3.3), using low-temperature liquid atomic layer deposition (ALD) of the molybdenum-containing precursor. Large, well-formed single crystals were obtained from sulphurisation of precursor deposited at 80 °C as compared to >500 °C for traditional ALD and CVD. These single crystals were monolayer and highly crystalline, as demonstrated by Raman spectroscopy; phase-pure, as demonstrated by photoluminescence (PL); and structurally consistent with the prior art, as demonstrated by transmission electron microscopy (TEM). PL measurements in particular proved that the monolayers exhibited good light emission properties, possessing a bandgap of 1.86 eV and a valley splitting of 140 meV, both values in good agreement with the literature. It is expected that this method will advance the field by providing a new route to the synthesis of optoelectronic-grade single crystals, a good improvement on existing techniques.
Summary of Findings, Conclusions and Future Work

The novelty of this new method is that it combined liquid-phase chemistry with layer-by-layer deposition of precursors as seen in ALD to produce monolayers for the first time. The use of a precursor solution to introduce ammonium heptamolybdate was reported for the first time and will lead to reduction in production costs because the system does not need to be maintained at high vacuum and high temperature as in traditional ALD.

Future work may be focussed on incorporation of monolayers produced by this method into devices to test breakdown properties and carrier mobility. To achieve good-quality device properties, it will be crucial to maximise single crystal size beyond that achievable by CVD. Possible routes towards this will include careful choice of substrate, substrate functionalisation and control of annealing and post-annealing parameters. For instance, sapphire could offer an epitaxial substrate to promote merging of well-aligned crystallites without grain boundaries, or hydroxide-etched SiO₂ could promote nucleation on dangling surface bonds. The latter would be a route towards a true ALD in the sense of being surface-limited. Another area of development will be to create a fully liquid-phase process, and this could be achieved using a liquid sulphur precursor, such as CS₂. The advantage of a fully liquid process followed by relatively low-temperature annealing will be to reduce production costs further by eliminating the need for high vacuum and high-temperature annealing. However, such a process will need to be carefully controlled because ensuring a clean interface at the substrate will be a difficult process where solvent is involved. The effect of this can be mitigated by ensuring the closest possible precursor—surface interaction to overcome the solvation energy. Careful control of dip-coating and annealing temperatures will also be important particularly if the solvent is non-volatile.

Chapter 4 presented an application for liquid ALD by using it in the development of an MoS₂—WS₂ heterostructure (see Section 4.1). The MoS₂—WS₂ heterostructure was presented as an ideal proof of concept because of the close lattice-matching between the two materials (see Section 4.2). Furthermore, the band alignment properties present within this heterostructure offer unique electronic properties, such as spatial charge separation, which are not accessible in the monolayer.

Following a discussion of the limitations of existing heterostructure synthetic techniques (see Section 4.3), the heterostructure was fabricated by deposition of WS₂ by sputtering and annealing in sulphur, followed by the use of the WS₂ as an epitaxial substrate for the liquid ALD growth of MoS₂, thus conforming to the discrete deposition requirement of ALD. The heterostructure presented herein conformed to the desired vertical rather than lateral configuration, and this was achieved by controlling the order and temperature of material deposition. Characterisation was performed by Raman spectroscopy, PL, as x-ray diffraction (XRD) and energy dispersive x-ray spectroscopy (EDXS). Comparison of optoelectronic properties between the liquid ALD heterostructure and a CVD-grown control sample suggested a cleaner interface in the latter.
This represented a novel approach to heterostructure synthesis in that an ALD-type process for making heterostructures has never previously been reported. This approach will be of benefit in heterostructure research by offering a lower-cost alternative to traditional CVD.

Ensuring a sharp and clean interface remains the primary challenge of this liquid-based approach and is an area for development in future. This will be important in order to make use of the unique interfacial properties of the heterostructure as compared to its constituent monolayers, such as band alignment leading to the spatial separation of charge carriers.

Chapter 5 presented a choice of Si alternatives for photovoltaic applications, with specific focus on visible absorbers as opposed to UV absorbers such as TiO₂ and ZnO₂ (see Section 5.1). The case for SnS₂ was presented, as it is a non-toxic material with inherently favourable electronic properties for solar energy harvesting applications (see Section 5.2).

The challenge of large-scale exfoliation of layered materials has not been met by existing techniques such as the tape method, while lift-off techniques (see Section 5.3) introduce technical complexity. In contrast, liquid-phase exfoliation is high-throughput and practically straightforward.

Liquid exfoliation has previously been combined with lithium ion intercalation to produce monolayers of TMdCs in high yield. However, lithium ion intercalation requires careful safety controls and damages monolayer properties. Therefore, the liquid exfoliation of large flakes of monolayer SnS₂ with the addition of sodium hydroxide ions was presented. The method developed herein offers a route to safe exfoliation of SnS₂ with no effect on material properties at moderate pH. The exfoliated monolayers were of micron scale in lateral size, as determined by OM. Thickness was confirmed by Raman spectroscopy. Yields in excess of 70% were obtainable in under 7 h sonication and with only moderate pH and centrifugation conditions. The use of cascade centrifugation led to improved size selection and monodispersity of exfoliated flakes, as shown by the count of monolayers detected by Raman spectroscopy. The Tauc method demonstrated excellent agreement with the experimentally-obtained bandgaps and theoretical values. These results have never been previously reported and present a yield comparable to literature with shorter sonication time and moderate centrifugation, even at suboptimal starting concentration around 10 g L⁻¹. As the process is developed and optimised in future, it will offer a means of large-scale monolayer production with more moderate conditions than are currently used, which will reduce production costs. This method informs the research community in the rich area of photovoltaics and addresses some of the synthetic challenges therein. This method advances the field by providing a new, safe and high-yield route towards a key photovoltaic material in contrast to existing techniques, which are hazardous, chemically damaging and low-yield.

The novelty of this method lay in the first reporting of an intercalation-based exfoliation of SnS₂ and the first use of aqueous media for SnS₂ exfoliation.
Summary of Findings, Conclusions and Future Work

Future work will focus on precisely fine-tuning conditions to determine the optimum parameters not only for maximising monolayer yield, but also for preserving the crystallinity and chemical properties of the material. Device incorporation will allow for probing of photochemical properties of the resultant monolayers.

The research in this thesis has addressed key challenges in moving beyond the use of silicon-based technologies. New materials have been considered, and new methods have been proposed for developing them that offer ease of production without compromising quality. These methods are commended to the research community.
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Appendix A  Liquid ALD of Molybdenum Disulphide

A.1 MoS₂ seeding parameters

Table A.1  MoS₂ seeding parameters

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Seeding method</th>
<th>Conc./g mL⁻¹</th>
<th>Solvent</th>
<th>Tilt</th>
<th>Temp./°C</th>
<th>Few-layer seed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>a</td>
<td>92</td>
<td>Water</td>
<td>No</td>
<td>70</td>
<td>Yes</td>
</tr>
<tr>
<td>S2</td>
<td>a</td>
<td>92</td>
<td>Water</td>
<td>No</td>
<td>70</td>
<td>Yes</td>
</tr>
<tr>
<td>S3</td>
<td>a</td>
<td>92</td>
<td>Water</td>
<td>No</td>
<td>25</td>
<td>Yes</td>
</tr>
<tr>
<td>S4</td>
<td>a</td>
<td>92</td>
<td>Water</td>
<td>No</td>
<td>25</td>
<td>Yes</td>
</tr>
<tr>
<td>S5</td>
<td>a</td>
<td>46</td>
<td>Water</td>
<td>30°</td>
<td>70</td>
<td>No</td>
</tr>
<tr>
<td>S6</td>
<td>a</td>
<td>46</td>
<td>Water</td>
<td>30°</td>
<td>70</td>
<td>No</td>
</tr>
<tr>
<td>S7</td>
<td>a</td>
<td>46</td>
<td>Water</td>
<td>30°</td>
<td>80</td>
<td>No</td>
</tr>
<tr>
<td>S8</td>
<td>a</td>
<td>46</td>
<td>Water</td>
<td>30°</td>
<td>80</td>
<td>No</td>
</tr>
<tr>
<td>S9</td>
<td>a</td>
<td>46</td>
<td>Ethanol (50% v/v)</td>
<td>30°</td>
<td>90</td>
<td>No</td>
</tr>
<tr>
<td>S10</td>
<td>a</td>
<td>46</td>
<td>Ethanol (50% v/v)</td>
<td>30°</td>
<td>90</td>
<td>No</td>
</tr>
<tr>
<td>S11</td>
<td>b</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>Yes</td>
</tr>
<tr>
<td>S12</td>
<td>b</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>Yes</td>
</tr>
<tr>
<td>S13</td>
<td>a</td>
<td>46</td>
<td>Ethanol (50% v/v)</td>
<td>50°</td>
<td>100</td>
<td>Unknown</td>
</tr>
<tr>
<td>S14</td>
<td>a</td>
<td>46</td>
<td>Ethanol (50% v/v)</td>
<td>50°</td>
<td>100</td>
<td>Unknown</td>
</tr>
<tr>
<td>S15</td>
<td>b</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>Yes</td>
</tr>
<tr>
<td>S16</td>
<td>b</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>Yes</td>
</tr>
</tbody>
</table>

A.2 Mo precursor dip-coating on bare substrates

In the table, note that substrate [1] was SiO₂/Si, and substrate [2] was c-cut sapphire. Additional notes about substrate preparation: T23-25 were prepared with 11, 31 and 45 nm channels created by RIE before deposition. T35-36 were prepared by pre-treatment of the substrate by sonication in aqueous KOH (0.2 M) to improve ALD character. A number of solvents were used for the precursor solution, but water was judged the best one. Increasing dip-coating time from 1 min. to 15 min. resulted in a substantial improvement in coverage, but a further increase to 60 min. resulted in only marginal improvement.
Table A.2  Deposition parameters of molybdenum precursor

<table>
<thead>
<tr>
<th>Sample no. [substrate]</th>
<th>Solvent</th>
<th>Conc./g mL$^{-1}$</th>
<th>Dip-coat t./min.</th>
<th>T./°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1 [1]</td>
<td>Water</td>
<td>0.2</td>
<td>1</td>
<td>40</td>
</tr>
<tr>
<td>T2 [1]</td>
<td>Water</td>
<td>0.2</td>
<td>15</td>
<td>40</td>
</tr>
<tr>
<td>T3 [1]</td>
<td>Water</td>
<td>0.2</td>
<td>60</td>
<td>40</td>
</tr>
<tr>
<td>T4 [1]</td>
<td>Acetone</td>
<td>0.2</td>
<td>1</td>
<td>40</td>
</tr>
<tr>
<td>T5 [1]</td>
<td>Acetone</td>
<td>0.2</td>
<td>15</td>
<td>40</td>
</tr>
<tr>
<td>T6 [1]</td>
<td>Acetone</td>
<td>0.2</td>
<td>60</td>
<td>40</td>
</tr>
<tr>
<td>T7 [1]</td>
<td>Water</td>
<td>0.2</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>T8 [1]</td>
<td>Water</td>
<td>0.2</td>
<td>15</td>
<td>25</td>
</tr>
<tr>
<td>T9 [1]</td>
<td>Water</td>
<td>0.2</td>
<td>60</td>
<td>25</td>
</tr>
<tr>
<td>T10 [1]</td>
<td>Acetone</td>
<td>0.2</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>T11 [1]</td>
<td>Acetone</td>
<td>0.2</td>
<td>15</td>
<td>25</td>
</tr>
<tr>
<td>T12 [1]</td>
<td>Acetone</td>
<td>0.2</td>
<td>60</td>
<td>25</td>
</tr>
<tr>
<td>T13 [1]</td>
<td>Water</td>
<td>0.2</td>
<td>15</td>
<td>50</td>
</tr>
<tr>
<td>T14 [1]</td>
<td>Water</td>
<td>0.2</td>
<td>15</td>
<td>60</td>
</tr>
<tr>
<td>T15 [1]</td>
<td>Water</td>
<td>0.2</td>
<td>15</td>
<td>70</td>
</tr>
<tr>
<td>T16 [1]</td>
<td>Water</td>
<td>0.2</td>
<td>15</td>
<td>80</td>
</tr>
<tr>
<td>T17 [1]</td>
<td>Water</td>
<td>0.2</td>
<td>15</td>
<td>90</td>
</tr>
<tr>
<td>T18 [1]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>50</td>
</tr>
<tr>
<td>T19-20 [1]</td>
<td>40% acetone</td>
<td>0.2</td>
<td>15</td>
<td>50</td>
</tr>
<tr>
<td>T18' [1]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>70</td>
</tr>
<tr>
<td>T19' [1]</td>
<td>40% acetone</td>
<td>0.13</td>
<td>15</td>
<td>70</td>
</tr>
<tr>
<td>T20' [1]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>70</td>
</tr>
<tr>
<td>T21-21' [1]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>80</td>
</tr>
<tr>
<td>T22-25 [1]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>70</td>
</tr>
<tr>
<td>T26 [1]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>80</td>
</tr>
<tr>
<td>T27 [1]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>70</td>
</tr>
<tr>
<td>Sample no. [substrate]</td>
<td>Solvent</td>
<td>Conc./g mL(^{-1})</td>
<td>Dip-coat t./min.</td>
<td>T./°C</td>
</tr>
<tr>
<td>------------------------</td>
<td>---------</td>
<td>---------------------</td>
<td>-----------------</td>
<td>-------</td>
</tr>
<tr>
<td>T28-28* [1]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>80</td>
</tr>
<tr>
<td>T29 [2]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>70</td>
</tr>
<tr>
<td>T30 [1]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>70</td>
</tr>
<tr>
<td>T31 [1]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>80</td>
</tr>
<tr>
<td>T32 [2]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>80</td>
</tr>
<tr>
<td>T33-34 [2]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>70</td>
</tr>
<tr>
<td>T35-38 [1]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>80</td>
</tr>
<tr>
<td>T39-40 [1]</td>
<td>Water</td>
<td>0.13</td>
<td>Overnight</td>
<td>25</td>
</tr>
<tr>
<td>T41-43 [1]</td>
<td>Water</td>
<td>0.13</td>
<td>15</td>
<td>80</td>
</tr>
<tr>
<td>T44-47 [1]</td>
<td>Water</td>
<td>0.13</td>
<td>Overnight</td>
<td>80</td>
</tr>
</tbody>
</table>

Table A.3  Dip-coating of sulphur precursor

<table>
<thead>
<tr>
<th>Sample</th>
<th>Sulphur source</th>
<th>Dip-coating t./min.</th>
<th>T/°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>T41</td>
<td>CS(_2)</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>T42</td>
<td>CS(_2)</td>
<td>20</td>
<td>35</td>
</tr>
<tr>
<td>T43</td>
<td>CS(_2)</td>
<td>20</td>
<td>35</td>
</tr>
</tbody>
</table>
### A.3 Mo precursor dip-coating on seeded substrates

**Table A.4** Dip-coating on seeded substrates.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Precursor</th>
<th>Solvent</th>
<th>Dip-coat t./min.</th>
<th>T./°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Ammonium molybdate</td>
<td>Water</td>
<td>2</td>
<td>40</td>
</tr>
<tr>
<td>S2</td>
<td>Ammonium molybdate</td>
<td>Water</td>
<td>2</td>
<td>40</td>
</tr>
<tr>
<td>S3</td>
<td>Ammonium molybdate</td>
<td>Water</td>
<td>2</td>
<td>40</td>
</tr>
<tr>
<td>S4</td>
<td>Ammonium molybdate</td>
<td>Water</td>
<td>2</td>
<td>40</td>
</tr>
<tr>
<td>S11</td>
<td>Ammonium molybdate</td>
<td>Water</td>
<td>2</td>
<td>40</td>
</tr>
</tbody>
</table>

### A.4 Annealing

For sulphurisation in elemental sulphur, 1600-2000 mg S was used. In experiments in a smaller tube furnace, the amount was reduced to 1200 mg then 200 mg to mitigate blockage of the exhaust. Where 5% H₂ is shown, the sample was annealed in a 95:5 mixture of argon (57 sccm) and hydrogen (3 sccm) up to 500 °C, and thereafter in argon.

**Table A.5** Sulphurisation, annealing and post-annealing in elemental sulphur

<table>
<thead>
<tr>
<th>Sample</th>
<th>Sulphur/ mg</th>
<th>Gas</th>
<th>Gas flow/ sccm</th>
<th>T.∕°C</th>
<th>t./min.</th>
<th>Post-anneal T.∕°C</th>
<th>Post-anneal t./min.</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1-18</td>
<td>1600</td>
<td>N₂</td>
<td>100</td>
<td>800</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T19</td>
<td>1600</td>
<td>N₂</td>
<td>100</td>
<td>800</td>
<td>10</td>
<td>1000</td>
<td>60</td>
</tr>
<tr>
<td>T18’-20’</td>
<td>1600</td>
<td>N₂</td>
<td>100</td>
<td>800</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T21</td>
<td>1200</td>
<td>5% H₂</td>
<td>60</td>
<td>800</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T21’</td>
<td>200</td>
<td>5% H₂</td>
<td>60</td>
<td>800</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T22</td>
<td>2000</td>
<td>N₂</td>
<td>100</td>
<td>800</td>
<td>10</td>
<td>1000</td>
<td>60</td>
</tr>
<tr>
<td>T23-26</td>
<td>2000</td>
<td>N₂</td>
<td>100</td>
<td>800</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T27</td>
<td>2000</td>
<td>N₂</td>
<td>100</td>
<td>800</td>
<td>10</td>
<td>1000</td>
<td>60</td>
</tr>
<tr>
<td>T28</td>
<td>1200</td>
<td>5% H₂</td>
<td>60</td>
<td>800</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T28’</td>
<td>200</td>
<td>5% H₂</td>
<td>60</td>
<td>600</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T29-30</td>
<td>2000</td>
<td>N₂</td>
<td>100</td>
<td>800</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T33-34</td>
<td>2000</td>
<td>N₂</td>
<td>100</td>
<td>800</td>
<td>10</td>
<td>1000</td>
<td>60</td>
</tr>
</tbody>
</table>
### Table A.6 Sulphurisation, annealing and post-annealing in CS₂

<table>
<thead>
<tr>
<th>Sample</th>
<th>T/°C</th>
<th>t/min.</th>
<th>Gas, flow rate/sccm</th>
<th>Post-anneal T./°C</th>
<th>Post-anneal t./min.</th>
<th>Gas, flow rate/sccm</th>
</tr>
</thead>
<tbody>
<tr>
<td>T31</td>
<td>800</td>
<td>10</td>
<td>N₂, 100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T32</td>
<td>800</td>
<td>10</td>
<td>N₂, 100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T35</td>
<td>800</td>
<td>240</td>
<td>N₂, 100</td>
<td>1000</td>
<td>60</td>
<td>Ar: H₂, 50:10</td>
</tr>
<tr>
<td>T36</td>
<td>800</td>
<td>240</td>
<td>N₂, 100</td>
<td>1000</td>
<td>60</td>
<td>Ar: H₂, 50:10</td>
</tr>
<tr>
<td>T37</td>
<td>800</td>
<td>60</td>
<td>N₂, 100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T38</td>
<td>800</td>
<td>60</td>
<td>N₂, 100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T39</td>
<td>800</td>
<td>60</td>
<td>N₂, 100</td>
<td>1000</td>
<td>60</td>
<td>Ar: H₂, 54:6</td>
</tr>
<tr>
<td>T40</td>
<td>800</td>
<td>60</td>
<td>N₂, 100</td>
<td>1000</td>
<td>60</td>
<td>Ar: H₂, 54:6</td>
</tr>
<tr>
<td>T41</td>
<td>450</td>
<td>60</td>
<td>Ar, 60</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T42</td>
<td>800</td>
<td>60</td>
<td>Ar: H₂, 54:6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T43</td>
<td>800</td>
<td>60</td>
<td>Ar: H₂, 54:6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T44</td>
<td>800</td>
<td>60</td>
<td>N₂, 100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T45</td>
<td>800</td>
<td>60</td>
<td>N₂, 100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T46</td>
<td>800</td>
<td>60</td>
<td>N₂, 100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T47</td>
<td>800</td>
<td>60</td>
<td>N₂, 100</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A.5 Calculation of interplanar d-spacing

See below for calculations corresponding to TEM images of MoS$_2$ domains as discussed in Section 3.6.3 in the main body.

Figure A.1: Calculation of interplanar d-spacing

(a) TEM image of a crystalline region of a sample grown at 80 °C dip-coating and ten minutes of annealing at 800 °C sulphurisation with sulphur flakes. (b) FFT of the whole region showing the six-fold-symmetrical diffraction spots of the (100) and (110) lattice planes. (c) Mask applied over the top of two diametrically-opposite spots in the inner ring. (d) Inverse FFT of the masked area showing clearly the lattice planes in the crystal. A line profile is drawn over the top, perpendicular to the lattice planes. (e) Line profile of the highlighted region in (d).
A region of interest (Figure A.1(a)) is selected and an FFT taken (Figure A.1(b)).

Two diametrically-opposite spots in the same diffraction pattern are masked and the unmasked areas removed from the image (Figure A.1(c)).

An inverse FFT of the masked area is taken to yield an image of the lattice planes in the crystal (Figure A.1(d)). A line profile is taken perpendicular to the lattice planes.

The line profile is plotted (Figure A.1(e)). To determine the d-spacing, two points are selected that are of roughly equal height on the +y-axis. The distance in +x between these two points is read as 3.792 nm. The number of “spaces” between the two points is counted (14). Dividing the distance by the number of spaces gives the d-spacing between two adjacent lattice planes.

\[
\frac{3.792 \text{ nm}}{14} = 0.271 \text{ nm}
\]

A.6 Dip-coating of CS₂ – variable quality

A representative Raman spectrum below, obtained from samples T42 and T43, showed scant evidence of the characteristic peaks of mono-/few-layer MoS₂ (cf. Section 3.6.6). Similar spectra were obtained from several regions across the two substrates.

![Representative Raman spectrum of CS₂-grown samples T42 and T43](image)

*The absence of any peaks at the characteristic positions of the \( E_{2g} \) and \( A_{1g} \) modes suggested, across a range of regions sampled, that the CS₂ dip-coating method produced inconsistent quality of material.*
Appendix B  Liquid Exfoliation of Tin(IV) Disulphide

B.1  UV-vis absorbance data for molar extinction coefficient determination

Below is the output of regression analysis performed on the plot shown in Figure 5.7. The molar extinction coefficient is the gradient of the line, which is described as the “coefficient”. The upper and lower 95% confidence levels are shown.

SUMMARY OUTPUT

<table>
<thead>
<tr>
<th>Regression Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple R</td>
</tr>
<tr>
<td>R Square</td>
</tr>
<tr>
<td>Adjusted R Square</td>
</tr>
<tr>
<td>Standard Error</td>
</tr>
<tr>
<td>Observations</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ANOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Df</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>Regression</td>
</tr>
<tr>
<td>Residual</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Standard Error</th>
<th>t Stat</th>
<th>P-value</th>
<th>Lower 95%</th>
<th>Upper 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.02371</td>
<td>-0.74233</td>
<td>0.511727</td>
<td>-0.12538</td>
<td>0.077953</td>
</tr>
<tr>
<td>X Variable 1</td>
<td>2078.874</td>
<td>39.95568</td>
<td>3.45E-05</td>
<td>1913.293</td>
<td>2244.455</td>
</tr>
</tbody>
</table>

The error in the molar extinction coefficient is calculated by worst-case scenarios using the upper and lower 95% confidence intervals. This method accounts for all volumetric errors accumulated during the preparation of the various concentrations used for UV-vis absorbance measurements in Section 6.6.1.

\[(2244.4 - 2078.9) \text{ g}^{-1} \text{ cm}^2 = 165.5 \text{ g}^{-1} \text{ cm}^2\]

\[(2078.9 - 1913.3) \text{ g}^{-1} \text{ cm}^2 = 165.6 \text{ g}^{-1} \text{ cm}^2\]

The error in the molar extinction coefficient was 170 g^{-1} cm^2 to two significant figures.
B.2 Determination of scattering in UV-vis spectra

B.2.1 2h-Sonicated aqueous solutions

SUMMARY OUTPUT

<table>
<thead>
<tr>
<th>Regression Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple R</td>
</tr>
<tr>
<td>R Square</td>
</tr>
<tr>
<td>Adjusted R Square</td>
</tr>
<tr>
<td>Standard Error</td>
</tr>
<tr>
<td>Observations</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ANOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Df</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Regression</td>
</tr>
<tr>
<td>Residual</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Standard Error</th>
<th>t Stat</th>
<th>P-value</th>
<th>Lower 95%</th>
<th>Upper 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>14.53909</td>
<td>0.031315</td>
<td>464.2795</td>
<td>14.4775907</td>
</tr>
<tr>
<td>X Variable 1</td>
<td>-4.81703</td>
<td>0.011146</td>
<td>-432.181</td>
<td>-4.83892245</td>
</tr>
</tbody>
</table>

Error in coefficient n was 0.02.
B.3 Bandgap determination using Tauc plot

Solution E1-14 was taken as a sample with an apparently good degree of monolayer monodispersity. The UV-vis spectrum is reproduced below:

![UV-vis absorbance spectrum of E1-14](image)

**Figure C.1** UV-vis absorbance spectrum of E1-14

This spectrum was acquired by broadband scanning across the range 800-750 nm. Analysis of scattering suggested minimal scattering and OM analysis suggested a good dispersion, while Raman showed monolayer signals. Therefore, this sample was taken as an example of high-yield, monodisperse monolayers.

To calculate the bandgap, one first converts all absorbance values to the absorption coefficient at a given wavelength. This is done simply using Equation 6.2:

\[ \alpha = 2.303 \left( \frac{A}{l} \right) \]

where

- \( A \) = absorbance
- \( l \) = optical absorbance path length/m

Each excitation wavelength in nanometres is converted to its corresponding value in electron volts:

\[ E_{hv} = \frac{1240 \text{ eV nm}}{\lambda} \]

Then, the Tauc plot is constructed as \((\alpha h\nu)^{\frac{1}{r}}\) vs bandgap energy in \( h\nu \), where \( r = 0.5, 1.5, 2 \) or 3 depending on the nature of the transition. The plot below chooses \( r = 0.5 \), corresponding to the allowed direct transition:
The Tauc plot shows the bandgap at the x-intercept of the linear portion of the absorbance. In this case, a value of 2.70 eV is obtained. The largest linear region of the graph is selected and a line-of-best-fit is extrapolated to the energy axis. Then a regression analysis on the linear portion can be performed to find the corresponding error. Thus, the bandgap energy is obtained: $E_b = 2.70 \pm 0.10$ eV.

**SUMMARY OUTPUT**

<table>
<thead>
<tr>
<th>Regression Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple R</td>
</tr>
<tr>
<td>R Square</td>
</tr>
<tr>
<td>Adjusted R Square</td>
</tr>
<tr>
<td>Standard Error</td>
</tr>
<tr>
<td>Observations</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ANOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
</tr>
<tr>
<td>df</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>Regression</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>Regression</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>Regression</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>Residual</td>
</tr>
<tr>
<td>df</td>
</tr>
<tr>
<td>53</td>
</tr>
<tr>
<td>Residual</td>
</tr>
<tr>
<td>53</td>
</tr>
<tr>
<td>Residual</td>
</tr>
<tr>
<td>53</td>
</tr>
<tr>
<td>Residual</td>
</tr>
<tr>
<td>53</td>
</tr>
<tr>
<td>Total</td>
</tr>
<tr>
<td>df</td>
</tr>
<tr>
<td>54</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Standard Error</th>
<th>t Stat</th>
<th>P-value</th>
<th>Lower 95%</th>
<th>Upper 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-107330</td>
<td>973.945</td>
<td>-110.201</td>
<td>-109283</td>
<td>-105376</td>
</tr>
<tr>
<td>X Variable 1</td>
<td>39715.73</td>
<td>324.9926</td>
<td>122.205</td>
<td>1.19E-66</td>
<td>39063.87</td>
</tr>
</tbody>
</table>
Considering the upper and lower 95% confidence limits yielded an error of 0.10 eV.

Interestingly, performing the same method on another sample, E0-12 for confirmation produced a very agreeable bandgap value of 2.76 ± 0.14 eV.
Appendix C  Liquid Atomic Force Microscopy – Graphene as Proof of Concept

C.1  Background

Koren et al. investigated the strength of interlayer vdW adhesion forces in graphite. They welded an AFM cantilever tip to the platinum-coated surface of highly-oriented pyrolytic graphite (HOPG) pillars produced by EBL. They had determined the force constant of the cantilever tip by force curve measurements. With this information, they applied a known lateral shearing force to the AFM tip, and determined the force at which the interlayer interaction in the graphite basal plane was overcome. In the Koren study, the authors made no deliberate attempt to obtain monolayers. In fact, the group’s method only yielded multilayer graphene. Thus, it might be possible to apply a modification to the method, marrying the technique of liquid exfoliation to the Koren technique with the aim of producing monolayer graphene.

AFM has been used to probe short-range solvation forces acting near the surface of graphite, and this presents a way of advancing the Koren method. SPM-based techniques for elucidating friction and adhesion forces also exist, and the leading ones are the two advanced methods of AFM known as friction force microscopy (FFM) and chemical force microscopy (CFM). FFM detects lateral force variations on the atomic scale by sliding the tip over a flat surface and measuring torsion in the cantilever. CFM can be used in either constant force mode or constant height mode to map vdW forces at the atomic level between a gold-coated tip and the surface. This technique is sufficiently powerful to detect changes in functional group. However, FFM and CFM are tools primarily used in engineering. Although CFM lends itself well to measurements in liquid media – suggesting that AFM-based liquid exfoliation is plausible – neither technique is ideal for studying interlayer forces during exfoliation, because they do not utilise shearing.

Efficient exfoliation methodologies benefit greatly from an understanding of the energies involved in shearing. For instance, is there a reduction in the layer-to-layer cohesion energy in the mechanical vs. liquid case wherein an adhesive solvent—nanosheet interaction is introduced? If so, this could lead to a simple method for quantitatively elucidating solvent—nanosheet interactions in liquid exfoliation. In this mini-project, graphite pillars were produced and sheared using an AFM cantilever tip. If successful, the technique could be applied to MoS₂.

The present gap in knowledge about adhesive forces during liquid exfoliation provided the motivation for this fundamental study.
C.2 Materials

Having considered motivations, one considers what materials could be insightful and relevant to the field. In order for the lateral shearing process to work, the material is required to be layered. Much has been said about graphene in this thesis (see Section 1.1.5). For reasons previously described, other layered materials have been explored such as MoS$_2$, WS$_2$ and SnS$_2$. However, for a study that is more fundamental in nature rather than application-driven, graphene is an acceptable choice. That is because the use of graphene would offer a direct comparison between these findings and those of Koren et al. Little is already known about the interlayer binding energy governing exfoliation of graphene, and that is because direct measurement has rarely been possible. Experimental observations range from $0.14 \text{ J m}^{-2}$ to $0.35 \text{ J m}^{-2}$.

Koren et al. obtained a value of $0.23 \text{ J m}^{-2}$, in good agreement with other studies. There is a large body of literature on graphene exfoliation. This will not be discussed here, but some examples can be found in Table 1.3, refs. [63] to [70] (Section 1.3.1).

Once the proof of concept is established using graphene, then the known method will be more easily adapted to suit other layered materials, including those on which a body of literature is not yet available.

C.3 Synthesis

The conditions in this study closely follow those used by Koren et al. This is to ensure that difference in findings can be attributed to liquid vs. mechanical exfoliation. They fabricated samples featuring cylindrical and complex pillars with a typical height of 50 nm from high-quality HOPG substrates by RIE, using structured Pd-Au metal layers as masks. For shearing, they used a Pt/Ir metal-coated AFM tip with the metal mask on top of the structures. The tip apex was cold-welded to the metal by applying a force of 50 nN and electrical current pulse 1 mA for 1 s. The resulting mechanical contact between the tip and the metal mask allowed for the application of lateral shear forces of up to 200 nN, inducing a shear glide along a single basal plane in the HOPG structure.

The novelty of this approach will be in the first reported application of an AFM-driven study to the liquid exfoliation case, marrying the two techniques of AFM and liquid exfoliation with a view to understanding the forces at work during liquid exfoliation and potentially advancing the field by opening up an easy route to determine solvent—nanosheet interactions.
C.4 Experimental details

C.4.1 Etching of pillars

All work was performed in a Class 100 cleanroom. The surface of a 1×1 cm substrate of Grade 2 HOPG (purchased from SPI Supplies) was smoothened by mechanical exfoliation of the uppermost layers using the Scotch-tape method. In addition, the bottom of the substrate was flattened by the application of pressure by hand. This smoothening was to ensure that the vacuum did not break during the e-beam lithography process. The substrate was baked at 180 °C for 70 s. A resist comprising a 1:1 ratio of PMMA-950 and anisole (2 drops) was spin-coated onto the substrate at 3000 rpm for 90 s. A uniform region of resist in the centre of the substrate was identified by optical microscopy.

The e-beam system was an Elonix ELS-1000, the voltage used for patterning was 100 kV, the current was 100 pA, and the dose was 960 μC cm⁻². EBL was used to pattern the selected region of the resist with three 15×15 arrays of circles with diameters of 200, 400 and 600 nm and a pitch of 500 nm. In order to facilitate characterisation, large triangular markers were patterned to point to the arrays.

PMMA is a positive resist, so the region exposed to the e-beam becomes soluble in the developer. The regions of exposed resist were removed using a 1:3 ratio of methyl isobutyl ketone (MIBK) developer and IPA. The substrate was dipped in the developer solution and mildly agitated by hand for 45 s. After development, the substrate was dried with nitrogen, yielding a patterned resist surface with circular holes for metal deposition by thermal evaporation.

Thermal evaporation was used to deposit 10 nm Pt on the substrate surface, followed by 15 nm Au. The process is non-selective, so it deposits the metals over the entire wafer surface and not just in the holes created by resist development. The Pt acted as an adhesion layer for Au, while the Au layer was intended as an electrical contact for the AFM cantilever tip.

Following the thermal evaporation, the remaining resist was removed by lift-off using oxygen plasma, thus removing the unwanted metal coating along with the resist. The lift-off proceeded at a rate of 11 nm min⁻¹, etching into the graphite substrate to a depth of 50 nm. The result was a substrate with three arrays of metal-coated graphite pillars, in accordance with the e-beam lithography pattern. It was expected that the rough height of the pillars including the metal coatings be 65 nm.
PMMA-950 resist was spin-coated onto a graphene wafer. EBL was performed at 100 kV, 100 pA and 960 μC cm$^{-2}$. 15 × 15 arrays of pillars with diameters of 200, 400 and 600 nm were patterned the surface. Following development of the resist, 10 nm Pt and 15 nm Au were deposited on the pillar surfaces by thermal evaporation. Lift-off proceeded at 11 nm min$^{-1}$, removing the remaining resist and etching the surface to a depth of 50 nm, producing metal-topped pillars as above.

Figure C.1 depicts the expected cross-sectional view of a pillar after deposition with a 10 nm Pt layer and 15 nm Au and subsequent plasma lift-off. Viewed in plan, the pillars might look as in Figure C.2:

Figure C.2 shows a top-down view of the Au/Pt-coated pillars etched into the HOPG surface. Three regions were created, each comprising a 15×15 square array of pillars. The first array contained pillars of diameter 200 nm, the second of 400 nm and the third of 600 nm. Each pillar had a target height of 65 nm.
C.4.2 Force curve measurement

The first step of any AFM procedure is to calibrate the cantilever deflection sensitivity by taking a force curve. In this case, that process was performed in force modulation mode. The target amplitude was set throughout the procedure as 1 V. A run without a sample in place determined that the resonance of the Si cantilever tip occurred at 280.4 Hz. This determined the eventual drive frequency of the cantilever at 279.5 Hz.

C.4.3 Cold-welding

To achieve cold-welding to the pillar surface, a current pulse of 1 mA was applied for 1 s between the cantilever tip and surface, as in Figure C.3. This was first performed without a solvent present in the system as it was not required.

![AFM cantilever tip cold-welded to pillar](image)

**Figure C.3** AFM setup for cold-welding tip to pillar surface

The gold surface acted as a contact point for the Si tip, allowing for the tip to be cold-welded to the pillar by the application of a bias voltage.

The cantilever was driven to the surface of the pillar, again in force modulation/tapping mode. When the two surfaces were in contact, the welding current was applied.

C.5 Results and Discussion

The force curve measurement depends on a number of interacting parameters. The exact shape of the force curve is determined by tip characteristics such as composition and radius, and environmental parameters such as humidity, the surrounding medium and temperature. That is to say, there is a large degree of variability in the force curve measurements that is dependent on factors that are extremely difficult to control, and it is expected that the introduction of a liquid medium would therefore be a particular challenge. As a result of this, most obtained values are specific to a single tip—sample configuration. It is one of the major drawbacks in determining absolute values by AFM.
To determine the interlayer attractive force, the tip cold-welded to the uppermost layer of graphene can be modelled as a spring. At a basic level, the lateral shearing force applied by a stiff cantilever can be approximated as a function of the force constant of the tip and the lateral displacement, as per Hooke’s Law:

\[
\Delta F \propto k \Delta x
\]

where \( \Delta F = \) lateral shearing force/N

\( k = \) tip force constant/N m\(^{-1}\)

\( \Delta x = \) lateral displacement/m

A spring has an elastic limit, which is the force at which the linear relationship of Hooke’s Law breaks down. Beyond the elastic limit, the spring does not return to its original position when the force is removed. This is why a spring could be a good analogy for the AFM—graphene system. The elastic limit could be thought of as the interlayer vdW force. Application of a force that exceeds the interlayer attraction would lead to exfoliation. The method may not give an exact value but could afford a relative comparison between the dry and liquid cases, which is likely to be within the limitations of the AFM. Further calculations using the method derived by Koren et al. then lead to a more accurate figure, but this stage was hindered here due to practical difficulties.

The figure shows an AFM image of selected etched pillars on the graphene surface. Note the line profile showing a step height of ~65 nm.

**Figure C.4** Morphology and height of RIE pillars on graphene surface

The line profile shows that the expected pillar height of 65 nm was achieved, but the intensity bar suggests a rough surface possibly arising from a rough wafer to begin with. This implies that a smoothing process was necessary before the EBL process. The author is grateful to Sean O’Shea for his assistance with acquiring these data.
Cold-welding proved to be difficult to achieve. The cantilever repeatedly slipped and dragged over the surface, leading to considerable damage to the tip and ineffective shearing. Figure C.5 shows a false-colour 3D map of the pillar surfaces. It is clear that the surface height varied considerably, by as much as 20 nm.

![3D AFM map of coated graphene pillars](image)

**Figure C.5** 3D AFM map of coated graphene pillars shows rough surface

The 3D profile of the AFM image in Figure C.5 illustrates the surface roughness of the pillars. This is one explanation for the poor contact between the AFM tip and the gold surface layer. The author is grateful to Sean O’Shea for his assistance with acquiring these data.

The 3D map shows that the pillar surfaces were rather rough. This is one possible explanation for the difficulty in cold-welding the tip to the surface. The surface roughness is likely to have compromised the quality of the contact between the tip and the pillar surface. It is important to achieve good cold-welding in order to reduce the risk of the tip slipping and dragging over the surface rather than shearing.

One possible method for improving the cold-welding process would be to use a flat-plate cantilever tip. In contrast to the typical cantilever tip, which is a pyramidal structure that tapers to a sharp apex, the flat-plate tip is cylindrical. The contact point of the flat-plate tip is the circular face of the cylinder. This type of tip presents a large surface area over which adhesion might occur, and it has been particularly effective in vacuum conditions. However, vacuum conditions are impractical, and this would clearly present a problem were a solvent to be introduced to the system, as in the liquid AFM case.

It is possible that the cold-welding difficulties arose because of the inherent properties of the metal mask. AFM studies have previously been confounded by the interactions of the mask surface with the silicon tip. Indeed, there is evidence that cold-welding works best when the two contacting surfaces are of the same material. A recent promising area has been the development of coated cantilever tips to overcome this issue. Vanossi *et al.* described coating Cu cantilever tips with a...
conformal layer of graphene. This created a tip that controlled for the interactions that previously affected AFM-based graphene studies. The coating process restricted the resolution of the subsequent AFM process by blunting the tip. However, it is not necessarily the case that this would be an issue in a cold-welding setup, in which the resolution of the tip is not as important as control over the lateral shearing motion.

Some groups have used cruder methods to adhere a tip to a sample, such as gluing or mounting a crystal directly to the cantilever using epoxy glue. However, this method is not expected to be useful for sub-micron pillars, due to the level of precision required in practice. In fact, in a study where lateral shearing direction is particularly important, the gluing method does not offer a sufficiently reliable way of maintaining the cantilever in such a way that its lateral force remains parallel to the basal plane.

**C.6 Conclusion and future work**

The aim of this study was to elucidate the fundamental effects of solvent—material interactions on liquid exfoliation. A significant hurdle was the determination of the appropriate bias voltage for cold-welding the AFM tip to the target material’s surface, which is a non-trivial process. Different approaches were proposed to overcome this issue, which included the use of a flat-plate AFM tip or a graphene-coated AFM tip. Both of these methods are not without problems, but they present a rich area to explore in future work.

Once practical issues have been overcome, this technique may prove particularly useful to the community as a reliable method for directly measuring the effects of solvent interactions on liquid exfoliation. This technique, when fully developed, could represent a method for elucidating the most appropriate solvent to use in liquid exfoliation without the need for time-consuming trials.

To achieve the ambitious aims of this technique, the generality of liquid AFM will need to be demonstrated. That will require the application of this method to MoS$_2$ and other layered materials once the graphene case is settled.