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Computational Studies of Metallic Nanoparticles Applicable to Heterogeneous Catalysis

by Lucas Garcia Verga

Understanding the factors controlling a catalyst activity, selectivity, and stability is a com-

plicated task with potential applications for a large number of technologies with high impact for

our society. For example, optimised catalysts can have a central role to improve the durability,

efficiency and decrease the cost of technologies such as fuel cells, which are devices able to

convert the chemical energy from molecules into electricity by performing chemical reactions

that are specific to the used fuel and the type of fuel cell. Fuel cell catalysts are commonly made

from metallic nanoparticles on different types of supports, meaning that characteristics such as

the nanoparticle composition, size, shape, composition of the support, electrolyte and many oth-

ers can be simultaneously controlled to tune the catalyst towards a specific goal. The complexity

involved in the catalyst optimisation makes the problem extremely exciting and challenging, re-

quiring significant effort from many different research areas ranging from synthetic chemistry

and electrochemistry to computational chemistry.

This thesis describes computational studies on metallic nanoparticles, focusing on nanopar-

ticle size effects and its interplay with other variables that are important in the context of fuel

cell catalysts such as the presence of support and adsorbate coverage effects. We also present

a framework in ONETEP’s linear-scaling DFT formalism for the implementation of local and

angular momentum projected density of states (l-p-DOS), which is an important tool to study

metallic nanoparticles used as catalysts. The four different bases used to project the density of

states are tested, and its results are compared against other DFT code, helping to validate our

l-p-DOS implementation. The results obtained for metallic nanoparticles show similar trends

with all the implemented options, demonstrating the reliability of the method for such studies.

The ONETEP code with the implemented l-p-DOS functionality is used to perform a

set of large-scale DFT calculations to study Pt nanoparticles isolated and supported on pristine

graphene. The results show a weak metal-support interaction, with the adhesion energy per Pt

atom decreasing with the nanoparticle size and being dominated by dispersion interactions for
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larger nanoparticles. The interaction with the support induces geometric and electronic changes

in the nanoparticle, with the inter-atomic distances expanding (contracting) for Pt facets close

(far) to the support and with charge redistribution happening at the interface between Pt clusters

and graphene. The changes in the geometric and electronic properties induced by the interaction

with the support are size dependent, correlate with the interaction strength between cluster and

support, and generate shifts in the d-band centres of the Pt nanoparticles. The isolated and

supported nanoparticles were used to study how the nanoparticle size and presence of support

alters the interaction of the nanoparticles with atomic oxygen, carbon monoxide, and ethanol.

We show that nanoparticle size decreases strengthen the adsorption energies of O and CO, which

can hinder the activity of these nanoparticles towards important reactions in the context of fuel

cells. The size effect is observed to control the adsorption energies for O and CO to a larger

extent than for ethanol. We also note that the presence of graphene weakens the adsorption

energies for all adsorbates, with this effect being more significant for smaller nanoparticles.

Finally, we study how the adsorbate coverage changes the adsorption of atomic oxygen on Pt

nanoparticles and how coverage effects vary with the nanoparticle size. We observe that the

increase in O coverage weakens the adsorption energies per O atom, with this effect being more

significant for the larger simulated nanoparticles. These studies can help to understand different

influences that the nanoparticle size can have by simulating non-trivial combinations of size and

support effects and size and coverage effects which could have implications to designing more

efficient catalysts for fuel cells and other applications.
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Chapter 1

Introduction and Motivation

Rationally designing optimised catalysts is a central research challenge in chemistry due

to their importance to a wide range of applications with high impact for society. The catalyst

activity, selectivity and stability are key variables to perform the CO2 reduction, conversion

of biomass to hydrogen and other fuels, sulphur removal from combustible fuels, and other

chemical processes crucial in our drive for sustainability. The main technological focus for this

thesis is the study of metallic nanoparticles that are applicable as catalysts for fuel cells, which

might play an important role for lowering pollutant emissions by producing clean electricity

safely and efficiently. These characteristics of fuel cells make them attractive for a wide range

of applications, from small portable devices to decentralised power plants.

A fuel cell converts chemical energy stored in a molecule into electricity by performing

a set of chemical reactions which are specific for type of each fuel cell. As an example, figure

1.1 illustrates a simplified structure of a proton-exchange membrane fuel cell (PEMFC) fed with

hydrogen gas. This fuel cell consists of a membrane separating two porous electrodes that are

connected by an external circuit. The anode breaks the H2 molecule into H++e−, the electrons

flow through the external circuit generating electricity, while H+ is transported through the

proton exchange membrane to the cathode. The unused fuel can be recycled and fed again to

the anode. In the cathode, oxygen molecules react with the electrons coming from the external

circuit and with the hydrogen protons to form water.

Fuel cells can be fed with a wide variety of fuels which are easier to produce, store and

transport as compared with hydrogen gas. Alcohol fuel cells are interesting examples that have

been attracting considerable attention due to advantages they have demonstrated over hydrogen

fuel cells [14–16]. Methanol is one of the most studied fuels for alcohol fuel cells. In the ideal

methanol oxidation reaction, CO2 and water are formed. Although, if the anodic reaction is not

1
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FIGURE 1.1: Simplified structure of a PEMFC (Proton exchange membrane fuel cell) fed with
hydrogen.

complete, formaldehyde, CO, and formic acid can be generated as byproducts, poisoning the

catalyst surface and decreasing the efficiency of the fuel cell. Moreover, methanol itself is a

nonrenewable, toxic, volatile and flammable substance, which could generate issues if applied

to portable devices [17].

Ethanol is another interesting fuel option for fuel cells. The main ethanol production

comes from fermenting agricultural products, such as sugar-cane and corn. It has a high energy

density and lower toxicity when compared with methanol [17], and it is a fuel easy to handle,

transport and distribute. In the direct ethanol fuel cells (DEFCs), the ideal ethanol oxidation

reaction also produces just CO2 and water as byproducts. As compared with the scheme from

figure 1.1, if a PEM-based fuel cell is fed with ethanol, the anode will receive an aqueous

solution of ethanol which is oxidised, generating electrons, protons, and carbon dioxide. Similar

to the hydrogen fuel cell, the protons will diffuse through the proton-exchange membrane, and

the electrons will flow through the external circuit. In the cathode, oxygen reduction reaction

combines protons, electrons and oxygen received from the environment to produce water.

In the PEM-based fuel cell, the anodic ethanol oxidation reaction happens in an acidic

environment, which reduces the number of options for anode catalysts and can lower the fuel cell

performance due to the difficulty to perform the EOR. There are, however, other types of designs
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for fuel cells that can make use of an alkaline media in the anode to facilitate the EOR, allowing

to use the reaction environment as an additional variable to tune the fuel cell efficiency. Anion-

exchange membrane (AEM)-based fuel cell is an example of such fuel cells design, where the

membrane allows the movement of anions, being suitable for alkaline environments.

Another option to indirectly power a fuel cell with ethanol is using an ethanol steam re-

forming reactor to produce hydrogen that can be purified and fed to a hydrogen fuel cell [18].

This option increases the complexity of the fuel cell but avoids the complications associated

with storing and distributing hydrogen gas. Efficient catalysts for the ethanol oxidation reaction

(EOR), for the oxygen reduction reaction (ORR), and for the ethanol steam reforming are ongo-

ing problems that need to be addressed in order to improve the durability, stability and efficiency

of the fuel cells and to decrease the overall cost of the technology.

Metallic nanoparticles are widely used in such catalysts, where characteristics such as

the nanoparticle size, shape, and composition can be controlled to tune the catalyst activity.

These nanoparticles are also commonly dispersed over supports that can directly or indirectly

participate in the chemical reactions. All these variables can be concomitantly controlled and

might affect each other, making catalysts optimisations an exciting and challenging task. The

complexity of this problem has been motivating research to understand how each parameter can

control the catalyst activity, selectivity and durability, in which computational studies can be

powerful tools to provide insights about the physical phenomenon at an atomic level.

In this thesis, we focus our research on nanoparticle size effects and its interplay with

other variables that are important in the context of heterogeneous catalysis, such as the presence

of support and the adsorbate coverage. We present large-scale density functional theory (DFT)

calculations to study how the non-trivial combination of such effects can alter the interaction

between nanoparticle surfaces and adsorbates, searching for insights that might help designing

new catalysts.

1.1 Thesis Outline

This section presents how the various chapters in the thesis are connected and provides

a short description of the content of each chapter. Chapter 2 brings a brief introduction to the

central concepts behind DFT, an overview of the linear-scaling DFT approach based on the for-

malism of the ONETEP program, and some considerations about DFT calculations for metallic
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systems. Chapter 3 introduces the computational catalysis field, treating the main approxi-

mations and concepts commonly employed in such studies and discussing important research

outcomes from the literature. Chapter 4 describes the theoretical framework within ONETEP’s

formalism to obtain local (atom-projected) and angular momentum projected density of states,

which is an important tool for computational studies of metallic catalysts, allowing the calcu-

lation of d-band centres that are useful electronic descriptors to explain and predict a surface

catalytic activity. These computational tools are employed in chapter 5 to study the interaction

of Pt nanoparticles of increasing size with pristine graphene and investigate how the interac-

tion between a nanoparticle and the support changes with the nanoparticle size. The supported

and unsupported nanoparticles from chapter 5 are used to investigate the adsorption proper-

ties of platinum nanoparticles interacting with atomic oxygen, carbon monoxide and an ethanol

molecule in chapter 6, providing insights about the interplay between nanoparticle size and sup-

port effects. The nanoparticle size is also studied together with the adsorbate coverage effects

on chapter 7, where we assess possible strategies to deal with this complicated problem using

DFT and perform a study about the interplay of these effects for the oxygen adsorption ener-

gies. For each chapter from 4 to 7 we comment on the main outcomes for that particular study;

however, we also discuss the main findings from the thesis on chapter 8 which includes general

recommendations for future work.



Chapter 2

Theoretical Methods

This chapter is a brief introduction to density functional theory, including an overview of

linear-scaling DFT within ONETEP’s formalism and concepts necessary for DFT calculations

on metallic systems. A version of this review was also published as part of a book chapter [11]:

Lucas Garcia Verga and Chris-Kriton Skylaris. Chapter 8 - DFT Modeling of Metallic

Nanoparticles. In Stefan T. Bromley and Scott M. Woodley, editors, Computational Modelling

of Nanoparticles, volume 12 of Frontiers of Nanoscience, pages 239 - 293. Elsevier, 2018.

in which, I was responsible for writing and revising the text, and Prof. Chris-Kriton

Skylaris was responsible for additional corrections and revisions.

2.1 Density Functional Theory

2.1.1 Computational Quantum Mechanics

The origin of quantum mechanics dates from the beginning of the twentieth century, when

classical physics started failing to predict and explain microscopic phenomena, such as the pho-

toelectric effect, atomic spectroscopy, and the black-body radiation. The development of quan-

tum mechanics was essential to unveil the underlying physics of problems inherent to the atomic

scale, and it is the foundation of a significant part of what we call modern technology.

The description of a non-relativistic quantum state and how it varies in time can be made

with the Schrödinger’s equation which is presented in equation 2.1 in atomic units.

5
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ĤΨ = i
∂Ψ

∂ t
, (2.1)

where i is the unit imaginary number, Ψ is the wavefunction of the quantum system, and Ĥ is

the Hamiltonian operator. For a time-independent Hamiltonian, we can separate the time and

position dependencies of the wavefunction and obtain a time-independent Schrödinger equation

as presented in equation 2.2:

Ĥψ = Eψ, (2.2)

where E is the energy eigenvalue associated with the Hamiltonian operator acting on the sta-

tionary eigenstate, ψ . The time dependence can be expressed by adding a phase factor to the

stationary wavefunction. However, analytically solving the time-independent Schrödinger equa-

tion is only possible for simple systems, making approximations and numerical solutions crucial

to the application of the theory on questions of technological interest.

Density functional theory (DFT) is one of the main tools currently used to solve the time-

independent Schrödinger’s equation, combining moderate computational cost and high accu-

racy. Scientists have been employing DFT in several areas, such as physics, chemistry, engi-

neering and material sciences and the impact of DFT in science and technology is clear from the

remarkable citation statistics of its original work [19, 20]. From now on, this chapter will briefly

present some fundamental aspects of DFT to enable the discussions about the information that

is possible to obtain with such calculations and about our applications on metallic nanoparticles.

2.1.2 DFT Foundations

For multi atomic systems, which are the centre of computational quantum chemistry in-

vestigations, if a nucleus α is located at Rα and an electron i is located at ri, we can write the

Hamiltonian for the Schrödinger’s equation as:

Ĥ =−1
2∑

i
∇i

2− 1
2 ∑

α

∇α
2

mα

−∑
i,α

Zα

|ri−Rα |
+

1
2 ∑

i
∑
j 6=i

1
|ri− rj|

+
1
2 ∑

α

∑
β 6=α

ZαZβ

|Rα −Rβ |
, (2.3)

where the first two terms are, respectively, the kinetic energies of electrons and nuclei. The third

term represents the Coulomb attraction between nuclei and electrons, the fourth term describes
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the electron-electron interaction and the last term represents the nuclei-nuclei interaction. Mα

and Zα are the mass and atomic number of a nucleus α .

As the nuclei masses are much larger than that of the electrons, electrons mean speed

is orders of magnitude higher than that of the nuclei, and their movements can be treated into

distinct time scales. Thus, it is possible to simplify the solution of the Schrödinger equation

for multi atomic systems by making use of the Born-Oppenheimer approximation, considering

nuclei as static particles during the movement of electrons. Under this approximation, the prob-

lem from equation 2.3 becomes easier by making the nuclei kinetic energy zero and the nuclear

repulsion a constant, creating an electronic Hamiltonian:

Ĥelec =−
1
2∑

i
∇i

2−∑
i

∑
α

Zα

|ri−Rα |
+

1
2 ∑

i
∑
j 6=i

1
|ri− rj|

(2.4)

The solution of the time-independent Schrödinger’s equation with the electronic Hamil-

tonian results in an electronic wavefunction, ψelec, which is associated with an electronic energy

Eelec. The total energy of the system can be obtained by summing the electronic energy and the

internuclear repulsion energy.

Etotal = Eelec +
1
2 ∑

α

∑
β

ZαZβ

|Rα −Rβ |
(2.5)

To systematically search for the solutions of Schrödinger’s equation for a given system,

one can make use of the variational principle. The variational principle states that an approxi-

mate solution or trial wavefunction, φ , different from the exact ground-state wavefunction, ψ0,

will have an associated energy that is higher than the ground-state energy.

The Hamiltonian is a Hermitian operator and its eigenvectors form an orthogonal set,

which can be used to expand the trial function. Thus, let’s assume a trial wavefunction φ ex-

panded in terms of the eigenvectors ψn, as generalised in equation 2.6,

φ = ∑
n

Cnψn, (2.6)

where φ is the trial wavefunction linearly expanded in terms of the ψn true solutions of the

Schrödinger equation, and Cn are coefficients of the linear combination. According to the vari-

ational principle, the energy obtained with a trial function, φ , different from the ground state

wavefunction, ψ0, is higher than the ground state energy, E0:
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E =
〈φ |Ĥ|φ〉
〈φ |φ〉

=
∑n ∑mCnCm〈ψn|Ĥ|ψm〉
∑n′ ∑m′Cn′Cm′〈ψn′ |ψm′〉

=
∑n |Cn|2En

∑n′ |Cn′ |2
= ∑

n
|Cn|2En (2.7)

where the |C0|2 associated to ψ0 is given by:

|C0|2 = 1−∑
n≥1
|Cn|2 (2.8)

From equations 2.7 and 2.8, and by the definition that ψn are the solutions of the Schrödinger

equation with ψ0 being the ground state wavefunction, we can see that the energy associated to

trial wavefunction is higher than the ground state energy.

E = ∑
n
|Cn|2En = E0|C0|2 + ∑

n≥1
|Cn|2En = E0 + ∑

n≥1
|Cn|2(En−E0)≥ E0 (2.9)

Therefore, the search for the solution of Schrödinger’s equation can happen through a

variational method, where the trial wavefunction is changed to minimise the total energy of a

given system, knowing that the true ground-state solution will act as the lower limit.

Density Functional Theory searches for the ground-state properties of a system by shift-

ing the emphasis away from the wavefunctions to the electronic density as the key quantity

using the Hohenberg-Kohn theorems, consequently reducing the complexity of the problem.

The first Hohenberg-Kohn theorem establishes that the external potential and the ground state

electronic density have a one-to-one relation. Thus, as the electronic Hamiltonian is determined

by the number of electrons and the external potential, the electronic density can be used as a

fundamental variable.

The second Hohenberg-Kohn theorem states that the functional for the total energy, which

depends on the electronic density, respects the variational principle, i.e, only the ground-state

electronic density will minimise the total energy of the system. Thus, the Hohenberg-Kohn

theorems show that it is possible to describe the Hamiltonian of an electronic system with an

universal functional of the electronic density, however, it does not provide a final form of such

functional.

Kohn-Sham DFT brings a useful approach to construct part of the unknown functional by

reintroducing the wavefunctions explicitly. However, the many body problem is now changed to

a system of N non-interacting particles. The ground-state energy functional using Kohn-Sham

DFT can be written as:
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EKS[n] = Ts[n]+
∫

υext(~r)n(~r)d~r+VH [n]+EXC[n], (2.10)

where the first term is the independent particle kinetic energy, the second is the external po-

tential, which is usually composed by the nuclei-electron interaction and, the third term is the

Coulomb electron-electron interaction, and the final term is the exchange-correlation energy. By

reintroducing wavefunctions, the kinetic energy can be described as:

Ts[n] =−
1
2

N

∑
i=1

∫
ψi
∗(~r)∇2

ψi(~r)d~r, (2.11)

where ψ represents single particle non-interacting wavefunctions.

The electron-electron interaction can be defined as a functional of the electronic density:

VH [n] =
1
2

∫
d~r
∫ n(~r)n(~r′)

|~r−~r′|
d~r′, (2.12)

where n is the electronic density, which can be defined in terms of the single particle wavefunc-

tions:

n(~r) =
N

∑
i=1
|ψi(~r)|2 (2.13)

Thus, using the Kohn-Sham formalism, we end up with a system of non-interacting wave-

functions associated with an electronic density. Except for the exchange-correlation term, the

entire energy functional has a direct dependence on the electronic density, n, or the single par-

ticle non-interacting wavefunctions. As the system respects the variational principle, it is pos-

sible to search for an optimum set of wavefunctions to minimise the total energy by using a

self-consistent procedure, and if a good approximation for the exchange-correlation functional

is given, the obtained result should be the ground state charge density and energy of the inter-

acting system, allowing the study of ground state properties of any multi atomic system.

2.1.3 Exchange-Correlation Functionals

The exchange-correlation (XC) functional in Kohn-Sham theory is unknown and includes

a correction term for the difference between the kinetic energies of the interacting and non-

interacting systems. Due to the unknown form of the XC functional, an important area for
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DFT research is developing and testing the accuracy, computational efficiency and transferabil-

ity of XC functionals. In general, as the sophistication of the method to create the exchange-

correlation functional increases, usually, so it does the accuracy and computational cost.

This relation between the different levels of computational cost and accuracy of the XC

functional can be illustrated by the "Jacob’s ladder" [1] of XC functionals, where each rung

represents a more accurate and costly functional. The XC functionals vary from local den-

sity approximation (LDA), which depends only on the local values of the electronic density to

double-hybrids, where a portion of Hartree-Fock exchange and a perturbative second-order cor-

relation are used. Figure 2.1 illustrates the so-called "Jacob’s ladder" of XC functionals. Moving

to the following "rung" up the ladder is equivalent to move to a more costly, complex and usually

accurate XC functional.

FIGURE 2.1: Representation of the the Jacob’s ladder of exchange-correlation functionals [1],
where each ascending rung illustrates a class of XC functional with higher complexity, compu-

tational cost, and usually accuracy.

As illustrated in figure 2.1, local density approximation (LDA) functionals are the sim-

plest exchange-correlation functionals used in DFT calculations. For LDAs, the XC functional

depends only on the local values of the electronic density, and the exchange-correlation energy

can be computed as an integral of the exchange-correlation energy density from the homoge-

neous electron gas model as follows:

ELDA
XC [n] =

∫
n(~r)εXC(n(~r))d~r, (2.14)

where εXC is the exchange-correlation energy per electron for an homogeneous electron gas of

density n(~r). This term can be separated in an exchange and a correlation contribution. The

exchange energy for an homogeneous electron gas is known exactly, as shown in equation 2.15.
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εX(n(~r)) =−
3
4

(
3n(~r)

π

) 1
3

(2.15)

Meanwhile, the correlation energy is responsible for the main variations between differ-

ent LDA functionals and can be calculated from expressions for high and low electronic density

limits and from results for intermediate electronic density values obtained from accurate quan-

tum mechanical calculations, such as quantum Monte Carlo techniques. Despite being a simple

approach, LDA functionals can be good approximations depending on the studied system.

Other classes of XC functionals of increasing complexity and generally higher computa-

tional cost and accuracy are also available and widely used in DFT calculations. The next rung

in the "Jacobs ladder" is the generalised gradient approximation (GGA), which includes the gra-

dient of the electronic density as another variable to the local value of the electronic density to

build the XC functional.

EGAA
XC [n] =

∫
n(~r)εXC(n(~r),~∇n(~r))d~r (2.16)

The GGA functionals are widely used in production calculations with DFT. Similarly to

the LDA functionals, there are several theoretical formulations for GGA functionals available,

parametrised to different classes of materials and with different levels of accuracy and transfer-

ability. The Perdew-Burke-Ernzerhof, or PBE functional [21] is an example of a GGA func-

tional widely used for many applications, that together with some re-parametrisations such as

RPBE [22], parametrised to improve the adsorption energies of for adsorbates interacting with

transition-metal surfaces, and PBEsol [23], parametrised to improve the description of densely

packed solids and their surfaces, form one of the main classes of XC functionals applied to the

study of metallic nanoparticles.

The next rung of the ladder are the meta-generalised-gradient approximations (meta-

GGAs), which includes the kinetic energy density as an additional parameter to the local value

and gradient of the electronic density in the formulation of the XC functional. The following

rungs are hybrid functionals, where a portion of the exact exchange energy from Hartree-Fock

theory is used to construct the functional and double-hybrid functionals, where a portion of HF

exact exchange and a perturbative second-order correlation are used in the construction of the

functional. As no universally optimal XC functional exists, each approach needs to be assessed

for the system and properties of interest before choosing an appropriate XC functional.
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2.1.4 Basis Set

Kohn-Sham DFT re-introduces the idea of non-interacting particles wavefunctions, re-

quiring a computationally efficient basis set to represent these complicated mathematical func-

tions accurately. Each basis set has advantages and disadvantages, and the choice is typically

associated with the system under study. Usually, careful convergence tests and comparisons

with more expensive calculations or experimental results are needed to define the size of the

basis set necessary to carry on research with DFT. Two widely established classes of basis set

on DFT calculations are Gaussian and plane waves basis set. Generally, Gaussian basis sets

are more used for relatively small molecules, while the plane-wave basis set performs better for

periodic and extended systems.

The Gaussian basis sets are constructed under the Linear Combination of Atomic Orbitals

(LCAO) ansatz, where the molecular orbitals, ψi, are expanded in terms of linearly combined

basis functions, θα , with expansion coefficients, Cαi.

ψi(~r) = ∑
α

θα(~r)Cαi (2.17)

Under the LCAO approach, using STOs, that resemble atomic orbitals, as basis func-

tions θα seems a suitable option. However, Gaussian functions are more computationally effi-

cient. Thus, a commonly adopted approach for density functional theory calculations is to use

contracted Gaussian (CG) functions as basis functions, which combines Gaussian functions to

generate a set of θα able to reproduce Slater-type orbitals.

The accuracy and computational cost are usually controlled by changing the size of the

basis set. A minimal basis set uses only one function for each atomic orbital, being the cheapest,

simplest, and least accurate basis set. More expensive and accurate basis sets, such as double-

zeta, triple-zeta and quadruple-zeta basis are obtained by using two, three or four basis functions

per atomic orbital, respectively. As most of the chemically relevant information comes from the

valence electrons, a strategy to improve the computational efficiency with atom centred basis

sets is to increase the size of the basis only for the valence orbitals, creating split-valence basis

sets. Variational freedom can also be increased by adding polarisation and diffuse functions.

The first includes functions with higher angular momentum than the valence orbitals of each

atom, while the second expands the functions to regions far away from the nucleus as compared

to the regular basis functions.

If the system is placed inside a simulation box periodically repeated in space, we can
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naturally introduce plane waves as possible basis set to expand the Kohn-Sham wavefunctions.

Let assume a simulation cell with volume Ω defined by primitive lattice vectors ~a1, ~a2, and ~a3,

where any lattice vector can be written as:

~R = N1~a1 +N2~a2 +N3~a3, (2.18)

where, Ni are any integer numbers. According to Bloch’s theorem we can write the eigenstates

for a periodic Hamiltonian as a function with the same periodicity of the potential modulated by

a plane wave, ensuring the periodicity of the electronic density.

ψn,~k(~r) = ei~k·~r
µn,~k(~r), (2.19)

where~k are wave vectors and n is a band index. As the µ is a periodic function, we can further

expand it in terms of a Fourier Series:

µn,~k(~r) = ∑
~G

cn,~k(
~G)ei~G·~r = µn,~k(~r+~R) = ∑

~G

cn,~k(
~G)ei~G·(~r+~R), (2.20)

where the sum will run over the wave vectors ~G that respect the condition imposed by the

periodicity ~G ·~R = 2πM, with M being any integer number. Any reciprocal lattice vector ~G can

be constructed by reciprocal lattice primitive vectors ~b1, ~b2, and ~b3, which can be defined from

the real lattice primitive vectors as:

~ai ·~b j = 2πδi, j (2.21)

From equation 2.19 and 2.20 we can show that the plane waves can be used as a basis set:

ψn,~k(~r) = ∑
~G

cn,~k(
~G)ei(~G+~k)·~r, (2.22)

From equation 2.19 and 2.20 it is also easy to show that the vectors ~k differing by a

reciprocal lattice vector~k′ =~k+ ~G should provide equivalent results. As a consequence we can

represent the periodic system only using functions for the wave vector~k within the first Brillouin

zone.

Thus, for a periodic system, the wavefunction for each band can be expanded as a sum of

an infinite number of ~G vectors for an infinite number of~k vectors within the first Brillouin zone.

In practical calculations, we can move from an infinite sum and control these two parameters
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until we have obtained the accuracy we expect from our calculation. The number of ~G is con-

trolled by the kinetic energy cutoff parameter, which can be systematically increased, allowing

more plane waves to the basis set until convergence to the desired physical observable.

Meanwhile, the number of k-points can be controlled by dividing the Brillouin zone into

a mesh of k-points, replacing the infinite number of~k points to a finite number that is controlled

as a calculation input. As the ~k vectors are constrained to the Brillouin zone, increasing a

simulation cell size decreases the number of k-points that need to be calculated to obtain a same

accuracy, and both quantities, simulation cell size and number of k-points, need to be considered

together when testing the calculation convergence.

2.1.5 Pseudopotentials and the Projector Augmented Wave Method

As the electronic wavefunctions rapidly vary close to the atom’s core, an accurate de-

scription of such regions using plane-wave basis set would require a large set of functions or

equivalently a very large kinetic energy cutoff, increasing the calculation cost. Moreover, the

core electrons are almost unaffected by the chemical environment, with the valence electrons

being responsible for most of the chemical bonding.

A method to avoid these difficulties in practical calculations is modelling only valence

electronic states with the plane wave basis functions while keeping core states frozen. The influ-

ence of the core states can be combined with the nuclei interaction to form an effective potential

or as commonly called, a pseudopotential. The generated pseudopotential has to reproduce the

potential for the valence region, which is defined as a region outside the core radius used in the

pseudopotential generation.

A different approach to treat the same problem is using the projector augmented wave

or PAW method [24]. PAW performs a linear transformation between all-electron and pseudo-

wavefunctions, presented in equation 2.23. The linear transformation maps all-electron wave-

functions to the pseudo-wavefunctions inside a spherical core region centred on the atom, en-

suring that both wavefunctions will have the same characteristics outside the core region. The

pseudo-wavefunction is smoother inside the core region, it can be well described by plane waves,

optimised in situ, and used to recover the behaviour of an all-electron wavefunction.

|ψn〉= |ψ̃n〉+(|ϕv〉− |ϕ̃v〉)〈p̃v|ψ̃n〉, (2.23)

where, the all-electron wavefunction |ψn〉 is expressed based on the pseudo wavefunction |ψ̃n〉,
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pre-defined projectors |p̃v〉, and all-electron waves |ϕv〉 and pseudo waves |ϕ̃v〉) localised within

the core radius. Thus, PAW offers the possibility of performing calculations with similar com-

putational efficiency as the pseudopotential approach, with a high degree of transferability and

provides information about the wavefunctions near the nuclei which can be important for some

calculations.

2.1.6 The ONETEP Program

The increase in the computational efficiency of DFT codes has been allowing calculations

on systems containing hundreds of atoms, which increases the importance of DFT on modern

science and technology. However, in conventional DFT codes, the cost of the calculation scales

cubically with the number of atoms, which is a bottleneck to the application of DFT on systems

with thousands of atoms, such as large nanoparticles, which increases the interest in linear-

scaling DFT methods, i.e., where the computational cost scales linearly with the number of

atoms.

Generally, linear-scaling DFT approaches are obtained by exploiting the concept of near-

sightedness of electronic matter [25]. The idea behind this concept is that the external electronic

potential affects the electronic properties locally, i.e., the changes that a perturbation in the elec-

tronic potential at some point in space causes in the electronic properties at another place decays

to zero with the increase in the distance between these two points. Comprehensive reviews of

such methods can be found in the literature [26, 27] and implementations of such approaches

can be found on programs such as ONETEP [28], SIESTA [29], OPENMX [30], CONQUEST

[31] and BIGDFT [32].

The ONETEP code is an example of such linear-scaling DFT formulation, which achieves

the linear-scaling computational cost with the number of atoms by exploring the nearsightedness

of the electronic matter together with a spatial truncation of the molecular orbitals. In ONETEP,

the density matrix is constructed with non-orthogonal generalised Wannier functions (NGWFs)

φα and a sparse density kernel matrix Kαβ , which represents the one-particle reduced density

matrix in the set of duals of the NGWFs.

ρ(r,r′) = ∑
αβ

φα(r)Kαβ
φ
∗
β
(r′) (2.24)

The sparsity of the density kernel matrix Kαβ can be controlled by a single cut-off pa-

rameter that makes elements from Kαβ zero, if they are separated by a distance greater than the
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given cut-off. In practical calculations, the kernel cutoff needs to be tested, as the decay function

associated with the nearsightedness of the electronic matter is dependent on the system under

study. For example, for insulating materials, the decay is exponential and much more rapid

than the algebraic decay obtained with metallic systems. Thus, the usage of the nearsightedness

needs to be carefully controlled to obtain better scaling while maintaining acceptable levels of

accuracy in the calculations.

The localisation constraint for the NGWFs is also controlled by a single parameter, the

NGWF radius, which defines the spherical volume of each atom-centred NGWF. The sparsity of

the density kernel matrix together with the spatial cut-off imposed to the NGWFs provides a den-

sity matrix where the information scales linearly with the system size. In ONETEP, each NGWF

is expanded in terms of a primitive basis set of periodic cardinal sine functions (psinc),Di(r),

[33]:

φα(r) = ∑
i

Di(r)Ciα , (2.25)

where the index i runs over all grid points inside the NGWF localization sphere. The psinc

functions are related to plane waves via a Fourier transform. Thus, as the NGWFs are optimised

in situ and the number of the psinc functions can be controlled by a single parameter, ONETEP

allows the same systematic improvement of the basis set as a plane wave DFT code. As the

NGWFs are optimised in situ the algorithm follows a self-consistent two nested loops approach,

where one loop minimises the total energy functional iteratively varying the matrix elements of

the density kernel with fixed NGWFs, while the other loop minimises the total energy varying

the NGWFs.

2.2 Density Functional Theory for Metallic Systems

Modelling metallic nanoparticles with density functional theory is challenging and com-

putationally demanding, as some particularities of metallic systems make regular DFT algo-

rithms inefficient for large-scale calculations. As previously shown in equations 2.10, 2.11, and

2.13, the Kohn-Sham equations are built with the idea of single particle non-interacting wave-

functions ψi, which are used to calculate the electron kinetic energies and are linked to the

electronic density. The electrons are expected to fill the electronic states in increasing order of

energy up to the Fermi level, following the Aufbau principle. More general expressions can be
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obtained by explicitly introducing the concept of orbital occupation, re-writing equations 2.11

and 2.13 as:

T [n] =−1
2 ∑

i
fi

∫
ψi
∗(~r)∇2

ψi(~r)d~r, (2.26)

n(~r) = ∑
i

fi|ψi(~r)|2, (2.27)

where fi is the orbital occupancy, which is equal to zero (one) if the orbital is unoccupied

(occupied). If the calculation is non-spin-polarised, each occupied ψi state has two electrons

and fi for occupied states should be equal to two.

During the energy optimisation, the differences in the energies of the electronic states

vary, which is not a problem for materials with a bandgap, such as insulators. However, for

metallic systems, the states near the Fermi level are too close in energy and the variations in the

energies of electronic states with respect to each other may lead to discontinuous changes in the

occupancy of the states and in the total energy of the system, making the energy minimisation

algorithms unstable. To solve this problem, it is possible to employ the idea of using a continu-

ous function of fractional occupancies that can be controlled by a finite electronic temperature,

as the one employed in Mermin’s formulation of finite temperature DFT [34].

By using the canonical ensemble treatment for the electrons, we change the functional to

be minimised, from the total energy to a Helmholtz free energy functional A.

A[T,εi,ψi] = ∑
i

fi〈ψi|T̂ |ψi〉+
∫

υext(~r)n(~r)d~r+EH [n]+EXC[n]−T S[{ fi}], (2.28)

where εi are the energy eigenvalues, ψi the electronic wavefunctions associated to an occupancy

fi, T is a constant finite electronic temperature, S is the electronic entropy term which depends

on the occupancy. T̂ , υext , EH and EXC are the terms commonly present in Kohn-Sham DFT.

As T is constant and fi can be obtained as a function of the eigenvalues εi, the functional A is

dependent only on εi and ψi.

In general, linear-scaling DFT methods allow the calculation of systems with thousands

of atoms. However, as described before, these methods rely on the nearsightedness of electronic

matter to construct sparse matrices and obtain the linear-scaling computational cost. For insu-

lators and materials with a bandgap the electronic density matrix elements decay exponentially
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within the distance between two points, while for metallic systems, this decay is slower hinder-

ing the application of such methods [35]. Here, we will outline some of the main differences

that need to be taken into account to perform DFT calculation on metallic systems, introduce

commonly used methods for large-scale DFT calculation on metals and promising approaches

which can reduce the scaling of these calculations with the number of atoms.

2.2.1 Electronic Smearing Schemes

In the previous section, we have addressed the reasons for the instabilities of standard

DFT methods applied to metallic systems and the need of using a finite electronic temperature

to control the distribution of fractional occupancies for the electronic states. The distribution

of electrons in different energetic states at thermodynamic equilibrium can be obtained by the

Fermi-Dirac distribution, meaning that the electronic occupancy fi can be calculated as:

fi
FD(εi) =

(
1+ exp

[
εi−µ

kBT

])−1

, (2.29)

where µ is the chemical potential, kB the Boltzmann constant, and εi are the energy eigenval-

ues. The distribution becomes a Heaviside step function at zero Kelvin, with discontinuous

integer occupancies. For the Fermi-Dirac distribution, the entropy associated with the electronic

temperature depends on the occupancies fi and is given by:

S[{ fi}] =−kB ∑
i
[ fi ln( fi)+(1− fi) ln(1− fi)] (2.30)

In practice, as fi is dependent on the εi, all the terms from equation 2.28 are dependent

on the energy eigenvalues and electronic wavefunctions, and the minimum of the Helmholtz

functional can be obtained self-consistently.

The electronic temperature works as a parameter to control the convergence of the algo-

rithm and has to be carefully tested to improve the computational efficiency while maintaining

relative energies and other properties comparable with those obtained for zero Kelvin. More-

over, the non-zero temperature also implies that the number of states that need to be calculated

will be higher than those from regular DFT.

As the electronic temperature is only employed to improve the calculation convergence,

if one is not interested in the thermal distribution, any other sigmoidal distribution converging to

a Heaviside step function can be used. One of the main advantages of Fermi-Dirac occupation is

the physical correspondence of the smearing to an actual thermal distribution associated to the
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temperature T, while one of the major disadvantages is that the function decay is slow, adding a

significant number of extra states with small occupancies to the calculation.

There are several schemes to calculate the electronic occupancies with different benefits

and downsides. One example of a distribution function commonly used to perform DFT calcu-

lations on metallic systems is the "Gaussian smearing scheme", where the error function is used

to calculate the occupancies:

fi
G(εi) =

1
2

[
1− erf

(
εi−µ

σ

)]
, (2.31)

where the smearing width σ is a generalisation of the temperature T with no physical mean-

ing. This distribution function is also monotonic, sigmoidal and smooth. However, the function

tails off quicker than the Fermi-Dirac distribution and the number of calculations of extra states

slightly occupied is reduced. As this electronic temperature is only a numerical tool to im-

prove the algorithm convergence, the entropic term and consequently the Helmholtz free energy

functional become a generalised functional.

DFT calculations of metallic systems frequently use this approach. The energies obtained

with the smeared occupancies can be extrapolated to an unsmeared limit by applying a post hoc

correction at the end of the calculation [36]. Meanwhile, forces and stresses are calculated with

the smeared results and should be reliable if the smearing width is chosen to be a value able to

improve the calculation convergence while resembling the zero Kelvin system.

Other approaches such as the Methfessel-Paxton Hermite polynomial smearing [37] and

the Marzari-Vanderbilt "cold smearing" [38] are also available to perform calculations with

metallic systems. Similarly to the Gaussian smearing scheme, the smearing widths of these

distributions are not related to a physical temperature and the functional to be minimised is a

generalised free energy. As one can imagine, each approach has its own characteristics that

need to be considered before choosing the smearing method for a specific DFT calculation. For

instance, for the Methfessel-Paxton Hermite polynomial smearing, the dependence of the occu-

pancies on the smearing width is quartic and the results can be used without extrapolation to zero

smearing width, but the method can result on negative occupancies. Here, all the calculations

are performed using a Fermi-Dirac occupancy smearing.
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2.2.2 Density Mixing

A common approach to solve the Kohn-Sham equations in DFT is the usage of the direct

inversion in the iterative subspace (DIIS), which is a iterative method first described by Pulay

[39, 40] and first implemented for DFT calculations by Kresse and Furthmüller [41] which has

been playing a major role as an electronic energy minimisation tool for metallic systems.

Usually, the minimisation is performed by introducing an initial set of wavefunctions and

charge density which are used to calculate occupancies and the energies. The wavefunctions

are iteratively optimised for a fixed charge density. The optimised wavefunctions generate an

output charge density that can be used on a new minimisation step. The usage of the output

density from a step as the initial charge density for the following one introduces instabilities

in the method which are usually decreased with the density mixing scheme. The Pulay mixing

scheme is commonly used as an approach to obtain a better input for the charge density based

on the results of the initial charge densities and residual vectors from previous iterations:

nin
opt(~r) = ∑

i
αinin

i(~r) (2.32)

where αi are obtained minimizing the norm of the residual vector and are constrained to:

∑
i

αi = 1 (2.33)

As it happens for any method applied to metals, a smearing function is chosen and the

smearing widths tested. For practical calculations, an additional preconditioner is applied to

the charge densities to damp long-range wave-vectors, improving the algorithm stability and

efficiency.

2.2.3 Ensemble DFT

Despite the success of iterative methods based on the charge density mixing for the treat-

ment of metallic systems, the electronic occupancies receive a non-self-consistent treatment,

and the method is considered non-variational, and the algorithm is unstable depending on the

employed preconditioner and charge mixing scheme. The formulation of a stable variational

method that ensures progressive lower energies towards the ground state for DFT calculations

on metallic systems helps to solve some the problems defined for iterative methods.
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Marzari, Vanderbilt and Payne [42] proposed a scheme to perform DFT calculations for

metallic systems, which in the literature is often referred to as Ensemble DFT or EDFT. The

EDFT approach follows the same ideas of the previous method concerning the addition of extra

bands partially occupied due to an electronic distribution based on a finite (generalised) temper-

ature within a continuous and smooth distribution function.

The optimisation of the Helmholtz free energy functional from equation 2.28 within the

EDFT approach is obtained with respect to the wavefunctions and electronic occupancy, op-

timising the wavefunction occupancies for every step of the wavefunction optimisation. The

electronic occupancies are used in the calculation of the electronic density calculated as:

n(~r) = ∑
i j

fi jψ
∗
i (~r)ψ j(~r) (2.34)

The occupancies fi j are computed in the basis of the orbitals ψi, imposing that the trace

of the occupancy matrix needs to be equal to the number of occupied states. This change of

representation allows the Helmholtz free energy functional to be projected as:

G[T,{ψi}] = min
{ fi j}

A[T,{ψi},{ fi j}] (2.35)

Within this formalism, G is invariant to unitary transformations of {ψi}, the fi j are de-

fined in the minimisation of A and remain constant during the optimization of G. This approach

allows the functional minimisation to be performed in two nested loops, where the inner loop

minimises A, optimising the occupancies with fixed wavefunctions and the outer loop minimises

G, updating the wavefunctions. In the Marzari, Vanderbilt and Payne [42] approach, the outer

loop minimisation is performed as a direct conjugate gradient method with the molecular or-

bitals subject to orthonormality constrains. To avoid the broad spectrum near zero occupancy

a preconditioning scheme is applied to calculate the search directions together with the regular

the kinetic energy preconditioning.

Freysoldt, Boeck and Neugebauer [43] also formulated a similar method to the Marzari,

Vanderbilt and Payne EDFT to perform DFT calculation on metallic systems. In this case,

the algorithm follows the same ideas of the previous method, but differently from Marzari and

Vanderbilt they employ the non-diagonal matrix representation to the orbital energies, and the

line search in the inner loop is performed in the space of the Hamiltonian matrices.
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Both approaches are stable and variational methods to minimise the Helmholtz free en-

ergy functional, solving the problems of non-self-consistent occupancies from the density mix-

ing iterative method and providing accurate forces. For both EDFT methods, the inner loop step

contains diagonalisations of the Hamiltonian matrix, which scales cubically with the number of

atoms. Nowadays, EDFT and charge density mixing methods are well-established algorithms

used to treat metallic systems, widely applied to DFT calculations on metallic systems, such as

extended surfaces and nanoparticles.

2.2.4 EDFT in ONETEP

Following the original formulations of iterative methods with charge density mixing and

EDFT methods to treat metallic systems, significant effort has been made to find alternative

approaches to reduce prefactors and scaling of the algorithms. Reduced scaling algorithms

could allow the simulation of systems more significant in the point of view of technological

applications, with calculations able to account, for example, for the nanoparticle size and shape

effects, interactions with supports, and changes induced in the nanoparticle due to the interaction

with other molecules.

The implementation of the EDFT method in the linear-scaling DFT code ONETEP [2] is

an example of an implementation of a variational DFT method for metals with reduced scaling.

To solve the Helmholtz free energy functional, the implementation of EDFT in ONETEP follows

the ideas of two nested loops from Marzari, Vanderbilt and Payne [42], with the inner loop search

in the space of Hamiltonian matrices as proposed by Freysoldt, Boeck and Neugebauer [43].

The ONETEP implementation of EDFT uses a minimum set of NGWFs, characteristic

from the ONETEP code, which are variationally optimised in terms of psinc funtions. The

localisation constraint of NGWFs makes the matrix representation of the Hamiltonian sparse,

allowing the usage of efficient sparse algebra routines to achieve linear-scaling computational

cost for most parts of the algorithm, which was demonstrated to be able to calculate Au nanopar-

ticles with up to 2057 atoms [2]. The algorithm was tested in the original paper against a similar

direct minimisation scheme in the plane wave DFT CASTEP code [44]. The tests showed the

ability of the implementation to provide similar free energy results for a Cu fcc-bulk and to

converge to the plane-wave geometries and density of states results for a Pt13 cluster.

Similarly to the original EDFT implementations, the diagonalisation of the Hamiltonian

matrix has a cubic scaling cost, hindering a fully linear-scaling EDFT algorithm. The usage of

localised functions reduces the dimensions of the Hamiltonian and consequently alleviates the
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computational cost associated with the diagonalisation operations. Figure 2.2 shows for a set

of Au nanoparticles, that parts of the code are linear-scaling, while the diagonalisation grows

cubically, showing the size range where such operations control the overall method scaling.
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FIGURE 2.2: Computational time per iteration against the number of atoms of Au nanoparticles
of increasing size. The calculations were performed with the ensemble DFT as implemented
in ONETEP [2]. Hamiltonian DD (DI) are the density dependent (independent) terms of the

Hamiltonian.

As the diagonalisation of the Hamiltonian matrix is the main overhead of the EDFT

method, an idea to achieve reduced scaling methods for metallic systems is to avoid the cubic-

scaling diagonalisation operations during the self-consistent calculations. The Fermi Operator

Expansion (FOE) approach, first presented by Goedecker and Colombo [45], is an example of

such approaches. In this work, we perform all of our calculations with the EDFT method pre-

viously described. However, we encourage the reader to consult a recent and comprehensible

review on DFT methods for metals with emphasis in the operator expansions approach [46] and

the paper describing the recent implementation of a linear-scaling DFT formulation for metal-

lic systems using the fermi operator expansion in the ONETEP code [47], which in the near

future could be helpful for performing DFT calculations on other complex metallic structures

important to a wide range of applications.
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Computational Studies on

Heterogeneous Catalysis

This chapter introduces some of the main approximations, concepts and computational

tools used to study metallic nanoparticles applied to heterogeneous catalysis with DFT calcu-

lations. It also discuss important outcomes from the literature that are relevant to this thesis.

Sections of this review were also published as part of a book chapter. [11]:

Lucas Garcia Verga and Chris-Kriton Skylaris. Chapter 8 - DFT Modeling of Metallic

Nanoparticles. In Stefan T. Bromley and Scott M. Woodley, editors, Computational Modelling

of Nanoparticles, volume 12 of Frontiers of Nanoscience, pages 239 - 293. Elsevier, 2018.

in which, I was responsible for writing and revising the text, and Prof. Chris-Kriton

Skylaris was responsible for additional corrections and revisions.

3.1 Reaction Mechanisms and Rates

The search for active and selective catalysts is a central question for several industrial

processes, and it is crucial in the development of new technologies. Biofuels production, high-

temperature lubricants, water splitting, and conversion of biomass to other valuable chemicals

are a few examples of chemical processes that are relevant to our society and that are intrinsi-

cally related to the catalyst efficiency [48]. Efficient catalysts are also important for improving

technologies such as fuel cells, that might help us to mitigate environmental problems and move

24
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away from fossil fuels by efficiently generating electricity via electrochemical reactions that can

be performed with different fuels obtained from renewable sources.

Understanding how each characteristic of a catalyst alters reaction mechanisms and rates

for chemical reactions is essential to search for better catalysts. In that sense, computational

studies can be powerful tools to search for rate-limiting steps in a chemical reaction and generate

insights that can lead to improved catalysts. However, computationally studying a chemical

reaction happening at a catalyst surface can be an extremely challenging task that might demand

exploring complex potential energy surfaces (PES) to search for energetically stable clusters

and nanoparticles and to obtain the geometries of reactants, products and transition states for

chemical reactions on the catalytic surface.

Describing the catalytic activity for a given chemical reaction often requires studying the

activation barriers and reaction rates for each reaction step. These quantities can be calculated

by computing the energy difference between the transition state and the energies of the reactant

and products for forward and reverse activation barriers. The geometries for the reactants and

products on a catalyst surface can be obtained using the energies, forces and Hessian matrix

of a system to search for an energetic local minimum in the PES, which can be done using an

appropriate geometry optimisation algorithm [49]. Meanwhile, the transition state is obtained

by searching in the PES for a saddle point between the reactant and product minima.

The search for transition states is much more complex than the geometry optimisations of

the reactants and products. The transition state structure has to be a maximum in only one direc-

tion, the direction related to the transition from a given reactant to a product, and a minimum in

all other perpendicular directions. Several methods for locating transition states have been de-

veloped and tested during the years [50–58], with different levels of accuracy and computational

cost. The methods are also able to provide different information. In some cases, the algorithm

searches only for the transition state structure, while in other cases it focuses on the minimum

energy path (MEP), obtaining intermediate structures along the reaction path where any point in

the path is an energetic minimum in all directions except in the one where the transition occurs.

The type of input data necessary for the transition state search algorithm can be used to

separate the different algorithms in different classes. In some methods, the search for the transi-

tion state occurs using local information of the PES and usually its first and second derivatives.

These methods usually rely on one initial structure, close enough to the transition state, while

no other information about reactants and products are necessary. Another class of algorithms

are the ones that require the geometry of reactants and products as inputs, restraining the search
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for the transition state between the two geometries. Here, we briefly present three methods used

within DFT calculations to search for transition states and minimum energy paths, detailed anal-

ysis and discussions about the different algorithms can be found in the literature [59, 60] and in

computational quantum chemistry textbooks [61].

The nudged elastic band (NEB) [50–52] is a method frequently used in the search for

transition state structures and minimum energy paths between two states. The NEB algorithm

searches for the MEP, by discretising the reaction path with a set of structures linked by spring

forces. A sensible initial set of configurations can be created by generating structures from

interpolations between products and reactants. The resultant forces Fi
NEB for the "NEB" path

are composed by the perpendicular components of the atomic forces on each image in relation

to a unit vector tangent to the path and by the parallel components of the "spring forces".

The NEB images are relaxed along these resultant force vectors, until Fi
NEB converges

to absolute values below a given threshold. If the reaction path has only one transition state,

the saddle point in the converged path is considered the transition state. As NEB searches for

the reaction path, the transition state structure is an approximation, which can be refined with a

secondary NEB calculation or with another method. The reformulation of the method, known as

climbing image NEB (CI-NEB) [53], removes the spring forces for the highest energy image of

the path, allowing this structure to move up to the saddle point by and obtaining a result closer

to the transition state structure.

If one is interested only in the transition state structure, different methods can be applied.

An example is the linear and quadratic synchronous transit methods, respectively known as LST

and QST, formulated by Halgren and Lipscomb [55] and generalised by Govind et al. [56]. In

the LST method, a set of trial structures is generated by linearly interpolating the geometries

of the reaction reactants and products. The maximum energy between these structures is a first

approximation of the transition state structure, which is refined and energy minimised along a

direction orthogonal to the reaction path. If necessary, a quadratic interpolation (QST) between

reactant and product can also be used to search for the transition state.

For systems in which the reactant or product structures are unknown, methods such as the

dimer method [54] are advantageous. These methods search for the transition states using only

an initial structure guess, relying on the local information of the PES and its first and second

derivatives, which can be expensive to calculate due to the need of computing and diagonalising

the Hessian matrix. The dimer method avoids the direct calculation of the Hessian matrix by

determining the direction along which the energy should be maximised using two symmetrically



Chapter 3. Computational catalysis 27

displaced images, and it can be an additional tool to search for transition states.

There are several examples in the literature of studies on important chemical reactions

such as CO2 reduction [62], oxygen reduction reaction and oxygen dissociation [63–66], and

alcohol decomposition reactions [67–72] over metallic surfaces using DFT calculations and

transition state search methods. Alcohol decomposition reactions over metallic systems are

particularly interesting and challenging systems to be treated with DFT calculations. The appli-

cations related to these calculations are connected with the usage of the biomass as a source of

hydrogen for fuel cells and are interesting systems to study different reaction steps such as C-C,

C-H, O-H, and C-O bond breaking, which are also important to other technologies.

For the steam reforming of ethanol, computational studies with DFT calculations have

indicated that ethanol is favourably dehydrogenated in the first reaction steps, with C-C and

C-O bond breaking happening only for more dehydrogenated species [70, 71, 73, 74]. Sutton

and Vlachos [71] have calculated reaction and activation energies of reaction steps involved in

the ethanol decomposition on close-packed surfaces of Co, Ni, Pd, Pt, Rh, and Ru. They have

observed that the dehydrogenation steps are favoured over C-O and C-C bond breaking for all

the studied metallic surfaces. The order of the dehydrogenation, however, varied depending

on the metallic surface and was different from some experimental observations. For example,

the authors show that a decomposition via acetaldehyde with α-C-H and O-H bond breaking

should be favourable for Rh(111) surfaces, while other theoretical [74] and experimental data

[75] show that a decomposition with β -C-H is preferred in such catalysts. However, most of

the theoretical and experimental results also point to CHxCO as precursors of C-C cleavage,

generating adsorbed CO and CHx that should be further reformed to increase H2 production.

Carbon monoxide can poison fuel cell electrodes by blocking active sites on the catalyst

surface. Thus, to use the H2 obtained from steam reforming of ethanol in hydrogen fuel cells, it

is necessary to increase the H2/CO ratio, by decreasing the CO concentration of the gas stream

before feeding it to fuel cell anode. In that sense, studying catalysts for the water gas shift reac-

tion (WGS) is also necessary to ensure an appropriate CO content in the gas stream. This reac-

tion mechanism over metallic surfaces has also been extensively studied with DFT calculations

[3, 76–82] and it is another good example of how computational studies can help to understand

reaction mechanisms relevant for catalyst design. For example, for Pt(111) surfaces, Grabow et

al. [3] investigated possible reaction paths for the WGS reaction by calculating 17 elementary

reaction steps using the CI-NEB method for the transition states, and combining the DFT results

with a microkinetic model. Figure 3.1 summarises the relative energies of intermediate states
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calculated with DFT.

FIGURE 3.1: Reaction coordinate diagram for four possible reaction mechanism for WGS on
a Pt(111) surface. The red and blue reaction mechanism involve the formation of a COOH
intermediate, and the energetically preferred mechanism is indicated in red. Figure reprinted

with permission from 3. Copyright 2008, American Chemical Society.

Figure 3.1 illustrates the competition of four possible reaction paths for the WGS reaction

over a Pt(111) surface. For two of those paths, namely OH+OH dissociation and OH dissocia-

tion, CO is oxidised by atomic oxygen. For the other two paths, OH oxidises CO, and COOH

is as an intermediate. The OH dissociation path is the less likely to happen due to the high

activation energy for the second O-H bond breaking on H2O, and the COOH paths are slightly

favoured over the CO oxidised by O paths.

The analysis based on the DFT calculations favours the COOH+OH mechanism in terms

of activation energies. These conclusions did not account for adsorbate coverage, temperature

and pressure effects, which were included in the microkinetic model created using the DFT

results. On the other hand, the results from the microkinetic model show that the small OH

coverage on the surface hinders the energetically preferred path and that most of the CO2 pro-

duction comes from the COOH mechanism with the direct COOH−−→ CO2 +H decomposition

step. These findings lead the authors to suggest additional H2O in the feed as a possible way to

increase OH coverage and facilitate the low-energy decomposition path.

The water activation competed as one of the reaction steps likely to be rate determining

in the work of Grabow et al. [3] and similar conclusions were also drawn for DFT calculations
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on Pt(111) and Pd(111) used as catalysts for the WGS reaction [76]. The reaction barriers cal-

culated for Pt were lower than the ones for Pd catalysts and again, carboxyl formation played

an important role, and the water dissociation competed as the rate-determining reaction step

depending on the reaction conditions. General conclusions of these theoretical studies are con-

sistent with experimental observations. For instance, the lower reaction barriers calculated for

Pt as compared with Pd, agrees with experimental findings showing higher WGS activity for

Pt/Al2O3 as compared with Pd/Al2O3 [83].

However, some differences in the proposed reaction mechanisms and rate-determining

steps can appear when comparing experimental and theoretical findings. For example, the theo-

retical study of Grabow et al. [3] indicates formate as a spectator species, which was consistent

with experimental findings for the reverse WGS [84]. Meanwhile, experimental studies for WGS

on Pt/Al2O3 and Pt/CeO2 indicates formate as an active species and the formate decomposition

as a likely rate-determining step depending on reaction conditions [83, 85, 86]. Moreover, the

comparison with experimental data in the work from Clay et al. [76] shows discrepancies in

some kinetic parameters when comparing the Pt(111) and Pd(111) calculations with the experi-

mental Pt and Pd catalysts supported on Al2O3, which indicates that the support activity might

also play an important role in the reaction and the need to include it in the model.

Despite the valuable information that the transition state structures and the minimum en-

ergy paths from DFT calculations can provide, the cost of such calculations hinders DFT of

studying and testing a more significant number of metallic nanoparticles and surfaces as possi-

ble catalysts or to increase the complexity of the model. An alternative way to study a chemical

reaction is focusing on the interaction of the catalyst surface with reactants, intermediate states,

and products coupled to thermodynamics concepts to analyse different reactions steps and pro-

pose reaction mechanisms and rate-limiting steps for the studied chemical reaction.

For example, in the context of electrochemical reactions with proton-coupled-electron

transfers, i.e., reaction steps A∗+H++ e− => AH∗, it is possible to use DFT results to calcu-

late the necessary overpotential to make a reaction mechanism thermodynamically accessible.

A common approach to deal with this problem is to make use of the so-called computational

hydrogen electrode [4]. The model consists on considering the applied electrode potential in

relation to the reversible hydrogen electrode, in which the reaction 2(H++ e−) => H2 is in

equilibrium for all temperatures and values of pH at zero voltage. Using this model, one can

calculate the chemical potential of the proton-electron pair based on the chemical potential of a
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H2 molecule and the applied potential, and use its value to calculate the change in the free en-

ergy during a reaction step. A reaction mechanism will only be thermodynamically accessible

at the electrode potential that allows all the reaction steps to be exergonic, and these results can

be used to determine the most likely reaction mechanism for a given chemical reaction.

The thermodynamic analysis about the interaction between a catalyst surface and adsor-

bates provides a powerful tool to obtain reaction mechanisms and general insights about the

chemical reactions happening at the surface, however, such analysis will not directly provide

information about the reaction kinetics that could be obtained calculating activation barriers

using the transition state structures. To further reduce the computational cost in this area and

expand the ability of DFT to analyse more catalysts or simulate more complicated systems,

other approaches have been developed to link the catalytic activity of a certain catalyst surface

or nanoparticle with properties which are less expensive to calculate with DFT than the tran-

sition state structures. In the next section, we outline some concepts commonly used together

with DFT calculations to decrease the computational cost and describe the catalytic activity of a

metallic surface, to a certain extent, without explicitly determining reaction paths and transition

state structures.

3.2 Electronic and Geometric Descriptors

The Sabatier’s principle is one of the concepts commonly used in the search for optimum

catalysts [87]. The idea behind the concept is the existence of an optimal "bonding strength"

between the catalyst surface and the atoms and molecules involved in the reaction. If the bond-

ing between the catalyst and the adsorbates is too weak, the surface will not be able to bind

and activate the reactants. Meanwhile, if the bond is too strong, it will hinder the products’

desorption and consequently reduce the catalyst efficiency. Thus, Sabatier’s principle qualita-

tively indicates the existence of descriptors, which are specific for each reaction and predict the

activity of different catalysts, leading to volcano-type relationships between the catalyst activity

and the descriptor.

Researchers have been using this concept together with DFT calculations to determine

catalytic activity descriptors for chemical reactions and applying the descriptors as a tool to

search for optimum catalysts. As an example, Nørskov et al. [4], have modelled the oxygen

reduction reaction on several transition and noble metal surfaces using the CHE and observed a

correlation between the activity of the surface and the atomic oxygen adsorption energies in the

catalyst surfaces, which resulted in the volcano plot in figure 3.2. However, finding an efficient
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parameter or set of parameters to describe the reaction is not an easy task, and other approaches

are usually applied to identify good descriptors for a given reaction.

FIGURE 3.2: Volcano plot for the ORR activity versus the adsorption energies of atomic oxy-
gen. Figure reprinted with permission from 4. Copyright 2001, American Chemical Society.

The Brønsted-Evans-Polanyi (BEP) principle [88, 89] is another concept that is usually

applied together with DFT calculations to study reaction steps on metallic surfaces and nanopar-

ticles. The BEP principle states that the change in the activation energy for a given reaction step

linearly correlates to the change in the reaction energy. Thus, the adsorption energies of reac-

tants and products for the intermediate reaction steps would be enough information to obtain

the activation energies. These results could be coupled to microkinetic models [90] to study

the reaction on a catalyst surface without the computational cost associated with the search for

transition state structures.

There are several examples in the literature testing BEP relations with DFT calculations

for different reactions [91–94]. In general, they observe that the linear relations are independent

of the chemical composition of the metallic surface and transferable to similar adsorbates, i.e.,

the same linear equation can describe the correlation between activation energies and reaction

energies for different reaction steps on surfaces composed by different metals. This universality

of the BEP relations happens when the transition state structures for these reactions are very

similar for different adsorbates.

As an example, Wang et al. [93, 94] observed linear trends for a set of chemical reactions

based on C-C, C-O, C-N, N-O, N-N, and O-O dissociation, calculated on different metallic sur-

faces. The results show an associated mean absolute error (MAE) of 0.35 eV obtained with the

universal trend. However, the parameters of the linear equation and the associated error of the

trend change depending on the subset of the data that is being used. For example, if only CHX -O
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bonds, with 0 ≤ X ≤ 3, are considered, the MAE drops to 0.25 eV, and if an even smaller set,

such as only C-O bond breaking is used, the error can be as small as 0.13 eV. Thus, the authors

indicated a clear trade-off between the accuracy and the universality of these linear relations.

The computational benefits of the BEP relations make this approach an important part of the

computational search for efficient catalysts. However, as for any other semi-qualitative approx-

imation, a researcher should carefully assess the results considering possible errors introduced

by the BEP relation for each particular case [95].

Another approach used to reduce the computational cost when studying metallic surfaces,

clusters and nanoparticles applied to heterogeneous catalysis are the relationships between the

adsorption energies obtained for different adsorbates. This type of approximation is a powerful

tool to investigate metallic surfaces as catalysts. A set of adsorption energies for single atoms

and small molecules interacting with a surface can be used to predict the adsorption energies of

intermediate states of a reaction, which can be used to compute reaction and activation energies

for different reaction steps via BEP relations. Thus, using both concepts together can dramati-

cally reduce the computational cost to obtain reaction mechanisms, rates and rate determining

steps for a chemical reaction. For example, the work from Abild-Pedersen et al. [96] showed

the existence of a correlation between the adsorption energies of AHx adsorbates and the ad-

sorption energies of atoms A, with A=C, O, N, and S, interacting with different closed-packed

and stepped metallic surfaces. For both, stepped and closed-packed surfaces, the slope obtained

for the fitted equation was close to γ = (xmax− x)/xmax, where xmax is the maximum number

of bonds that the atom A which is in contact with the metal surface can form in an isolated

molecule.

Over the years, the scaling relationships for adsorption energies have been applied to dif-

ferent types of adsorbates. An example is the study of glycerol reforming, where the researchers

estimated the adsorption energies of several intermediate species on a Pt surface using the ad-

sorption energies of carbon, oxygen, glycerol and a subset of intermediate species obtained from

DFT calculations [97]. In a different work, the authors have expanded the relationships to pre-

dict the adsorption energies of intermediate species on different metallic surfaces using only O,

CO and the adsorption energies of intermediate species previously calculated for a Pt surface

[98]. The combination of scaling relationships and BEP relations allowed them to compute the

kinetics and thermochemistry of this chemical reaction without the need of computing all the

possible transition state structures, greatly reducing the computational cost for the overall study

[97, 98].



Chapter 3. Computational catalysis 33

The links established between adsorption energies of single atoms or group of atoms with

the activation and reaction energies are useful not only to decrease the computational cost for

the study but also to help to determine parameters to be used as "bond strength" descriptor for

Sabatier’s principle volcano plots or activity maps [87]. Given the importance of the adsorption

of atoms and molecules for catalytic applications, some theoretical approaches have been devel-

oped to link the electronic and geometric properties of metallic surfaces or nanoparticles to the

adsorption energies of adsorbates. Describing the adsorption on a surface with descriptors based

on the geometric or electronic properties of the surface can reduce even more the computational

cost in the screening of possible catalysts for chemical reactions. Moreover, understanding the

factors that control the bond strengths of key adsorbates can provide insights about possible

routes to tune the catalyst performance.

The d-band centre is one example of a bonding strength descriptor that is widely used

in studies of heterogeneous catalysis. As proposed by Nørskov et al. [4, 99, 100], the d-band

model describes the bond formation between an adsorbate and a transition-metal surface using

information from the d-band of a metallic surface that can be readily accessed through DFT cal-

culations. The interaction between the adsorbate’s valence states and a metallic surface happens

through the coupling of the adsorbate’s states with the s states of the surface, which shifts and

broadens the adsorbate’s valence state, and through the formation of bonding and antibonding

states between the adsorbate’s state and the d states of the metallic surface.

The contribution of the metallic s states to the interaction with an adsorbate is very sim-

ilar for all transition-metal surfaces, due to the delocalised, half-filled characteristics of their s

bands. Meanwhile, the d-bands are more localised, and most of the differences in the adsorption

energies are considered to depend on the filling of the metal-adsorbate antibonding states, which

can be evaluated through the energy of the antibonding state in relation to the Fermi level. As the

antibonding states are always higher in energy than the d-band energies, the authors proposed

that a good description of the energy of the antibonding state, and consequently the bonding

strength, is the energetic centre of the occupied d-band state with respect to the Fermi level.

Thus, the d-band model allows the prediction of the bonding strength, where a surface with a

higher d-band centre in relation to the Fermi level binds the adsorbate more strongly.

Other descriptors for atomic and molecular bonding on transition metal surfaces have

also been developed and tested in different situations. The generalised coordination number

developed by Calle-Vallejo et al. [10, 101] is an example. In this case, the descriptor is computed

with a bond counting strategy, i.e., directly from the geometries of the nanoparticles and surfaces
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without the need for electronic structure calculations. The generalised coordination number CN

is calculated as follows:

CN(i) =
ni

∑
j=1

cn( j)/cnmax (3.1)

where the ni nearest neighbour j from the adsorption site i are counted with a weight of

cn( j)/cnmax, with cn( j) being the coordination number of each first neighbour and cnmax being

the maximum number of first neighbour in the bulk. For example, cnmax = 12 for a top adsorp-

tion site in an FCC crystal. The generalised coordination number can also be computed for other

adsorption sites such as hollow and bridges or materials with different crystalline structures by

changing cnmax.

Calle-Vallejo et al. [101] compared the generalised coordination number against the coor-

dination number as possible descriptors for adsorption energies. They have computed adsorption

energies on adsorption sites with different generalised coordination numbers but with the same

coordination number 9 on different nanoparticles and on an extended Pt(111) surface. While

the generalised coordination number grew with the system size, following the changes in the

adsorption energies of OH, the coordination number remained the same. The generalised coor-

dination numbers also correlated with the adsorption energies of OOH for different adsorption

sites on six Pt nanoparticles and the extended Pt(111) surface. The generalised coordination

number is a purely geometric descriptor, computed without performing electronic structure cal-

culations, which reduces the computational cost to test possible catalysts for nanoparticles with

similar chemical composition.

Other approaches, such as the one proposed by Aarons et al. [8] also describes the

adsorbate-surface interaction without computing the adsorption energies. In this case, the au-

thors correlated the adsorption energies of atomic oxygen on different adsorption sites of Pt

nanoparticles with the values of the electronic density on an electrostatic potential isosurface.

Another example of a quantity that can be used as a catalytic descriptor is the orbitalwise co-

ordination number [102], where the coordinative saturation of an adsorption site and its ability

to form bonds via a specific orbital are estimated considering bond counting arguments and

considering interatomic interactions to assess the local coordination. Thus, using any of these

descriptors, one can correlate adsorption energies, reaction and activation energies, and prop-

erties of the catalysts, helping to understand and test possible reaction mechanisms and new

catalysts.
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3.3 Strategies for Catalysts Design

So far, we have presented some of the main concepts and tools used together with DFT

calculations to study metallic surfaces, clusters and nanoparticles applied to heterogeneous catal-

ysis. These strategies can be helpful to understand the mechanisms of chemical reactions at the

catalyst surface an also propose strategies to improve the catalyst activity, selectivity and sta-

bility. The efforts to design new catalysts involve understanding how the catalyst composition,

the nanoparticle size and shape, the presence of ligands in the nanoparticle surface, the reaction

conditions, the presence and the composition of the support, and several other characteristics af-

fect the catalyst for each specific reaction, making the area challenging and exciting. In the next

sections, we present selected studies aiming to illustrate how catalysts can be modified through

different routes and how DFT can be useful to search for improved metallic catalysts.

3.3.1 Catalyst Composition

The chemical composition of the metallic catalyst is one of the first considerations that

need to be tuned for each chemical reaction. In general, an optimum catalyst for a given applica-

tion has to be active, selective and stable under specific reaction conditions. For example, in the

context of direct ethanol fuel cells, the anodic reaction of ethanol oxidation can be performed

under acidic or alkaline environment, depending on the type of fuel cell, and the optimum cat-

alyst composition can be different for each case. For an acidic media, platinum and platinum-

based alloys are commonly indicated as excellent catalysts for the ethanol oxidation reaction

[103–105]. Meanwhile, for alkaline environments, palladium and palladium-based alloys are

commonly indicated as possible candidates to replace Pt-based catalysts due to their lower cost

and high performance under these reaction conditions [103, 104, 106].

In acidic environment, Pt catalysts are found to be able to break the C-C bond in ethanol

molecules, which could lead to complete ethanol oxidation to CO2 [107–111]. However, the

CO2 yield for ethanol oxidation on Pt catalysts is rather small as compared to C2 products such

as acetaldehyde and acetic acid, which considerably reduces the fuel cell efficiency. Compu-

tational studies have helped to explain the relatively low formation of C1 products from the

ethanol oxidation reaction by showing how the presence of OH and O on the catalyst surface

can affect the C-C bond break [112]. The computational results demonstrate that the presence

of OH and O adsorbed species increases the reaction barrier for the C-C bond cleavage [112],

which explains the CO formation for low applied potentials commonly observed experimentally



Chapter 3. Computational catalysis 36

[108–111]. However, platinum surfaces are also easily poisoned by adsorbed CO, and the ad-

sorbed OH species are necessary to further oxidise CO to CO2, meaning that the OH coverage

needs to be controlled to avoid inhibiting the C-C bond break while allowing CO oxidation.

Alloying Pt catalysts with other metals such as Ru and Sn can improve the catalyst ac-

tivities on acidic media. The enhanced catalytic activity obtained with the addition of Ru to

Pt catalysts is commonly explained due to an increase in OH adsorption, which is necessary to

avoid surface poisoning [105]. A similar effect is observed when alloying Pt catalyst with Sn.

However, in both cases the selectivity towards C1 products does not increase with the addition of

the co-catalysts, showing that the increase in activity should be explained due to more efficient

reactions towards C2 products rather than more complete oxidation to CO2.

The importance of adsorbed OH species for the ethanol oxidation reaction can also be

observed by studies comparing the catalyst activity on different pH values. Lai et al. [111]

have demonstrated significant increases for the EOR on Pt catalysts for alkaline electrolytes.

However, as previously said, in alkaline media other compositions such as Pd-based catalysts

can be considerable options against Pt catalysts. For example, Ma et al. [106] compared carbon-

supported Pt and Pd catalysts in alkaline media and demonstrated a superior activity for Pd

catalysts towards the ethanol oxidation reaction. Similar to Pt catalysts, the activity of Pd-based

catalysts can also be improved by alloying them with other metals that could help to alleviate

CO poisoning [104].

The catalyst composition is also a key variable for improving the activity towards the

ORR happening at the cathode of DEFCs. As demonstrated in figure 3.2, platinum catalysts are

predicted with DFT calculations to be close to the activity peak of a volcano plot obtained from

monometallic catalysts [4], indicating Pt as a suitable candidate for the ORR. The volcano plot

from the calculations performed by Nørskov shows that an improved catalyst for ORR could be

obtained by slightly weakening the adsorption energies of atomic oxygen on the catalyst surface

[4]. Interestingly, the exploration of this concept has lead to the discovery of alloys such as Pt3Y

and Pt3Sc [113] and near-surface alloys such as Cu/Pt(111) [114] which are improved catalysts

for the ORR as compared to Pt(111), as demonstrated theoretically and experimentally.

Computational investigations about the effect of the chemical composition for a metallic

catalyst can also be found for other types of metallic nanoparticles and chemical reactions. The

work on O2 dissociation, which a crucial step for the ORR, on platinum-based truncated octa-

hedra nanoparticles from Jennings et al. [115], is one example. In this study, M@Pt core-shell

clusters were created with different transition-metal cores and used to compute O2 adsorption,
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activation energies for O2 dissociation, and the electronic and geometric effects induced by the

addition of the second element. In general, the authors observed that clusters with late (early)

transition-metal cores had lower (higher) dissociation barriers.

The low dissociation barriers were associated with the distortions on (111) facets of small

metallic clusters, which happened for pure Pt and for bimetallic clusters where the Pt-M inter-

action was relatively weak. The authors did not assess the stability of the bimetallic clusters;

however, the comparison of the Pt-M interaction with the Pt-Pt interaction was used as an indica-

tion of the cluster stability and the metals from group 9 were indicated as promising candidates

for core elements in the core-shell clusters. They have observed that the Pt-M interactions for

this class of metals were slightly stronger than Pt-Pt interactions, but not strong enough to inhibit

the favourable distortions in the (111) facet that lowered the activation energies. Moreover, this

group of metals as the nanoparticle core induced downshifts in the d-band centre, which also

helps the oxygen desorption step in the oxygen reduction reaction.

Another case of a study trying to tune catalytic activity by changing the composition

of the catalyst with bimetallic nanoparticles is a recent computational screening for core-shell

nanoparticles tested for the oxygen reduction (ORR) and hydrogen evolution reactions (HER)

[116]. The study used O and H adsorption energies on bimetallic truncated octahedra nanoparti-

cles with 79 atoms as descriptors for the catalytic activity for ORR and HER. The authors have

also calculated segregation energies as the difference between the nanoparticle energies in the

core-shell configuration and nanoparticles with one atom from the core and one atom from the

shell exchanged. The segregation energies were calculated with and without the adsorbates, to

observe the nanoparticle in both conditions. In terms of catalytic activity, the authors observed

that the choice of the shell was a key factor, with Pt, Pd, Ag and Ir being the most active shells

for ORR. For other nanoparticle shells, the oxygen binding was too strong or too weak as com-

pared with the -1.24 eV value obtained as a peak for the volcano plot. The high activity of Ag

shelled nanoparticles can be particularly interesting for industrial applications due to the low

cost of Ag as compared with Pt [116].

This type of study on the effects of the chemical composition for nanoalloys applied

to heterogeneous catalysis is not restricted to bimetallic structures or core-shell nanoparticles.

However, increasing the number of elements in the nanoparticle or considering different nanoal-

loy patterns, also increases the complexity and the computational cost of the study. Nonetheless,

it is possible to cite examples of complex nanoalloys studied with DFT calculations, such as the

study of alloy-core@shell nanoparticles from Zhang and Henkelman [5], which employed DFT
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calculations to assess the catalytic activity of a nanoparticle composed of a random bimetallic

core covered with a noble metal shell for CO oxidation, which can be important in the context

of indirectly using ethanol to power fuel cells using ethanol steam reforming to generate H2.

FIGURE 3.3: Alloyed-core@shell nanoparticle a) illustration and b) catalytic activity for the
CO oxidation reaction. Figure b) shows a contour plot of the activity as a function of CO and O
adsorption energies for different metallic clusters compared with pure Pt slab. Black dots rep-
resent monometallic slabs, blue triangles represent core-shell nanoparticles, while green points
show the activity of AuPd@Pt nanoparticles with different Au/Pd ratios. Figure reprinted with

permission from 5. Copyright 2015, American Chemical Society.

The authors have compared random alloyed FCC crystals covered with a Pt or Pd mono-

layer and truncated octahedra M140 with the same composition. These structures were assessed

as catalyst candidates for the HER and CO oxidation reactions, using atomic and molecular ad-

sorption energies, BEP relations and microkinetic models [5]. For the alloy-core@shell nanopar-

ticles and slabs, the authors have observed a linear relationship between the binding energies of

adsorbates and the shifts in the surface’s d-band centre. The d-band centre changes were also

linearly correlated with the changes in the alloy-core composition. Figure 3.3 shows an illustra-

tion of a nanoparticle with a random PdAu core and a Pt shell and an activity map for the CO

oxidation on different catalytic surfaces [5].

As shown in figure 3.3 b), Au@Pt, Ag@Pt and AuPd@Pt nanoparticles are possible

candidates as CO oxidation catalysts. Moreover, the activity of AuPd@Pt nanoparticles was

between the activities of Pd@Pt and Au@Pt core-shell nanoparticles [5]. This relation is a

consequence of the linear relationship between the surface’s d-band centre and the alloy-core

composition and can be used as a guide to predict alloy-core@shell nanoparticles by linearly in-

terpolating the results of regular core-shell structures, showing another route to tune the catalyst

by changing its composition that can be further explored with the aid of DFT calculations.
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3.3.2 Nanoparticle Size and Shape

In addition to the catalyst composition, understanding the impact of the nanoparticle size

and shape in the catalyst activity, selectivity and durability is of great importance for catalyst

design. First of all, controlling the nanoparticle size helps to ensure an appropriate surface-

to-volume ratio, increasing the active area and reducing the loading of expensive metals in the

catalyst. Also, as a material size decreases, new properties emerge due to the changes in the

geometric and electronic structures of the nanomaterial, which are caused by variations in the

surface-to-volume ratio, interfacial effects, quantum confinement of electrons, among other ef-

fects, making the nanoparticle size an important variable in the search for optimum catalysts.

The nanoparticle size and morphology also control the number and type of available adsorp-

tion sites and active facets, which can affect how the nanoparticle interacts with adsorbates and

change the activity and selectivity of the catalyst.

Controlling the nanoparticle size and shape with a uniform dispersion of nanoparticles

over supports is an extremely active and challenging research area. Despite the ongoing chal-

lenges to generate scalable methods to finely tune the metallic nanoparticle size in industrial

levels, the advances in experimental techniques in this area have been enabling studies to help

unveil the impact of these variables in the catalytic activity [117]. Meanwhile, computationally

defining an energetically stable or metastable nanoparticle shape for given nanoparticle size and

composition is also challenging and an important part for studies on metallic nanocatalysts. An

initial guess for a nanoparticle/cluster structure can be geometry optimised with DFT calcula-

tions by calculating atomic forces and using them to search for an energetic local minimum in

the potential-energy surface. However, the local minimum structures obtained with geometry

optimisation schemes are generally dependent on the initial guess, while searches for the global

minimum can be much more complicated [118].

The algorithms for global optimisation of clusters and nanoparticles can be coupled with

DFT or with less expensive descriptions of the PES such as empirical potentials. Usually,

Monte-Carlo and molecular dynamics methods based on simulated annealing approaches, Basin

hopping methods, and genetic algorithms are used as tools for global minimum searches of

metallic nanoparticle structures [118], with the overall efficiency of the minimisation relying on

the model used to create, select and modify the structures of the nanoparticles and the accuracy

and computational efficiency of the tool used to describe the PES. An alternative strategy which

is commonly employed in the computational study of metallic nanoparticles is to generate and

optimise a set of initial guesses, which can be created based on characteristics of the studied
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system. The energies obtained after the optimisation of the initial guesses can be compared to

obtain a putative global minimum. This kind of strategy, however, provides a biased search that

can hinder global minimisation.

Global optimisations of metallic nanoparticles with DFT calculations are relatively scarce

in the literature due to the computational cost associated with the calculations. However, some

examples can be found for metallic clusters. For Aun clusters with n≤ 20, a global optimisation

with a DFT - Basin hopping approach, has shown the formation of Au20 tetrahedron clusters in

gas-phase [119]. The energy obtained with the optimum geometry from the DFT-based algo-

rithm was found to be 1.28 eV lower than the energy from the most stable structure found with

a global optimisation performed with an empirical potential. The stability of the cluster was ex-

plained in terms of electronic structure characteristics inherent of gold clusters in this particular

size, which could only be captured with electronic structure simulations, showing the relevance

of DFT-based global optimisations to find global minimum geometries for clusters with specific

size and composition [119]. More recently, the same method was applied to an Au40 cluster,

which was also found to be stable with a twisted pyramid structure [120].

On the other hand, the approach of testing several configurations is more frequently used

to assess the stability of clusters and small nanoparticles. Usually, these calculations are focused

on structures considered sensible, which normally retain bulk-like aspects, are symmetrical, such

as Wulff constructions, and are built by accounting for bonding characteristics of the metal and

maximising the presence of stable facets. For gold structures, it was observed that a cuboc-

tahedral symmetry is more stable for Au13 while the icosahedral one is more stable for Au55

[121]. For rhodium clusters, the energetic difference between cuboctahedral and icosahedral

structures was calculated to be small, with icosahedral being slightly more stable for Rh13 and

Rh55 [122]. Similar studies were also performed for other metallic nanoparticles such as Ru

[123], Pd [124–126], Pt [127], and other metallic systems [128]. These results also show the

existence of stable 2D structures for small clusters, generally smaller than ten atoms, which can

be explored to increase the catalyst surface area. Moreover, these studies show a general trend

of stronger cohesive energies with increasing cluster size, converging to bulk values.

For metallic nanoparticles applied on heterogeneous catalysis, the need for finding the

global minimum geometry instead of a metastable structure should be carefully assessed by the

researcher. These calculations, especially global minimum methods based on DFT, can be much

more expensive than simple geometry optimisations. Moreover, the global minimum geometry

can be different from the ones that are relevant for catalytic applications due to the different
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experimental conditions such as solvent, temperature, support, and adsorbate concentration, on

which the nanoparticle will be used. For example, recent studies have shown that the energy

differences and relative stabilities among isomers can change due to the presence of ligands or

reactants adsorbed on the clusters. For instance, Sun and Sautet [129] demonstrated that the

global minimum of a Pt13 obtained in gas-phase is not similar to the global minimum obtained

for a Pt13 covered with 18 or 26 H atoms. For an isolated Pt13, they have obtained an open

structure with low symmetry and average coordination number of 4.2 as the global minimum,

while under high H coverage, the global minimum is a bulk-like cuboctahedral cluster, and

the energy of the first isomer in a non-cuboctahedral shape is 1.63 eV higher than the global

minimum.

Despite these difficulties on experimentally controlling the nanoparticle size and shape

and computationally determining the energetic stability of the nanoparticles, the importance of

these effects for the catalytic activity makes computational and experimental studies in this area

indispensable for in the search for improved catalysts. As already exemplified, the nanoparticle

morphology is crucial to control the available metallic facets in a catalyst, which is an important

variable to be tuned for each reaction. For example, for the ethanol oxidation reaction, both

experimental and theoretical studies have been showing that the catalyst activity and selectivity

are structure sensitive, with different available Pt facets being preferred for the EOR in different

reaction environments[58, 110, 130–133].

Colmati et al. [110] showed experimentally that under an acidic media the main product

obtained on Pt(111) surfaces after the ethanol oxidation is acetic acid, and suggested that C-C

bond breaking is only possible on Pt(111) electrodes with the presence of defects due to the

low CO, and consequently CO2 formation observed for such electrodes. On the other hand,

the C-C bond breaking is easier for Pt(100) at low potentials, with its surface being readily

poisoned by adsorbed CO, and for Pt(110) at any potential, with the formation of acetic acid

from acetaldehyde presenting lower rates as compared with the other facets [110].

These results agree with theoretical findings from DFT calculations for the ethanol oxida-

tion reaction on different Pt surfaces such as the work from Wang and Liu [58] which shows that

the C-C bond breaking is easier for Pt(100) facets as compared to Pt(111). The computational

results also show that acetic acid and CO2 originate from CH3CO and that the selectivity towards

each product is controlled by the catalyst activity for the reaction CH3CO+OH−−→ CH3COOH,

which is favoured on Pt(111) facets. Meanwhile, for Pt(100) facets, CH3CO is dehydrogenated

favouring the C-C bond cleavage [58].
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Similarly, other reactions such as the water dissociation reaction, which is important for

the WGS and EOR, are also found to be structure sensitive, strengthening the importance of

shape-controlled nanoparticles. For example, DFT calculations on water dissociation on dif-

ferent Pt surfaces have shown that steps and kinks adsorption sites can affect activation energy

barriers, showing that the site coordination can affect the catalytic activity of a surface [79].

More specifically, for Pt(111) Pt(100), and Pt(211) surfaces, the computed values of the water

dissociation activation energies were smaller than the water adsorption energies, while Pt(110)

and Pt(321) surfaces presented lower activation energies, indicating the importance of low co-

ordinated adsorption sites for this reaction.

These studies help to illustrate the importance of the nanoparticle structure on hetero-

geneous catalysis research, with the presence of stepped and kinked adsorption sites causing

significant changes in the catalyst activity. As the ratio between different adsorption sites also

depends on the nanoparticle size, controlling this variable is also relevant when dealing with

metallic nanoparticles. For example, similar studies on the water dissociation were also carried

out for Pt nanoparticles ranging from Pt13 to Pt140 [81]. The results from the calculations show

negligible variations on the adsorption energies of water molecules for different nanoparticle

sizes, with a clear adsorption preference at low coordinated top sites. On the other hand, the

activation energies increase with the nanoparticle size towards the value obtained for Pt(111)

extended surface. Similarly to what was observed for Pt(111) slabs, for larger nanoparticles, the

absolute values of reaction barriers were larger or equal to that obtained for water adsorption

energies, while water dissociation was favourable for smaller nanoparticles.

The size of the nanoparticle is also found to be relevant for reactions such as the EOR and

ORR, with both experimental and theoretical studies pointing to strong size dependence in the

catalytic properties of platinum clusters and nanoparticles with a diameter between 1 and 3 nm.

For the EOR, Perez et al. [134] observed an activity peak obtained for Pt nanoparticles of 2.6

nm. The authors pointed that possible explanations for the increase in activity with decreasing

nanoparticle size were involved with the increase in the concentration of low-coordinated sites,

which could facilitate the dissociative adsorption of ethanol and increase the OH presence in the

surface to act as a promoter for the reaction. At the same time, for nanoparticles smaller than 2.6

nm, the increase in adsorbed OH could block sites to adsorb ethanol. Meanwhile, for the ORR,

Pt nanoparticles with a diameter between 2 and 2.5 nm have been indicated as optimum catalysts

sizes [135–139]. Nevertheless, some recent experimental work [140–142] have been able to

show promising results using metallic subnanoclusters ( ≤ 1nm) as catalysts, with high surface
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areas, good CO tolerance and high catalytic activity depending on the Pt cluster structure.

One advantage of computationally studying metallic nanoparticles is the ability to isolate

the impact of the nanoparticle size, shape and composition more easily than with experimental

studies. To a certain extent, it is possible to assess how each change in the nanoparticle affects

the geometric and electronic properties and consequently, the catalytic activity, and how the in-

terplay between those effects take place. The studies from Nørskov and coworkers [6, 143, 144]

on the effects of nanoparticle size for O and CO adsorption, which are important descriptors

for catalytic activity, on Aun and Ptn cuboctahedra nanoparticles with 13 ≤ n ≤ 1415, are ex-

amples of size effects studies performed with DFT calculations. The authors simulated a single

adsorbate interacting with cuboctahedral nanoparticles of increasing size on similar adsorption

sites. They have calculated the adsorption energies on geometry optimised and non-optimised

metallic nanoparticles, allowing to separate some of the electronic and geometric effects caused

by changing the nanoparticle size.

The authors demonstrated that the adsorption energies on metallic nanoparticles converge

to the slab value for Pt nanoparticles with more than 147 atoms and gold nanoparticles larger

than 561 atoms [6, 143, 144]. They have observed that for nanoparticles smaller than a certain

size, the adsorbate interacts indirectly with atoms in the vertices and edges of the nanoparticles.

Platinum nanoparticles screened this effect better than gold, justifying its quicker convergence

to slab values. Moreover, they have observed that the modifications in the metallic bond lengths

due to the change in the nanoparticle size are not as important to control the adsorption energies

as the changes in the adsorption sites coordination and the electronic effects. They also observed

that the changes in the bond lengths are more relevant for FCC (111) adsorption sites than for

edge (211) and that this effect can be reproduced on calculations for stressed slabs [6].

Figure 3.4 shows that, as an overall trend, the decrease of the nanoparticle size increases

the adsorbate binding strength. However, as the nanoparticle size reduces, the metallic bond

lengths decrease, which, according to the d-band model, generates a downshift in the d-band

centre that should create a weakening in the adsorption energies. This result can be observed

by comparing in figure 3.4 the results for relaxed and unrelaxed nanoparticles. Thus, there is a

competition between the electronic and geometric changes induced in the nanoparticle caused by

the size effects. A clear exception to the size effect trend is the Au55 nanoparticle, which binds

oxygen weaker than larger Au nanoparticles. The authors explain this effect as a consequence

of the electronic shell effects. As 58 electrons is an electronic closed shell, the acceptance

of electrons should be easier for Au55 nanoparticle, but the donation should be more difficult,
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interfering with the interaction between the nanoparticle surface and these adsorbates.

FIGURE 3.4: Atomic oxygen adsorption energies for relaxed (filled circles) and unrelaxed
(hollow hexagons) Pt and Au nanoparticles and surface slabs (horizontal lines). Results for
Figure a) and b) were calculated on FCC adsorption sites, while c) uses edge adsorption sites.

Figure reprinted with permission from 6. Copyright 2015, American Chemical Society.

In the literature, the size effects are also computationally studied with other types of adsor-

bates. For example, despite the problems faced to correctly predict with DFT the CO adsorption

on certain metallic surfaces [145], CO is another adsorbate commonly used to assess properties

of metallic catalysts. CO is an important intermediate for some reactions and a molecule that can

hinder the catalytic activity by blocking active sites due to the strong adsorption in the surface

for other reactions.

In terms of size effects, Rösch and coworkers [146–149] carried out a series of studies

about the CO adsorption on Pt and Pd nanoparticles of increasing size. They have observed

two intersecting trends for the adsorption energies as a function of the number of Pt and Pd

atoms in the nanoparticles [148, 149]. Up to a certain size, which was indicated to be around

200 atoms for Pt and 50 atoms for Pd nanoparticles, the increase in the number of atoms of

the nanoparticle weakens the CO adsorption energies, which was associated to shifts of the

surface’s d-band centre as a consequence of changes in the ratio between atoms with lower and

higher coordination. This trend was obtained for small nanoparticles. However, in this size
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range, the authors also observed strong variations in the adsorption energies due to the non-

scalable behaviour associated with significant changes in geometries of clusters with different

sizes. Above the critical size, the CO adsorption energies showed an opposite trend, with the

increase in the nanoparticle size leading to stronger adsorption energies, which was explained

based on the expansion of the atomic distances in the metallic nanoparticle facet [148, 149].

Another example of size effects studied with DFT calculations is the work carried out by

Jiang et al. [7], which assessed the catalytic activity of M12, M55 clusters and closed-packed,

stepped and kinked surfaces for the catalytic oxidation of CO. The calculations tested scaling

relationships between adsorbates and BEP relations and were used as parameters for a microki-

netic model. Figure 3.5 shows the catalytic activity calculated with the microkinetic model as

a function of the O and CO binding strength for two different temperatures, where red (blue)

colours represent higher (lower) activities.

FIGURE 3.5: Contour plot of the catalytic activity with two different temperatures as a function
of the CO and O adsorption energies, where red (blue) colors represent higher (lower) activities.
The results were obtained for (111) (black), (211) (red), (532) (green) surfaces and for M12
(blue) and M55 (magenta) clusters. Figure reprinted with permission from 7. Copyright 2009,

American Chemical Society.
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Figure 3.5 shows that the calculated rate of CO oxidation is also structure and size depen-

dent. For gold and silver catalysts, the metallic clusters have higher catalytic activity followed

by stepped and kinked surfaces, with the activity increasing with decreasing cluster size. For

Pt and Pd catalysts the trend was the opposite. At low temperatures, small Au clusters had the

highest activity rates, while for higher temperatures Pt and Pd were more active. These effects

happened due to the difference in the bonding strength of different clusters and as a consequence

of changing the coordination number of the active sites.

This high dependence of the adsorption energies and, consequently, the catalytic activity

of nanoparticles on the surface geometry makes the usage of idealised structures another point

that needs to be carefully assessed when comparing theoretical and experimental data. As dis-

cussed before, computationally defining stable nanoparticle and clusters to study heterogeneous

catalysis can be a challenging task and, even if the global minima is found, it is not easy to

state that the nanoparticle will be similar to that used in reaction conditions. Recently, Aarons

et al. [8] showed with a combined theoretical and experimental work, how the morphologi-

cal differences from nanoparticle models and commercial catalysts could affect the description

of the catalytic activity. They have introduced a method to construct models of Pt nanoparti-

cles from high-resolution annular dark-field scanning transmission electron microscopy (ADF-

STEM) data, using the image intensities to determine the number of atoms for each atomic

column in the 2D projection of the nanoparticles. These geometries were further refined with

genetic algorithm and geometry relaxations with an empirical force field.

The authors have calculated O adsorption energies on different adsorption sites for Pt

nanoparticles and a Pt(111) slab using DFT calculations and used these results to parametrise

the O adsorption dependence on the generalised coordination numbers. They have computed

the generalised coordination number distribution for the experimental nanoparticles and cuboc-

tahedra, quasi-spherical and truncated octahedra models with different sizes and, using the

parametrisation of adsorption energies versus the generalised coordination number, compared

the distribution of "optimum" adsorption sites for each nanoparticle model. Figure 3.6 shows

the evolution with the nanoparticle size of the fraction of adsorption sites within a maximum

difference of 0.2 eV from the optimum O adsorption energy for the ORR.

By exploring the Sabatier’s principle and the generalised coordination number, Aarons et

al. have managed to evaluate large Pt nanoparticle structures obtained from experimental data

without explicit DFT calculations [8]. They have observed that the experimental nanoparticles

have rougher surfaces than the truncated octahedra nanoparticles, which helps to increase the
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FIGURE 3.6: Fraction of adsorption sites with oxygen binding strength with a maximum dif-
ference of 0.2 eV to the optimum ORR binding strength as a function of the nanoparticle size.
The oxygen binding strengths were calculated by the linear correlation between O adsorption
and CN for experimentally observed nanoparticles (blue), truncated octahedra (green), cube-
octahedra (red), and quasi-spherical (yellow) idealised nanoparticle models. Figure reprinted

with permission from 8. Copyright 2017, American Chemical Society.

number of adsorption sites with stronger O-binding and reduces the fraction of adsorption sites

with optimum activity. In general, the study provides insights for the size and shape dependence

for ORR and for the differences between experimental and theoretical data, which can be taken

into account when comparing both results.

3.3.3 Support Effects

Up to now, we have illustrated how the nanoparticle size, shape and composition can con-

trol the catalyst performance. The nanoparticles are usually dispersed over support materials

that can participate in the chemical reaction directly or by modifying the nanoparticle electronic

and geometric properties. The last effect is directly related to the nanoparticle-support interac-

tion, which depends on characteristics of the nanoparticle, such as size, shape and composition

and properties of the support. Controlling this interaction is also essential for catalyst design to

avoid nanoparticle sintering, helping to maintain the nanoparticle size and the durability of the

catalyst over time.

In addition to a metal-support interaction that improves properties of the catalyst towards

a specific reaction, the support also has to possess a surface area large enough to allow for
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nanoparticle dispersion and present properties such as high electrical conductivity and stability

in the reaction conditions that it would be used. Metal oxides, metal carbides, and carbon-based

supports are commonly studied for state-of-the-art catalysts for different reactions taking place

at the anode and cathode of fuel cells. Each support has advantages and disadvantages and

will interact with each nanoparticle differently, allowing an extra variable that can be used to

tune a catalyst for a specific reaction. As the support is supposed to affect the nanoparticle

geometric and electronic properties and to participate directly and indirectly in the chemical

reaction, DFT calculations on the support-nanoparticle interaction and how it changes with the

size and composition of the nanoparticle can be extremely useful to explore new catalysts.

For example, Daio et al. [150] compared the interaction of Pt clusters with a graphene

support and a SnO2(100) support, showing that the interaction between the metal oxide support

and the Pt nanoparticle is much stronger than the one obtained when graphene is used as the

support. As a consequence, the bond length strains in the nanoparticle that were induced by the

interaction with SnO2(100) were almost 80% larger than the ones generated by the interaction

with graphene. The authors have also calculated activation barriers for an oxygen molecule

dissociation on a relaxed and on a strained platinum slab designed to mimic the effect of the

support. They have observed a reduction of the activation barriers from 0.52 eV to 0.39 eV as

an effect of the Pt lattice strain, helping to strengthen the idea that is possible to control the

catalytic properties of a catalyst by using the support effects.

This strong interaction between Pt nanoparticle and SnO2 was also observed experimen-

tally. For example, in experimental comparisons, it was observed that the SnO2 supported Pt

nanoparticles could achieve similar catalytic activities for the ORR as the commercial Pt/C ones,

with the Pt/SnO2 catalyst being much superior to the Pt/C in terms of catalyst durability. The

improved durability of the catalysts made from SnO2 supported nanoparticles was ascribed to

the increases in the nanoparticle size after catalytic tests observed for the Pt/C system that was

considerably larger than the ones observed for Pt/SnO2 [151], which can be correlated with the

theoretical studies pointing to stronger metal-support interactions for such systems [150].

The study of Pt55 nanoparticles on α-Al2O3 (0001), rutile SnO2 (100), monoclinic ZrO2

(111), and rutile TiO2 (100) surfaces [152] is another example of DFT calculations applied

to investigate support effects. The authors have observed that the density of states of the Pt

cluster becomes more continuous after the interaction, that the Pt55 structure deforms due to

the interaction with the metal oxide surface, and that the charges in Pt atoms in the surface

changes with atoms gaining and losing electrons depending on their positions in relation to
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the support. Moreover, the authors have also calculated the O binding strength on different

adsorption sites of the supported Pt55 clusters [152]. They have observed that the adsorption

energies for nanoparticles supported on ZrO2 and TiO2 are similar to the unsupported result

when comparing only bridge sites, while for α-Al2O3 and SnO2 supports the adsorption energies

are stronger than the unsupported case for the adsorption sites near support. The large difference

in the adsorption energies for similar adsorption sites depending on the proximity of the support

indicates that the kinetics of chemical reactions can be drastically different for the top of the

nanoparticle and near the nanoparticle/support interface.

Metal-oxides, metal-nitrides and metal-carbides supports were also studied via DFT cal-

culations as possible corrosion-resistant supports for Pt deposition for catalysis applications.

Xia et al. [153] calculated the interaction between platinum layers and several materials that are

commonly studied as supports, including rutile MO2(M = Ti, Ru, Ir), modified TiO2 surfaces

and TiX (X= O, N, C) structures. They have observed a favourable formation of a Pt skin for low

coverages of Pt on rutile supports and a strong tendency of Pt to stay in subsurface sites for TiN

and TiC supports. Moreover, they have demonstrated that surface modifications to the supports,

such as metal doping or reductions, enhance the Pt wetting of the support, which could help the

Pt films to be more stable over the support and avoid the formation of large Pt nanoparticles. The

authors have also observed a convergence of density of states patterns with increasing overlayer

thickness, showing a screening effect from the Pt layers to the electronic modifications induced

by the support.

Xia et al. [154] also studied how different supports could change the adsorption energies

of atomic oxygen on Pt slab models with 4 Pt overlayers supported on different substrates.

They have observed changes in the oxygen adsorption energies and d-band centre shifts of the

exposed Pt film as a consequence of lattice strains caused by the mismatch between the support

and the Pt structures. The changes in the oxygen adsorption energies have demonstrated that the

support can help to control the Pt growth and consequently influence the catalytic properties of

the catalytic material. Through the oxygen adsorption energies and the calculations to assess the

wetting ability of the surfaces, the authors have indicated metal-carbides such as TiC and WC

as well as TiO as promising supporting materials for Pt deposition for applications in fuel cells

as catalysts for the oxygen reduction reaction.

Other materials such as graphene, graphite, carbon nanotubes and carbon black are ex-

amples of carbon-based supports that are also commonly used on fuel cells applications. For
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instance, graphene has a large surface area, high electrical conductivity and is thermally sta-

ble, but defect-free graphene is known to interact weakly with Pt nanoparticles which could

lead to nanoparticle agglomeration [155–157]. DFT calculations performed to study the metal-

graphene interaction have also been showing the weak interaction of pristine graphene with

metallic clusters and the importance of dispersion interactions to models these systems [150,

158–161]. In addition to graphene, DFT have also been employed to study other types of carbon-

based supports such as graphite [162, 163] and carbon nanotubes [164] interacting with metallic

clusters and nanoparticles, showing similar results concerning the weak metal-support interac-

tions, the importance of the dispersion interactions, and changes in the geometries and electronic

properties of the metallic nanoparticles comparable to results obtained with graphene.

Several DFT studies have been performed to also suggest and understand ways of increas-

ing the nanoparticle-support interaction such as including point defects or doping the support

[150, 158–161, 164–166]. For instance, computational results show that point defects can act

as binding sites for Pt clusters and nanoparticles, significantly increasing their interaction and

being able to tune the nanoparticle properties towards specific reactions [159–161, 165].

Similarly, in situ transmission electron microscopy (TEM) analysis performed on Pt nanopar-

ticles dispersed over few-layer graphene supports have demonstrated the importance of defects

and oxygenated functional groups to stabilize the Pt nanoparticles [167]. For example, the

observed density of Pt nanoparticles was superior near the edges of the support, where more

defects and functional groups could be found, than in the flat surfaces [167]. Moreover, when

comparing the average size of the Pt nanoparticles supported on few-layer graphene and car-

bon nanotubes obtained with the same method, they have observed that the few-layer graphene

presented nanoparticles that were five times smaller than the ones found on carbon nanotubes

[167].

Thus, the inherent characteristics of graphene and the ability to tune the metal-support

interaction with defects and functionalization of the support make nanoparticles supported on

graphene-based materials a promising class of catalysts. For example, it is possible to find in

the literature examples of graphene-supported Pt-based [168] and Pd-based [169] nanoparticles

synthesized and applied as catalysts for the ethanol oxidation reaction. The measurements for

Pt supported nanoparticles show an increase in the catalytic activity of graphene-supported Pt

as compared with graphite and carbon black supports [168]. Moreover, for Pd-based nanopar-

ticles, the comparison of Pd nanoparticles supported on graphene-oxide and Pd/C commercial

catalysts, have demonstrated that the graphene-oxide support increases the activity and stability
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of the catalyst for EOR under alkaline media [169].

From the examples presented in this chapter, it is clear how challenging it can be to

rationally design an optimise catalyst for a chemical reaction. The multi-variable character of

the search and the fact that each variable such as size, shape, composition, reaction environment,

support can affect and be affected by each other increase the number of options for improving

catalysts and, at the same time, the complexity of the field. Thus, we understand that further

investigations on how the interplay of such effects changes the catalyst surfaces of metallic

nanoparticles could be extremely helpful to build additional knowledge that can lead to advances

in the design of new catalysts.



Chapter 4

Atom and Angular Momentum

Projected Density of States in

ONETEP

This chapter describes the theoretical framework used in the implementation of an atom-

projected and angular momentum projected density of states (l-p-DOS) in the ONETEP code.

The l-p-DOS is an important tool for obtaining electronic descriptors and will be used through-

out this thesis. This work is also described in a manuscript in preparation that should be submit-

ted at some point before or after the examination of this thesis:

L. G. Verga, J. Aarons, N. Hine and C.-K. Skylaris. Atom-projected and angular momen-

tum resolved density of states in the ONETEP code, manuscript in preparation, 2019.

in which, my participation was developing and analysing the tests for the method, writing

the manuscript and helping with the debugging of the code and with a small part of the code

development. The majority of the code was developed by Dr. Jolyon Aarons, which also helped

to write the section about the formalism of l-p-DOS in ONETEP. Dr. Nicholas Hine and Prof.

Chris-Kriton Skylaris supervised the work and participated in the corrections of the manuscript.

Abstract

Local and angular momentum projected density of states (l-p-DOS) are invaluable sources
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of information that can be obtained from density functional theory calculations. We describe a

theoretical framework within ONETEP’s linear-scaling DFT formalism that allows the calcula-

tion of local (atom-projected) and angular momentum projected density of states. We describe

four different bases that can be used for projecting the DOS with angular momentum resolution

and perform a set of tests to compare them. We validate the results obtained with ONETEP’s

l-p-DOS against the plane-wave DFT code CASTEP. Comparable results between ONETEP’s

and CASTEP’s charge spilling parameters are observed when we use pseudo-atomic orbitals as

the projection basis set. In general, the charge spilling parameters show remarkably low values

for projections using non-contracted spherical waves as the angular momentum resolved basis.

We also calculate the d-band and d-band centres for Pt atoms in (111) facets of cuboctahedral

Pt nanoparticles of increasing size, which is an example of l-p-DOS application commonly used

as an electronic descriptor in heterogeneous catalysis and which will be used throughout this

thesis. Interestingly, the different projection bases lead to similar conclusions, showing the re-

liability of the implemented method for such studies. The implementation of this method in a

linear-scaling framework such as ONETEP provides another tool for analysing the electronic

structure of complex nanostructured materials.

4.1 Projected Density of States

As discussed in chapter 2, DFT calculations have been playing an important role in sci-

entific development over the last decades. The applicability of DFT to so many different areas

has motivated the development of different formalisms and implementations of DFT to provide

users with computationally efficient codes for different systems. One of the first considerations

one has to make when choosing an appropriate DFT code to study a specific system is the basis

set used to represent the single particle wave functions. For some cases, using functions that are

not atomic-like orbitals can be more computationally efficient to describe the system and solve

the Kohn-Sham equations. A good example is the widely used plane wave DFT formalism,

where the basis set that can be improved systematically, being extremely efficient to deal with

periodic and extended systems.

However, atom-like basis sets are necessary to calculate certain properties of the elec-

tronic structure, and projection schemes are often required to allow the calculation of the desired

quantity. The pioneer work from Sanchez-Portal [170, 171] is a good example of such projec-

tions schemes, where the eigenfunctions obtained with a plane wave DFT code were projected
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onto localised atomic-like-orbitals, which allowed local quantities such as atomic charges or lo-

cal density of states to be computed. Additionally to built-in functionalities in many plane-wave

DFT codes, projection schemes can also be found in post-processing codes, such as LOBSTER

[172], which uses the projection to compute several local properties.

The local (atom projected) density of states (l-DOS) and the angular momentum projected

density of states (p-DOS) are useful tools to obtain information and insights for relevant appli-

cations. In the field of heterogeneous catalysis, the density of states projected onto the d-band

of metallic surfaces is widely used to obtain electronic descriptors such as the d-band centres

presented in chapter 3. In the following chapters of this thesis, we use local and angular mo-

mentum projected density of states (l-p-DOS) to support our analysis on isolated and supported

Pt nanoparticles. Here, we explain the idea behind the l-p-DOS implementation in ONETEP

and we present our choices for angular momentum resolved bases. We show test cases for

general use and test cases focused on metallic nanoparticles, comparing different angular mo-

mentum resolved basis sets used to construct the l-p-DOS and comparing the results obtained

with ONETEP to similar calculations from the CASTEP plane-wave code [44].

4.2 Projected Density of States in ONETEP

The density of states (DOS) is a function of the energy, ε , that can be defined as:

ρ(ε) = ∑
i
〈ψi |ψi〉δ (ε− εi), (4.1)

In the ONETEP formalism, we can express this in terms of NGWFs as

ρ(ε) = ∑
i

M†α

i

〈
φα

∣∣φβ

〉
Mβ

i δ (ε− εi), (4.2)

Thus, to construct an angular momentum projected density of states from ONETEP’s

NGWFs, we first need to define an angular momentum resolved basis, project the eigenfunctions

obtained with the NGWFs to this representation and construct a weights matrix that allows

summation over particular angular momentum and atoms to decompose the total DOS. In the

following sections, we show the possible choices of angular momentum resolved basis and the

methodology used to construct l-p-DOS implemented in ONETEP.
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4.2.1 Choice of Angular Momentum Resolved Basis

The angular momentum resolved basis functions are constructed having the form of spher-

ical harmonics, Zl,m(Ω) multiplied by a radial part, where Ω stands for the angular dependence

(solid angle). The form of the radial part is where we have some flexibility. Provided we choose

functions which capture enough of the NGWF character with a small spilling parameter and a

small number of basis functions in the set, the set will be considered adequate. The definition of

a "small" spilling parameter and the number of basis functions considered to be too many or too

few is arbitrary and will be explored from now on.

We have explored four options of the angular momentum resolved basis, where three of

them are based on Spherical Waves (SW) basis sets. Firstly, we have a non-contracted, full set of

SWs; a contracted set with unity contraction weights (C-SWs), a contracted set with contraction

weights defined through an inner product with each NGWF, our so-called fitted set (CF-SWs);

and finally a set of pseudo-atomic orbitals (PAOs) which is the only set not based on SWs. The

pseudo-atomic orbitals are used as an initialisation scheme for the optimised NGWFs, so may

represent a low spilling option for the projection of the NGWFs.

We choose the Spherical Wave (SW) basis as an option for our functions so that we can

tune the size of the basis systematically to reduce the amount of spilling to the appropriate

levels for the application of each calculation. As listed before, this leaves us with some choice,

however, in how (or if) we choose to contract the basis functions. Contraction is desirable

mainly because our SW basis is not only resolved in the azimuthal quantum number, l, giving the

desired angular momentum resolution, but also in magnetic quantum number m and implicitly in

the principal quantum number, through the Bessel functions, jl . The number of basis functions

in this set may be prohibitive for practical calculations, and we can contract over m and jl .

The spherical waves are generated on the same equispaced grid as we use for NGWFs

and are defined as

χAknl lm(~r) = jl(knlr)Zl,m(Ω)H(a− r), (4.3)

where H is a Heaviside step function which cuts off any contribution to the spherical waves

outside of a radius, a.

Contracted Spherical Waves (C-SWs) are defined in terms of the SWs as

χAlm(~r) = ∑
knl

ωAknl lmχAknl lm(~r), (4.4)
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where ωAknl lm are the contraction coefficients which for C-SWs are set to 1.

The contraction coefficients can also be set to fit the NGWFs, generating a set of angular

momentum resolved functions that we call Contracted and Fitted Spherical Waves (CF-SWs).

However, in the case that we fit to the NGWFs, we instead take a set of l and ml CF-SWs on

every NGWF of every atom, rather than one set per atom. This typically increases the size of

the spherical wave basis by a factor of 4 for atoms up to (and including) the third row of the

periodic table and up 13 for heavy transition metal atoms. In this case, the CF-SWs are defined

as

χαlm(~r) = ∑
knl

ωαknl lmχAknl lm(~r), (4.5)

where contraction coefficients ωαknl lm which best fit the NGWF φα can be calculated by taking

the inner product of each NGWF with each SW on the same center:

ωαknl lm = 〈φα |χAknl lm〉 . (4.6)

It is possible in this approach that contraction coefficients on an NGWF sum to zero,

which will lead to a non-positive definite overlap matrix, if left untreated. One approach to

overcome this problem would be to remove this CF-SW from the set, but instead we opt to leave

it in place, recording its index and dealing with it in the resolution of identity, as we explain in

the next section.

Another option that we have is to use pseudoatomic orbitals (PAOs) as our angular mo-

mentum resolved basis. PAOs are solutions to the atomic Kohn-Sham equation and have the

form:

ϕn(r) = ∑
ν

cn,νBln,ν(r)Zlnmn(Ω), (4.7)

where cn,ν are a set of coefficients obtained by solving the Kohn-Sham equation for each

atom species with spherical localisation constraints using the same cutoff radius as the one used

for the NGWFs. Since the PAOs are used for the initialisation of NGWFs [173], to also use

them as the angular momentum resolved basis requires no extra calculations associated with the

generation of the set. The number of PAOs per atom, N, is the same as the number of NGWFs,

typically a number associated with subshell-filling (i.e. 1,4,9,13,...).
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4.2.2 Resolution of Identity and Construction of the Projected DOS

Once we have chosen an angular momentum resolved basis and constructed it, we can

then construct an identity operator. This can be expressed in terms of the functions and inverse

overlap as

1̂ = |χαlm〉Λαlm,β l′m′
〈

χ
′
β l′m′

∣∣∣ , (4.8)

which for a good enough set of χαlm,

〈
φα

∣∣ 1̂ ∣∣φβ

〉
≈
〈
φα

∣∣φβ

〉
. (4.9)

Inserting this identity operator into the expression for the density of states from equation

4.2, we get the expression

ρ(ε)≈∑
i

M†α

i 〈φα |χαlm〉Λαlm,β l′m′
〈

χ
′
β l′m′

∣∣∣φβ

〉
Mβ

i δ (ε− εi), (4.10)

Defining the DOS in terms of this identity operator allows us to exploit the angular mo-

mentum dependence of |χαlm〉, by selectively summing over particular angular momentum com-

ponents l and m to create angular momentum projected DOS.

To calculate the angular momentum projected density of states, we firstly rewrite equation

4.10 in terms of a weights matrix, Wαlm,i:

ρ(ε) = ∑
α,l,m,i

W(α,l,m),iδ (ε− εi), (4.11)

where Wαlml ,i is defined to be the Hadamard product of two matrices defined as a left and

a right part of the identity matrix expression in equation 4.10, such that

Wαlm,i = Rαlm
i ◦Tαlm,i (4.12)

and under the condition that

∑
αlm

Wαlm,i = M†α

i

〈
φα

∣∣χ ′αlm
〉

Λ
αlm,β l′m′

〈
χ
′
β l′m′

∣∣∣φβ

〉
Mβ

i. (4.13)

The effect is to change the order of operations with respect to equation 4.10, so that

instead of producing an element in the identity matrix by multiplying each element of a row in
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the RT matrix by each element of a column in the T matrix and summing all products in the row

and column pair, we instead construct an element in the W matrix by taking the elementwise

product of R and T and summing over the elements in the columns of W. This allows for the

final sums to be taken over restricted sets of indices, as we require.

For instance, the angular momentum projected density of states can be written as

ρl(ε) = ∑
αm,i

Wαlm,iδ (ε− εi), (4.14)

or the local angular momentum projected density of states can be written as

ρS ,l(ε) = ∑
α(S ),m,i

Wαlm,iδ (ε− εi), (4.15)

where α(S ) means the subset of α centered on the set of atoms, S .

Finally, the Rαlm
i and Tαlm,i matrices can be defined in many ways. In our implemen-

tation, we have decided to define the matrices using a symmetric decomposition achieved by

taking the Löwdin decomposition of Λαlm,β l′m′ , which can be expressed in terms of its eigen-

pairs,

ΛΛΛQ = λQ, (4.16)

as:

ΛΛΛ
1
2 = Qλ

1
2 QT , (4.17)

where Q is the matrix of eigenvectors of ΛΛΛ and λ
1
2 is the diagonal matrix of square-rooted

eigenvalues of ΛΛΛ.

The T matrix in the symmetric decomposition may then be expressed as

Tαlm,i =
(

ΛΛΛ
1
2

) β l′m′

αlm

〈
χ
′
β l′m′

∣∣∣φβ

〉
Mβ

i, (4.18)

where Tαlm,i has invariant indices in this case, and Wαlm,i from Eq.4.12 can be defined as its

elementwise square

Wαlm,i = T 2
αlm,i. (4.19)

For all the implemented angular momentum resolved basis, we can define the spilling

parameter s, as

s =
NMO

∑
i

{
1−∑

αlm
Wαlm,i

}
/NMO, (4.20)
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this helps to quantify how good the angular momentum projected basis is in terms of the accu-

racy of the identity operator. We will use the spilling parameter later in the paper to assess the

quality of our sets.

The problem of having basis functions with zero weight leading to eigenvalues of ze-

ros in the C-SW overlap matrix, discussed in section 4.2.1 may be dealt with by not inverting

Λαlml ,β l′m′ to form Λαlm,β l′m′ or
(

ΛΛΛ
1
2

)αlm,β l′m′

, but instead by taking its eigenvalue decomposi-

tion

ΛΛΛ
− 1

2 = Q f (λ )QT , f (λ ) =

 0 λ < 0

λ−
1
2 λ >= 0

, (4.21)

which is equivalent to dropping basis functions which lead to non-positive definite overlap ma-

trices. This operation requires a diagonalisation, however, if we need to avoid this, we can drop

basis functions with zero weights and use an iterative inversion or Löwdin algorithm.

The projected weights allows us to construct various types of DOS. For example, to con-

struct the DOS for the p electrons of a subset of atoms, we can add up all the weights for l′ = 1

and restrict the summation to the select atoms.

Up to now, the expressions were derived for the case of norm-conserving pseudopoten-

tials. In the case of PAW calculations, equation 4.1 becomes

ρ(ε) = ∑
i
〈ψ̃i|τ̂†

τ̂|ψ̃i〉δ (ε− εi), (4.22)

where τ̂ is the PAW operator and ψ̃i are the smooth valence wavefunctions and the derivation of

the l-p-DOS will follows the same ideas.

4.3 Calculation Details

We performed our simulations with the ONETEP [28] and CASTEP [44] codes. For

metallic systems in ONETEP, we used the ensemble DFT method, as implemented by Serrano

and Skylaris [2]. For all calculations, we adopted PBE [21] as our exchange-correlation func-

tional. The ONETEP calculations were conducted using the projector augmented wave (PAW)

method [24], as implemented in ONETEP by Hine [174] while in CASTEP the calculations

were conducted with ultrasoft pseudopotentials[175]. For all the calculations, we have used the

GBRV library for ultrasoft and PAW potentials [176]. We have used the OptaDOS [177] code to

post-process the results from CASTEP calculations and obtain the l-p-DOS data, and used the

mid-gap level from ONETEP calculations as zero for all l-p-DOS plots.
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In ONETEP, we set the psinc basis set [33] kinetic energy cutoff to 550 eV for geom-

etry optimisations and 850 eV for properties calculations, with the NGWFs radii set to be 9.0

a0. For CASTEP, the kinetic energy cutoff was equal to 450 eV. We performed our simulations

under periodic boundary conditions, with a minimum vacuum gap of 10 Å between the borders

of the simulation box and any simulated atom. The structures used to compute the projected

density of states were optimised in ONETEP, where the geometries were relaxed with a conver-

gence threshold of 0.002 Ha/a0 on the atomic forces. The only exceptions are the Pt slabs and

nanoparticles. For these cases, the structures were constructed with bond lengths from the op-

timised Pt bulk geometry. For all the calculations, the SWs, C-SWs, and CF-SWs were created

using a total of 16 functions per magnetic quantum number m per atom.

4.4 Demonstration of the Method

We start the demonstration of the method by showing in figure 4.1 the total and the pro-

jected density of states for an O atom on a singlet state and a CO molecule using the non-

contracted SWs projection basis. For the O atom, it is simple to observe that the density of

states was successfully projected to s and p orbitals. For the CO molecule, the total DOS shows

the existence of four peaks, representing the occupied molecular orbitals formed by the valence

electrons. The last and the first two peaks represent σ orbitals formed by hybridised sp orbitals

and are described in our angular momentum projected density of states as a sum of s and p con-

tributions. The third peak is two times more intense, as it represents two degenerate π molecular

orbitals which are, fully projected as a p band, illustrating the results we can obtain with the

implementation of the angular momentum projected density of states.
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FIGURE 4.1: Total and projected density of states for a) an O atom in a singlet state and b) a
CO molecule. Blue and red plots represent s and p bands, while black curves are obtained with

the total DOS.
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For a more rigorous testing of the methods, we have calculated a reformulation of the

spilling paramenter presented before in equation 4.20, which measures the ability of the basis

to represent the calculated states. Here, we aim to compare our bases against CASTEP’s charge

spilling parameter, which is obtained by restraining the spilling parameter calculation to the

occupied bands [171]. In a general form, to also deal with fractional occupancies, we can write

the charge spilling parameter as

sq = 1−

{
∑

i
∑
αlm

fiWαlm,i/∑
i

fi

}
, (4.23)

where fi are the occupancies and Wαlm,i the weights matrix as defined in equation 4.13.

To compare the angular momentum resolved bases, we present in table 4.1 the charge

spilling parameter for different systems. We have calculated the l-p-DOS for a CO molecule,

a set of hydrocarbons, a silane molecule, a LiPF6 compound in the C4v symmetry, a set of

cuboctahedral metallic nanoparticles (Pt and Pd) and a platinum slab with 320 atoms and a (111)

facet exposed. We performed the calculations using all the available l-p-DOS bases in ONETEP,

namely: i) non-contracted spherical waves (SWs); ii) Contracted spherical waves (C-SWs); iii)

Contracted and fitted to the NGWFs spherical waves (CF-SWs) and; iv) Pseudoatomic orbitals

(PAOs).

Table 4.1 shows a general trend on the charge spilling parameters with SWs < PAOs

≤ CASTEP < CF-SWs < C-SWs. The small values obtained with SWs were expected due

to the large size and flexibility of the basis. The results obtained with PAOs in ONETEP and

CASTEP indicate that the implementation in both codes is comparable and that we should also

expect similar results for l-p-DOS plots. Table 4.1 also shows that determining the contraction

coefficients by fitting the C-SWs to the NGWFs contributes to reducing the spilling parameter

as compared with contraction of spherical waves using unit weights. For the calculations with

metallic nanoparticles, all the pDOS options, with the exception of C-SWs, show similar values

of charge spilling parameters, indicating that the projected density of states obtained with these

approaches should also be comparable to each other.

We compare in figure 4.2 the projected density of states obtained with CASTEP and

the ones obtained with PAOs in ONETEP for small molecules. Figure 4.2 a), b), c), and d)

show, respectively, the density of states projected onto s states for CO, SiH4, C2H2, and C2H4,

while figure 4.2 e), f), g), and h) show the p projection for the same molecules. Similarly to

the results obtained for the charge spilling parameters, here, we see a remarkable agreement

between ONETEP and CASTEP results. The pDOS similarity in both codes helps to validate
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TABLE 4.1: Charge spilling parameter, presented as percentages, for calculations performed
with CASTEP and different angular momentum resolved bases in ONETEP.

System SWs (%) C-SWs (%) CF-SWs (%) PAOs (%) CASTEP (%)
CO 0.19 26.78 6.45 1.59 1.66
C2H2 0.04 17.92 16.47 1.77 1.89
C2H4 0.03 13.55 7.44 1.83 1.91
C2H6 0.02 11.02 6.96 1.70 1.78
SiH4 0.08 11.82 10.11 2.40 2.79
LiPF6 0.30 17.62 7.87 0.94 0.90
Pd13 0.00 19.73 0.28 0.08 0.10
Pt13 0.01 22.70 0.41 0.06 0.13
Pt55 0.01 19.28 0.17 0.07 0.11
Pt147 0.00 17.83 0.01 0.07 0.10
Pt(111) 0.00 15.75 0.05 0.06 0.08

the implementation of the projected density of states in ONETEP.

Meanwhile, figure 4.3 compares all the implemented angular momentum resolved basis,

testing the results for CO, C2H4 and C2H6. Figure 4.3 a), c) and e) show, respectively, the

density of states of CO, C2H4 and C2H6 projected onto s channels, while b), d) and f) shows the

projections for p channels of the same molecules.

In general, the projections with all the angular momentum resolved bases are similar. The

generation of the non-contracted spherical waves set is unbiased and, as demonstrated with the

charge spilling parameters, provides an almost complete projection of the calculated bands for

a wide range of systems. In this sense, the similarity of the pDOS obtained with PAOs and non-

contracted SWs reinforces the idea that PAOs are viable options to obtain angular momentum

projected density of states.

The main differences arise when calculating systems with atoms with valence shells com-

posed by different values of azimuthal quantum numbers. The spherical waves basis is con-

structed with the same maximum l for every atom in the system. For example, for a hydrocar-

bon, the SWs are constructed with s and p functions for carbon and hydrogen atoms. Meanwhile,

the PAOs are constructed by default in ONETEP to initialise the NGWFs, which results on basis

with s and p character for carbon atoms and only s character for hydrogen, generating small

variations in the pDOS peaks as compared to SWs.

For example, in the carbon monoxide tests in figure 4.3 a) and b), both oxygen and carbon

atoms have s and p orbitals for all projection schemes and the computed pDOS for all approaches

is almost identical. Meanwhile, for C2H4 and C2H6, some variations are observed depending

on the chosen basis set, where the projections performed with non-contracted spherical waves

show more p character as compared to the PAOs projection for the lowest energy peaks on both
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FIGURE 4.2: Angular momentum projected densities of states obtained with CASTEP (red)
and ONETEP (black) with PAOs as the projection basis set. a), b), c) and d) show the s channel
for CO, SiH4, C2H2, and C2H4 molecules, while e), f), g) and h) show the p projected DOS for

the same molecules.

hydrocarbons.
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FIGURE 4.3: Projected density of states (p-DOS) for different schemes implemented in
ONETEP. a), c) and e) show, respectively, s p-DOS for CO, C2H4, and C2H6. b), d) and
f) show the p projection for the same molecules. For all plots, different colors are used to
represent each bases, where black, yellow, blue and green represent PAOs, SWs, C-SWs and
CF-SWs. For c, d, e, f the CF-SWs calculated with 5 NGWFs for each hydrogen atom are

represented as red segmented lines.

From all the contracted spherical waves schemes, the CF-SWs is the one that presents

larger variations from PAOs and non-contracted SWs. We attribute that to the difficulty of

fitting a spherical wave basis composed with s and p functions to a single NGWF. To test if

the number of NGWFs was a problem, we have tested the effect of including five NGWFs to

hydrogen atoms to initialise them with s (2 NGWFs) and p (3NGWFs) character. As a result, the

calculated charge spilling parameters decrease from 7.44% to 3.69% for C2H4 and from 6.97%

to 2.34% for C2H6, and the overall behaviour observed with non-contracted spherical waves is

recovered.
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As briefly commented in the introduction and discussed on chapter 3, angular momentum

projected density of states is an invaluable tool for theoretical investigations in the field of het-

erogeneous catalysis. In this area, describing the interaction between the catalyst surface and

adsorbates is essential to explain and predict catalytic activities. As proposed by Nørskov et al.

[99, 100], properties from the localised d-band of transition metals can be used as electronic de-

scriptors of the interaction strength between and adsorbate and the catalyst’s surface. Moreover,

due to the connection between the d-band centre and the surface composition, crystallographic

orientation, site coordination and nanoparticle sizes, studies with such descriptors can be used

to search for routes to catalysts optimisations.

Here, to test our methods for this application, we have decided to compute cuboctahedral

platinum nanoparticles of increasing size, ranging from Pt13 to Pt561 and a Pt slab with a (111)

facet exposed. We have also computed a Pd13 cluster as an additional test. Increasing the

nanoparticle size affects the surface’s Pt-Pt bond lengths and the ratio between uncoordinated

and coordinated sites, generating shifts in the d-band centres that translate in a weakening in the

interaction with adsorbates. Here, we are not considering the changes in the Pt-Pt bond lengths

with increasing nanoparticle sizes. We compute Pt nanoparticles created with Pt bulk bond

lengths to isolate the electronic effects to the geometrical changes due to size effects. Similarly

to the tests with small molecules, here, we start showing in figure 4.4 the l-p-DOS obtained with

ONETEP and CASTEP.

Again, we observe a remarkable similarity between ONETEP and CASTEP results for the

l-p-DOS plots, which helps to validate the implementation of the projected density of states and

shows how the results compare for metallic systems. Figure 4.5 a) and b) present the density of

states projected onto the d channels of Pt atoms in a (111) facet of a Pt147 nanoparticle, where the

first plot spans through all calculated energy levels and the second focuses on the states near the

Fermi level which will be used to calculate the d-band centres. These plots show that d-bands

calculated with all the implemented bases are similar. The overall shape of the d-band near

the Fermi level remain almost unchanged for all bases, with only small variations in the peaks

intensities. The main differences appear for low energy levels, where additional d projected

states are observed for spherical wave based approaches. In practice, as the energy levels near

the Fermi level are the important region for this application and these results are similar for all

bases, this should not affect the overall applicability of any of the schemes for the purpose of

this thesis.

Figure 4.6 a) shows the d-band centres calculated with different approaches for the (111)



Chapter 4. Atom and Angular Momentum Projected Density of States in ONETEP 66

−5 −4 −3 −2 −1 0 1 2

Energy (eV)

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

D
O

S
 (

a
rb

it
ra

ry
 u

n
it

s
)

CASTEP

ONETEP

d projected DOS for the (111) facet of Pd13

−8 −6 −4 −2 0 2

Energy (eV)

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

D
O

S
 (

a
rb

it
ra

ry
 u

n
it

s
)

CASTEP

ONETEP

c)

−8 −6 −4 −2 0 2

Energy (eV)

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

D
O

S
 (

a
rb

it
ra

ry
 u

n
it

s
)

CASTEP

ONETEP

−8 −6 −4 −2 0 2

Energy (eV)

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

D
O

S
 (

a
rb

it
ra

ry
 u

n
it

s
)

CASTEP

ONETEP

a) b)

d)

d projected DOS for the (111) facet of Pt13

d projected DOS for the (111) facet of Pt55 d projected DOS for the (111) facet of Pt147

FIGURE 4.4: Angular momentum projected densities of states obtained with CASTEP (red)
and ONETEP (black) with PAOs as the projection basis set. a), b), c), and d) present the d bands

projected onto Pd and Pt atoms on (111) facets of Pd13, Pt13, Pt55 and Pt147 nanoparticles.
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FIGURE 4.5: Density of states projected onto the d channels of Pt atoms in a (111) facet of a
Pt147 nanoparticle where a) spans through all calculated energy levels and b) focus in the states
near the Fermi level. For all plots, different colors are used to represent each bases, where

black, yellow, blue and green represent PAOs, SWs, C-SWs and CF-SWs.

facet of the nanoparticles against the nanoparticles sizes. The d-band centres are calculated

using the occupancy-weighted l-p-DOS and focusing on the states near the Fermi-level, i.e.,

excluding the variations for the low energy levels illustrated in figure 4.5. As we increase the

nanoparticle size, the d-band centre moves away from the Fermi-level, which according to the

d-band theory should describe a weaker interaction with adsorbates.
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FIGURE 4.6: Calculated d-band centres using different projection schemes. a) shows the results
for (111) facets of Pt nanoparticles against the nanoparticles sizes and for a Pt(111) slab. b)
compares the calculated d-band centres with spherical waves bases (SWs, C-SWs, CF-SWs) to
the same quantities obtained using PAOs, showing the d-band centres for the whole (111) facet
of Pt nanoparticles of increasing size, the exposed facet of the Pt (111) slab, and the (111) facet
of Pd13 (square symbols). The d-band centres are calculated using the occupancy-weighted
l-p-DOS and focusing on the states near the Fermi-level to exclude the variations for the low
energy levels illustrated in figure 4.5. For all plots, different colors are used to represent each

bases, where black, yellow, blue and green represent PAOs, SWs, C-SWs and CF-SWs.

Figure 4.6 b) shows how the calculated d-band centres with spherical waves bases (SWs,

C-SWs, CF-SWs) compare to the same quantities calculated using PAOs. We show the d-band

centres for the whole (111) facet of Pt nanoparticles of increasing size, the exposed facet of

the Pt (111) slab, and the (111) facet of Pd13. As observed, the small changes in the projected

density of states plots are not crucial for the calculated d-band centres, and similar trends and

conclusions could be obtained with any method.

4.5 Conclusions

In this chapter, we described the underlying theoretical framework for the implementation

of angular momentum projected density of states within ONETEP’s formalism and presented

four options of angular momentum resolved bases that were implemented in ONETEP to obtain

l-p-DOS. The first three are based on spherical waves, with a non-contracted set of SWs; a con-

tracted set with unity contraction weights (C-SWs), and a contracted set where the contraction

weights are determined via inner products with the NGWFs (CF-SWs). Pseudo-atomic orbitals

(PAOs) are used for the fourth basis set, which is also the initialisation of NGWFs in ONETEP.

We performed tests on several systems to assess how the projection varies with changes

in the basis sets and how the ONETEP’s results compare to CASTEP’s l-p-DOS. We have cal-

culated the density of states for a CO and a silane molecule, a set of hydrocarbons, a LiPF6



Chapter 4. Atom and Angular Momentum Projected Density of States in ONETEP 68

compound, metallic nanoparticles of different sizes, and one platinum slab with 320 Pt atoms.

In terms of charge spilling parameter, sq, we observed a similar trend for all tested systems,

with SWs < PAOs ≤ CASTEP < CF-SWs < C-SWs. In general, we have observed remarkably

small charge spilling parameters for calculations with the non-contracted SWs basis. For PAOs,

the charge spilling parameters obtained with ONETEP and CASTEP were almost identical, and

for contracted SWs basis, the option with contraction weights obtained by fitting the NGWFs

presented lower sq values than the one with unit contraction weights.

Despite some differences in the charge-spilling parameter, the l-p-DOS results are compa-

rable between the implemented approaches and between the two tested codes. The more evident

differences arise with systems composed by atoms with different values of azimuthal quantum

numbers in the valence shell, where the main differences appear for l-p-DOS obtained with CF-

SWs as compared to the other options. This difference can be reduced by adding NGWFs in the

ONETEP basis set to allow a better fitting between NGWFs and SWs. Moreover, for metallic

nanoparticles of increasing size, the d-bands near the Fermi level, which is commonly used as

a descriptor in the heterogeneous catalysis field, remain almost unaltered between different ap-

proaches, showing the robustness of the implemented method for such studies. We expect that

the availability of these methods in a linear-scaling framework such as ONETEP will help the

analysis of the electronic structure of complex nanostructured materials.



Chapter 5

Effects of a Graphene Support on

Platinum Nanoparticles

This chapter presents our studies about the interaction between platinum clusters and

nanoparticles with graphene. We performed the calculations with a set of clusters and nanopar-

ticles to study how the interaction changes with the system size. This work was also published

as a manuscript on "Physical Chemistry Chemical Physics - PCCP " [9].

L. G. Verga, J. Aarons, M. Sarwar, D. Thompsett, A. E. Russell, and C.-K. Skylaris. Effect

of Graphene Support on Large Pt Nanoparticles. Phys. Chem. Chem. Phys., 18:32713–32722,

2016.

in which, I participated in all the stages of the work. Dr. J. Aarons participated in the

development and application of the l-p-DOS functionality. All the other authors participated

with corrections and ideas for the manuscript, with the whole work being supervised by Prof.

Chris-Kriton Skylaris.

Abstract

State-of-the-art catalysts are often made of supported metallic clusters and nanoparticles,

increasing the surface area and decreasing the loading of the catalytic material and therefore

the overall cost. Thus, it is important to understand factors controlling the interaction between

69
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nanoparticles and supports and how the support can change the geometries and electronic prop-

erties of nanoparticles. Here, we employ large-scale DFT calculations to simulate platinum

structures with up to 309 atoms interacting with single layer graphene supports with up to 880

carbon atoms. We compute the adhesion, cohesion and formation energies of two and three-

dimensional Pt structures interacting with the support. We include dispersion interactions via

a semi-empirical dispersion correction and a vdW functional. We show that three-dimensional

Pt clusters are more stable than the two-dimensional ones when interacting with the support

and that the difference between their stabilities increases with the system size. Also, the dis-

persion interactions are more pronounced as we increase the nanoparticle size, being essential

to a reliable description of larger systems. We observe inter-atomic expansion (contraction) on

the closest (farthest) Pt facets from the graphene sheet and charge redistribution with the overall

charge being transferred from the platinum clusters to the support. The Pt-Pt expansion, which

is related to the charge transfer in the system, correlates with the adhesion energy per Pt atom

in contact with the graphene. These, and other electronic and structural observations show that

the effect of the support cannot be neglected. Our study provides for the first time, to the best

of our knowledge, quantitative results on the non-trivial combination of size and support effects

for nanoparticles sizes which are relevant to catalyst design.

5.1 Background

Platinum and platinum-based alloys are widely studied as excellent catalysts for several

chemical reactions involved in different types of fuel cells [178, 179]. However, the high cost

of Pt, the inadequate global supply, and the slow kinetics of the ORR in pure Pt catalysts, has

been stimulating the development of different approaches to decrease the platinum loading in the

catalyst, increase its surface area and decrease the overall cost of the catalyst while maintaining

or improving its activity and selectivity. Using metallic nanoparticles, clusters or monolayers

dispersed over supports can help to circumvent these difficulties by increasing the Pt surface-to-

volume ratio in the catalyst [155, 178, 180].

Carbonaceous materials such as graphene, graphite, carbon black and carbon nanotubes

are commonly used as catalysts supports on fuel cells applications. Among these materials,

graphene is receiving special attention due to some inherent advantages of its structure. First

of all, the two-dimensional shape of graphene enables a surface area higher than other forms

of carbon. Secondly, some of its characteristics, such as high electrical conductivity and good
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thermal stability makes graphene a promising material for fuel cell applications [155]. Unfortu-

nately, the interaction between platinum clusters and pristine graphene is relatively weak, which

can cause loss of catalytic surface, due to the agglomeration of Pt particles [156]. Also, as the

number of the atoms on platinum nanoparticles increases the interactions per Pt atom in con-

tact with the graphene support decrease, leading to difficulties in growing Pt monolayers over

graphene supports [157].

Studies aiming to understand the interaction between metallic systems and carbon-based

supports and the efficiency of these catalysts for fuel cell applications are widely present in the

literature [150, 155–160, 162, 164–166, 181–184]. One interesting example is the work by Maiti

and Ricca [164], where Au, Pt and Pd atoms, monolayers, multilayers, and clusters interacting

with graphene supports were studied via DFT simulations. According to their results, only small

Pt subnanoclusters are able to wet a graphene surface. Okazaki-Maeda et al. [158] also inves-

tigated the interaction between Ptn clusters with (n≤ 13) and graphene supports using ab-initio

simulations, achieving similar conclusions to Maiti and Ricca, and showing that 3D clusters are

unequivocally more stable over graphene when the cluster has more than 10 Pt atoms, which

also agrees with the findings from Xiao and Wang [127] for isolated platinum clusters. Further-

more, other studies such as the work of Schneider et al. [166] and Ramos-Sanchez and Balbuena

[162] showed that the interaction between platinum clusters and carbonaceous supports have a

significant contribution from van der Waals interactions.

Recently, graphene supports with point defects have also attracted attention from the sci-

entific community. From a theoretical point of view, Fampiou and Ramasubramaniam [159]

studied Ptn (n ≤ 13) clusters interacting with pristine graphene and other types of defective

graphene sheets using DFT and simulations with empirical potentials. They have demonstrated

that point defects can act as binding traps for Pt clusters, increasing the strength of the interac-

tion. As a consequence, their work not only helps to elucidate the graphene-metal interaction

but also helps to guide defect engineering in supports for fuel cells.

In addition to the support effects in the catalytic activity, the optimum size of Pt nanoparti-

cles for different catalysts and how the nanoparticle size affects the nanoparticle/support interac-

tion are still ongoing questions. Therefore, in this chapter, we present our calculations treating

several sizes of platinum clusters over graphene with large-scale DFT calculations using the

ONETEP code. First of all, we validate our calculations against the literature, simulating Ptn

clusters with (n = 1 - 4) and comparing with the work from Fampiou and Ramasubramaniam[159].

Secondly, aiming to check if the stability of platinum monolayers differs significantly from the
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ones obtained with 3D structures, we simulate Ptn systems (n = 1 - 55) constructed as two and

three-dimensional structures on graphene supports. Additionally, we simulate cuboctahedral Ptn

with (n = 147, 309), which represents Pt nanoparticles with diameters close to 1.7 nm and 2.2

nm respectively, enabling us to see how the support and size effects can act together to change

the properties of platinum nanoparticles and how the interaction nanoparticle-support is affected

by the nanoparticle size. We finish this chapter discussing aspects of our work which could be

relevant to catalyst design.

5.2 Computational Details

The calculations were carried out using the EDFT method in the ONETEP code [2, 28].

The projector augmented wave (PAW) method [24] was used to describe core electrons. We

adopted the generalised gradient approximation with the PBE [21], RPBE [22], and one vdW

functional, the rVV10 [185, 186], as our exchange-correlation functionals. We also included the

empirical dispersion correction proposed by Grimme [187] in the PBE and RPBE functionals,

generating two variations here called PBE-D2 and RPBE-D2. The parameters used in the em-

pirical dispersion correction were the same as the values proposed by Grimme for the carbon

atoms [187], while for platinum atoms, the dispersion coefficient C6 and the van der Walls radius

R0 were taken from the literature [162]. The universal scaling factor S6, was also obtained from

the literature, being equal to 0.75 for the PBE functional [187] and 1.25 for the RPBE functional

[162].

We set the kinetic energy cutoff to 550 eV for geometry optimisations and 850 eV for

total energy and properties calculations. For each Pt (C) atom, we have assigned 12 (4) NG-

WFs with 9.0 a0 radii. The NGWF conjugated gradient optimisation preconditioning parameter

k0 [188] used in our simulations was equal to 2.5 a0
−1, and the geometry optimisations were

performed until the forces on all atoms were below 0.005 Ha/a0. We have used the C-SWs

method implemented in ONETEP to perform the l-p-DOS analysis and obtain d-band centres.

The nanoparticles (monolayers) were constructed with initial Pt-Pt distances of 2.80 Å (2.60

Å) [127] in the configurations shown in figure 5.1, where the cuboctahedral shape was used for

Pt13, Pt55, Pt147, and Pt309. Orthorhombic simulation boxes were built allowing periodicity to the

graphene sheet and a minimum gap of 10 Å between the borders and Pt atoms. Two-dimensional

clusters were studied up to 55 Pt atoms.

We computed: i) the adhesion energies EAD; ii) the formation energies EFOR; and iii) the

cohesive energies of a free Pt cluster ECOH , which are defined as follows:
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FIGURE 5.1: Initial geometries used for a) Pt4, b) Pt13, and c) Pt55, clusters constructed
as monolayers; d) Tetrahedral Pt4, e) Icosahedral (Ih) Pt13, and f) Cuboctahedral (Oh) Pt55.

Cuboctahedral shapes were used on Pt13, Pt55, Pt147, and Pt309 clusters.

EAD = EPtn/graph− (Egraph +EPtn) (5.1)

EFOR = EPtn/graph− (Egraph +n∗EPt) (5.2)

ECOH = EPtn−n∗EPt (5.3)

where, n is the number of Pt atoms, EPt is the energy of a single Pt atom, Egraph is the

energy of the graphene sheet, EPtn is the energy of the Pt structure and EPtn/graph is the energy

of the platinum structure bound to the graphene sheet. Egraph and EPtn are obtained, respec-

tively, after geometry optimisations from the isolated graphene and Pt cluster, while EPtn/graph



Chapter 5. Support Effects 74

is obtained after the geometry optimisation of the interacting system.

5.3 Two and Three Dimensional Pt Clusters Supported on Graphene

Initially, we validate our calculations against the literature using Ptn with (n = 1 - 4)

nanoclusters interacting with graphene using the PBE exchange-correlation functional. Table

5.1 compares our results and the ones from Fampiou and Ramasubramaniam [159].

TABLE 5.1: Comparison of adhesion energy EAD (eV), formation energy EFOR (eV), and aver-
age distance between Pt-C and Pt-Pt for Ptn clusters ( n = 1−4) interacting with the graphene

support.

Fampiou and Ramasubramaniam [159] EAD(eV) EFOR(eV) Pt-Pt(Å) Pt-C(Å)
Pt atom at bridge site -1.57 -1.57 - 2.10
Pt2 -0.78 -4.58 2.38 2.25
Triangular Pt3 -1.35 -8.64 2.49 2.22
Tetrahedral Pt4 -1.13 -12.07 2.60 2.14

ONETEP EAD(eV) EFOR(eV) Pt-Pt(Å) Pt-C(Å)
Pt atom at bridge site -1.64 -1.64 - 2.10
Pt2 -0.95 -4.83 2.37 2.23
Triangular Pt3 -1.17 -8.92 2.49 2.26
Tetrahedral Pt4 -1.24 -12.46 2.59 2.20

As we can see in table 5.1, our results agree with the ones obtained in the literature. The

methodology used in our work to calculate EAD is slightly different from the methodology used

by Fampiou and Ramasubramanian. In their strategy, EPtn is calculated by removing the carbon

atoms from the Pt-graphene system and minimising the remaining structure. Meanwhile, we

calculate EPtn from geometry optimisations of platinum clusters initialised with bulk-like Pt-Pt

distances of 2.80 Å. Both strategies are valid choices, but they can change the result from EAD

for systems were the structure from the platinum cluster suffers great deformations due to the

interaction with the support. Meanwhile, the formation energy EFOR does not suffer from these

ambiguities, and it is a quantity more suitable for comparisons.

Despite the amount of theoretical work which highlights the success of PBE based func-

tionals to deal with transition metals, the lack of dispersion interactions from this functional, in-

trinsically important to describe the interaction between Pt clusters and carbon-based supports,

is a problem that needs to be addressed to model the entire system. To deal with this problem,

we decided to use the PBE, and RPBE functionals with two variations here called PBE-D2,

RPBE-D2, which are constructed using the Grimme D2 empirical approach to include disper-

sion interactions. We have also simulated our systems with the rVV10 exchange-correlation

functional, which is a vdW density functional available in ONETEP.
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Figure 5.2 shows the formation energy per Pt atom for the simulated systems up to Pt55,

which allows us to compare the stability of different clusters in contact with the graphene sup-

port. For any Pt structure size, the three-dimensional structures present lower formation energies

than the two-dimensional ones, i.e. for all the simulated systems, the 3D Pt clusters are more

stable than the Pt monolayers when supported on graphene.

As the system size grows, the difference in the formation energies between two and three-

dimensional clusters increases. This effect can be clearly observed in figure 5.2 by comparing

the two plateaus formed for Pt4 and Pt13 clusters and the decrease observed for Pt55 systems

and this result becomes more evident when we take into account that the formation energies

are being divided by the number of Pt atoms in the system. We see the same trend for all the

simulated functionals. The inclusion of dispersion interactions decreases the formation energy

for all the systems, and this effect increases with the cluster size, i.e., the difference in the

formation energies between PBE and PBE-D2 is higher for Pt55 clusters than for Pt4 clusters.

FIGURE 5.2: Formation energy per Pt atom, EFOR/n, for different Pt clusters interacting with
the graphene support. Ih (Oh) refers to Icosahedral (Cuboctahedral) symmetries. The cubocta-
hedral facet in contact with the graphene is indicated between brackets. Simulations containing
dispersion interactions are represented by dashed lines. Vertical dashed lines were plotted to

delimit the number of Pt atoms in the systems.

One of the reasons for the higher stability of three-dimensional supported clusters is the
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stability of these clusters when isolated, which is presented through the cohesive energy of free

Pt systems. In figure 5.3, we show the cohesive energies per Pt atom of Ptn clusters (n = 4 -

55) obtained with different functionals. The trends obtained in figure 5.2 and figure 5.3 are very

similar, showing that the stability of the Pt-graphene systems is determined to a great extent by

the Pt-Pt interactions.

FIGURE 5.3: Cohesive energies, ECOH/n for different Pt clusters. Ih (Oh) refers to Icosahedral
(Cuboctahedral) symmetries. Simulations containing dispersion interactions are represented
by dashed lines. Vertical dashed lines were plotted to delimit the number of Pt atoms in the

systems.

As previously said, several experimental and theoretical studies have shown that as the

number of Pt atoms in contact with graphene increases the binding energy per contact atom

decreases [155, 157, 164, 166]. Moreover, the dispersion interaction increases with the cluster

size, therefore it is expected that for larger clusters the interactions between metal clusters and

carbon-based supports will be dominated by dispersion interactions.

To illustrate both effects, the decrease in the binding energy per contact atom associated

with the increase of Pt atoms in the interface region, and the importance of dispersion inter-

actions to describe large systems, we present in figure 5.4 the adhesion energy divided by the

number of Pt atoms in contact with the support for all the simulated functionals. To facilitate

illustrating both effects, we have ordered the systems according to the number of Pt atoms in
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the interface with the graphene support. We observe that the adhesion energy per contact atom

weakens as we increase the system size, being almost negligible for larger systems. It is also in-

teresting that the adhesion energy per contact atom strengthens for cuboctahedral clusters when

the triangular (111) facet is close to the graphene. This decrease in Pt-C interaction associated

with an increase in the number of Pt atoms in contact with graphene also helps to explain the

difficulties to grow Pt monolayers over graphene supports.

FIGURE 5.4: Adhesion energy per Pt atom in contact with the graphene support. The systems
were ordered according to the number of Pt atoms in contact with the graphene. Ih (Oh) refers to
Icosahedral (Cuboctahedral) symmetries, the cuboctahedral facet in contact with the graphene
is indicated between brackets. Simulations containing dispersion interactions are represented

by dashed lines.

As already observed for the formation energies, the dispersion interaction strengthens the

interaction between Pt clusters and graphene for all the systems. It is important to emphasise

that the inclusion of dispersion was able to provide negative adhesion energies for systems such

as Pt55, Pt147, that are nanoparticles with a diameter close to 1.1nm and 1.7nm respectively,

being nanoparticles with sizes closer to the ones used in experimental research [139, 142, 189,

190]. In calculations without dispersion corrections, we observe a positive (repulsive) adhesion

energy. This result shows that the Pt-C interaction in large platinum nanoparticles is dominated
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by dispersion, confirming the importance of including the dispersion interactions for a reliable

description of these systems.

It is interesting to notice in figure 5.3 that the results obtained with the rVV10 functional

for isolated clusters are close to the ones obtained with PBE. Meanwhile, for the calculations

with Grimme D2 corrections, even the relative stabilities between different clusters for the same

size changes. This trend favours choosing rVV10 as our functional to avoid the overestimation

of dispersion interactions observed with the D2 correction. However, there is no optimum func-

tional to describe the dispersion interactions for all types of systems, and it is difficult to clearly

state which one has better accuracy without developing benchmarking tests with reliable exper-

imental data. Still, it is interesting to observe that we obtain similar qualitative behaviour with

rVV10 and with the two functionals with D2 correction. This similarity in the trends happens

for all calculated values, which strengths our results.

The observed trends showing the weak interaction between Pt clusters and pristine graphene,

the decrease of interaction per Pt atom with increasing nanoparticle size, and the dispersion in-

teractions dominating the Pt/graphene adhesion energies agree with experimental findings in

the area and can be used to strengthen observations from the literature. The negligible inter-

action between pristine graphene and nanoparticles larger than 1 nm, for example, agrees with

experimental findings which indicate that the stability of Pt nanoparticles over graphene-based

supports is mainly controlled by the presence of defects, edges, functional groups, or doping

atoms that would increase the interaction metal-support as compared with a pristine graphene

[167, 191, 192]. For example, Janowska et al. [167] observed with in situ transmission electron

microscopy (TEM) a higher density of smaller Pt nanoparticles on edges of few-layer graphene

supports as compared with the flat surface. Similarly, the concentration of a doping material

such as B [192] or N [191] that can create defects and anchoring sites to the Pt clusters, was

observed to correlate with the nanoparticle size, where a lower concentration would generate a

surface with less anchoring sites and a tendency of larger nanoparticles, changing the catalytic

activity per mass.

5.4 Geometrical and Electronic Effects of the Graphene Support

on Platinum Clusters

So far we have investigated the stability of different Pt clusters over a graphene support

and confirmed the importance of dispersion interactions to describe this interaction. Now, we
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FIGURE 5.5: Optimised geometries for (a) Pt13 monolayer (b) Cuboctahedral Pt13 with the
(100) facet and (c) the (111) facet interacting with graphene, and (d) Cuboctahedral Pt309 with
the (111) facet in contact with the support. The numbers are the average Pt-Pt bond lengths
for each Pt layer, while numbers between brackets represent the average bond lengths in the

unsupported nanoparticles. Gray (green) spheres represent platinum (carbon) atoms.

can explore the geometrical and electronic effects that this interaction induces on Pt clusters.

We start by showing in figure 5.5, the final geometries of Pt13 and Pt309 clusters interacting

with the graphene support. It is possible to see that the interaction causes deformations on both

geometries.

For the Pt13 monolayer a repulsion between the support and the cluster appears, which is

illustrated in figure 5.5 (a), through the direction which the graphene support bends, providing a

visual representation of the difficulties of growing Pt monolayers on graphene. Figures 5.5 (b)

and (c) show the geometry optimised structures of a Pt13 cuboctahedral with the (100) and (111)

facets in contact with the graphene support. The numbers in the figure 5.5 show the average
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Pt-Pt bond lengths for different layers for each structure, illustrating how the Pt-Pt bond lengths

in the closest (farthest) facets increase (decrease) in the supported cluster as compared with the

2.70 Å Pt-Pt average bond lengths obtained in isolated Pt13 clusters. Figure 5.5 (d) illustrates

the same effect for cuboctahedral Pt309, with almost no difference in the bond length averages

of Pt layers far from the graphene support. Structural changes are also observed in the graphene

sheet, with C-C bond lengths expanding from the isolated graphene value of 1.43 Å to values up

to 1.45 Å in the closest regions to the metallic nanoparticle.

TABLE 5.2: Average Pt-Pt bond length for each Pt layer on cuboctahedral Pt nanoparticles
with the (100) facet interacting with a graphene support. The results are presented for all the
Pt layers, where the first one is the closest to the graphene support. Results in brackets were

obtained for the same facets in an isolated nanoparticle.

Pt13 (Å) Pt55 (Å) Pt147 (Å) Pt309 (Å)
Layer 1 2.94 [ 2.70 ] 2.83 [ 2.71 ] 2.8 [ 2.75 ] 2.78 [ 2.75 ]
Layer 2 2.69 [ 2.70 ] 2.83 [ 2.79 ] 2.83 [ 2.79 ] 2.82 [ 2.78 ]
Layer 3 2.67 [ 2.70 ] 2.82 [ 2.79 ] 2.82 [ 2.79 ] 2.81 [ 2.79 ]
Layer 4 2.79 [ 2.79 ] 2.82 [ 2.79 ] 2.80 [ 2.79 ]
Layer 5 2.71 [ 2.71 ] 2.80 [ 2.79 ] 2.80 [ 2.79 ]
Layer 6 2.79 [ 2.79 ] 2.79 [ 2.79 ]
Layer 7 2.75 [ 2.75 ] 2.79 [ 2.79 ]
Layer 8 2.79 [ 2.78 ]
Layer 9 2.76 [ 2.75 ]

TABLE 5.3: Average Pt-Pt bond length for each Pt layer on cuboctahedral Pt nanoparticles
with the (111) facet interacting with a graphene support. The results are presented for all the
Pt layers, where the first one is the closest to the graphene support. Results in brackets were

obtained for the same facets in an isolated nanoparticle.

Pt13 (Å) Pt55 (Å) Pt147 (Å) Pt309 (Å)
Layer 1 3.11 [ 2.70 ] 2.88 [ 2.75 ] 2.81 [ 2.75 ] 2.87 [ 2.76 ]
Layer 2 2.72 [ 2.70 ] 2.84 [ 2.80 ] 2.83 [ 2.81 ] 2.87 [ 2.80 ]
Layer 3 2.68 [ 2.70 ] 2.73 [ 2.73 ] 2.80 [ 2.80 ] 2.83 [ 2.81 ]
Layer 4 2.80 [ 2.80 ] 2.75 [ 2.75 ] 2.82 [ 2.80 ]
Layer 5 2.74 [ 2.75 ] 2.80 [ 2.80 ] 2.77 [ 2.76 ]
Layer 6 2.81 [ 2.81 ] 2.81 [ 2.80 ]
Layer 7 2.75 [ 2.75 ] 2.81 [ 2.81 ]
Layer 8 2.80 [ 2.80 ]
Layer 9 2.76 [ 2.76 ]

Tables 5.2 and 5.3 present the average Pt-Pt bond lengths for each layer of cuboctahedral

Pt nanoparticles before and after the interaction with the graphene support. The data is given

from the closest to the farthest Pt facet from the graphene layer. Table 5.2 presents the results

for nanoparticles interacting with graphene via the (100) facet, while table 5.3 shows the same

results for nanoparticles with the (111) facet is contact with the support. The numbers in brackets

represent the results for the same facets in isolated Pt nanoparticles. In both cases, we observe

Pt-Pt bond length expansions (contractions) in the closest (farthest) facets from graphene.



Chapter 5. Support Effects 81

As also illustrated in figure 5.5, for smaller clusters this effect is more pronounced, while

almost no change can be observed in the farthest facets of larger nanoparticles. The comparison

of how this effect changes with the size of the cluster in contact with the support shows that

increases in the size of the cluster reduces the changes in the Pt-Pt bond lengths. Such an effect

is expected once the Pt-graphene interaction weakens as the number of Pt atoms in the interface

increase. Moreover, as the nanoparticle size grows there are more intermediate layers that help

to dilute the contractions of Pt-Pt bond lengths for the farthest facet, which helps explaining the

results observed for Pt309 nanoparticles.

The average Pt-Pt bond lenghts for the closest Pt facet to the graphene support from tables

5.2 and 5.3 were used to obtain the average Pt-Pt bond lenght strain by comparing the values

computed before and after the interaction. In figure 5.6 we plot the average Pt-Pt strain for the

platinum facet in the interface with the graphene support against the adhesion energy per Pt

atom in contact with the graphene support. This analysis shows that systems with more Pt-Pt

bond length strain have stronger adhesion per contact atom. As indicated in table 5.2 and 5.3,

larger deformations are present when the triangular facet (111) is in contact with the graphene

system and the strain reduces as we increase the nanoparticle size.

FIGURE 5.6: Adhesion energy per Pt atom in contact with the graphene support versus the
average percentage of Pt-Pt bond length expansion in the nanoparticle facet in contact with the

graphene sheet, where the black line is only a guide to the eye.

To understand the causes of the Pt-Pt deformations, we have investigated the electronic
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changes in the graphene support and platinum clusters caused by the interaction. Figure 5.7

a) and b) show the charge rearrangements through electronic density differences plots of Pt55

cuboctahedral with the (100) and (111) facets interacting with graphene. The cuboctahedral with

the (111) facet in contact with the graphene, which has a stronger adhesion energy per contact

atom and a larger bond length expansion induced by the interaction, also shows larger charges

redistributions. Figure 5.7 c), and d) show the Mulliken charges for each atom within a colour

scale for the same systems, evidencing the interaction of the bottom facet with the graphene,

with charge transfer from the metallic cluster to the support.

FIGURE 5.7: Changes in the electronic densities of supported Pt55 nanoparticles, where a) and
b) show electronic density difference plots (Isosurface at 0.01e/Å3), where blue (red) represents
accumulation (depletion) of electrons, and c) and d) presents the Mulliken charges for each
atom plotted as a colour scale. Figures a) and c) represent a cuboctahedral Pt55 with the (100)
facet in contact with the graphene, while b) and d) represent the same system with the (111)
facet interacting with the support. Green (gray) spheres represent carbon (platinum) atoms.

Figure reproduced from ref. 9.

A quantitative analysis of the electronic rearrangement is performed in figure 5.8, where

the charge difference per atom in the nearest Pt facet was calculated via Mulliken population
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analysis and plotted against the average Pt-Pt strain. As also reported in previous studies [157–

159, 161, 162, 184], electrons move from the Pt cluster to the support for small clusters interact-

ing with the support. Moreover, a clear relation between the average Pt-Pt strain and the charge

transferred per Pt atom in the Pt/graphene interface can be observed.

FIGURE 5.8: Average percentage of Pt-Pt bond length expansion in the nanoparticle facet in
contact with the graphene versus the charge difference per Pt atom in the same nanoparticle

facet, where the black line is only a guide to the eye.

We also plot in figure 5.9 the density of states normalised by the occupancies and pro-

jected on the d (p) angular momenta of Pt (C) atoms. As commented in previous chapters,

changes in the d-band centre are commonly used as a descriptor of the catalytic activity of

metallic clusters, where downshifts (upshifts) of the d-band centre in catalysts are usually as-

sociated with catalysts with weaker (stronger) interaction with adsorbates. Moreover, previous

studies have discussed that bond lengths strains and electronic effects can change the d-band

centre of metallic clusters and their catalytic activities [193], strengthening the idea that this

type of results can be used as to create structure-property relationships.

The density of states was projected onto chosen Pt and C atoms. The p-band of carbon

atoms was obtained only in the interacting region of the graphene sheet, which was plotted con-

sidering the system before and after the interaction with the Pt structures. Figure 5.9 (a), (b),

(c), and (d) represents respectively, the interaction with the Pt13, Pt55, Pt147, and Pt309 cubocta-

hedral nanoparticles. Meanwhile, figure 5.9 (e), (f), (g), and (h) represents the d-band of Pt13,
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a) e)

c) g)

b) f)

d) h)
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FIGURE 5.9: Atom and angular momentum projected density of states (l-p-DOS) plots for
cuboctahedral nanoparticles interacting with the graphene support: (a), (b), (c), and (d) repre-
sents the p-bands of the graphene support interacting with Pt13, Pt55, Pt147, and Pt309 cubocta-
hedral nanoparticles, while (e), (f), (g), and (h) represents the d-bands of different Pt facets for
the same systems. Dashed lines indicate the d-band centre of each facet. For the plots of the
p-band of graphene, black (red) lines indicate systems before (after) the interaction with the Pt
cluster, with the inset showing in detail the occupied states with higher energy, i.e, close to the
Fermi level. For the plots showing the d-band of platinum facets, black lines indicate the (111)
facet in isolated Pt clusters, while red (blue) lines indicate the Pt (111) facets which are closest

(farthest) from the support. Figure reproduced from ref 9.
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Pt55, Pt147, and Pt309 cuboctahedral nanoparticles for isolated systems and for the closest and

farthest facets from the graphene support. The projected densities of states were analysed only

for nanoparticles with (111) facet interacting with the support.

The relation between changes in the d-band centre and the Pt-Pt bond lengths strain is

explained in the literature with the Nørskov d-band centre model [99, 193]. According to this

model, the changes in the d-band centre are related to the changes in the band width induced

by the bond length strain, i.e., considering a constant number of electrons in the d-band, an

expansive (compressive) strain would lead to a narrow (wider) band width which consequently

should generate an upshift (downshift) in the d-band centre to preserve the band stretching.

Meanwhile, ligand effects are related to the electronic changes caused by the interaction between

catalytic material and support.

As previously said, we are presenting the density of states weighted by the occupancies

with the Fermi level being set to zero for all the plots in figure 5.9. In the density of states, we

observed a lowering in the intensity of the peaks for higher energy states of Pt facets close to

the support after the interaction, while similar states in the graphene p-band increased, as shown

in the insets in figure 5.9 (a), (b), (c), and (d). This effect, coupled with the electron density

differences and the Mulliken population analysis, shows the existence of interaction between

the p-band of the carbon atoms with the d-band of the Pt atoms, with charge redistribution from

the Pt to the carbon atoms, followed by a C-C bond length expansion in the interface region

of the graphene support. These effects are consistent with the Dewar-Chatt-Duncanson model

[194], as also previously described by Mahmoodinia et al. [195] in the interaction of a Pt cluster

and a polyaromatic hydrocarbon.

The d-band of the farthest Pt facet from the support shows different trends when com-

pared with the isolated Pt and with the closest Pt facet, showing that the support affects each

Pt facet differently. As we grow the system size, the differences between supported and iso-

lated systems for the top facet starts to be negligible, as a direct result of the decrease in the

Pt/support interaction per atom, and the increase in the number of Pt layers between this facet

and the support. Figure 5.9 also shows downshifts in the d-band centre of the Pt facets close to

the graphene, indicated by vertical dashed lines, which are much more intense than the changes

observed for the Pt facets far from the support.

A more detailed analysis of the support effect on the d-band centre of Pt nanoparticles

is presented in figure 5.10, which shows the d-band centre from closest (C) and farthest (F)

Pt facets from the graphene sheet considering, respectively, a) the interaction of (100) and b)
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(111) Pt facets with the support. To try to separate the electronic and geometrical effects caused

by the interaction with the support, we have calculated the projected density of states using

three different systems: i) isolated Pt clusters which are calculated with the structure obtained

after geometry optimisations in vacuum, here called isolated Pt; ii) isolated Pt clusters using

the structure obtained after the geometry optimisations of the Pt/graphene systems, here called

deformed Pt and; iii) the whole Pt/graphene system, here called interacting Pt.

a)

b)

FIGURE 5.10: d-band centre from the closest (C) and farthest (F) Pt facets from the graphene
support, considering Pt cuboctahedral nanoparticles with a) the (100) facet and b) the (111)
facet in contact with the support. The results are presented for: i) isolated Pt systems: isolated
Pt cluster with the geometry obtained during the optimisation in vacuum; ii) Deformed Pt
systems: isolated Pt clusters with the geometry obtained after the interaction with the graphene

support and; iii) Interacting Pt systems: the whole Pt/graphene system.

The comparison between the isolated Pt and the deformed Pt enables us to compute the
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effects of geometrical changes on the d-band centre, while, the interacting Pt configuration

includes all the support effects. In general, the interaction with the support leads to downshifts

in the d-band centre of closest Pt facets from the graphene surface, which is the opposite effect

that we should expect if the changes in the d-band centre were generated only due to the Pt-Pt

bond lengths strains. We also observe small variations in the d-band centre of the facets far from

the support, which rapidly decrease with the increase of the nanoparticle size.

In fact, the comparison between isolated Pt, deformed Pt, and interacting Pt, show the

existence of two concurrent effects. The first one is the change in the d-band centre due to the

Pt-Pt strain. This effect can be observed by comparing the d-band centre of deformed Pt and

isolated Pt systems in figure 5.10 with the Pt-Pt bond lengths expansions from figure 5.6 leading

to upshifts in the d-band centre. For all the studied sizes and different facets in contact with the

graphene, larger expansions lead to greater upshifts in the d-band centre. The second effect is

related to the changes in the high energy occupied states from the d-band of Pt due to the Pt-C

interactions, which lowers the weight of high energy levels in the d-band centre calculation,

generating the observed downshifts. This effect is clear when comparing the d-band centre of

interacting Pt and deformed Pt systems in figure 5.10.

In practice, it is difficult to separate electronic and strain effects because both are a di-

rect consequence of the same metal-support interaction. However, this strategy of computing

strained or "deformed" structures can bring useful analysis. For example, a similar approach to

try to separate the strain and electronic effects was performed by Tsai et al. [196] to study Os/Pt

core-shell catalysts. As we do with the "Deformed Pt" clusters, they have simulated Pt slabs

with compressed lattice parameters to mimic the strain effect of the Os core on the Pt surfaces.

They have compared the results of compressed Pt slabs with simulations of relaxed Pt slabs and

with Os slabs covered with 1 and 3 ML of Pt. They have observed, that the compressed Pt

calculations provide results which are similar to the Pt3ML/Os systems, and completely different

results for the Pt1ML/OS models. This observation points to the fact that the electronic effects

are more relevant for the closest layers of Pt, and that for the layers far from the interface, the

lattice changes should be the dominating effect.

In our case, we also see that the main differences from the "Deformed Pt" and "Interacting

Pt", only happen for the facets close to the support and to a small extent for the farthest facet

of Pt13, which only has 3 Pt "layers". However, in our case, the weak interaction between the

Pt nanoparticles and pristine graphene could also be the reason for the rapid vanishing of the

electronic effects for Pt layers far from the support. The weak Pt/graphene interaction is also a
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possible explanation for the small lattice changes for facets far from the support with increasing

nanoparticle size. Thus, more studies with other supports could be helpful to compare and

analyse to what extent each effect will control the ability of the nanoparticle to interact with

adsorbates that are relevant to fuel cell catalysts.

The analysis of isolated systems also shows upshifts in the d-band centre associated with

decreases in the system size, which is comparable to what we have presented in chapter 4.

As illustrated in figure 5.10, the support effects in the d-band centre are size-dependent, being

more pronounced in smaller clusters, which agrees with the weakening of Pt-C interaction as

we increase the number of Pt atoms in contact to the support. These results indicate that it may

be possible to search for optimum catalysts for specific reactions by linking support and size

effects.

5.5 Conclusions

We have presented a DFT study of support and size effects of Pt nanoparticles on graphene,

where we have simulated systems ranging from Pt1 on 308 carbon atoms to Pt309 on 880 carbon

atoms. We have compared two-dimensional and three-dimensional Pt clusters interacting with

the graphene support, showing that nanoparticles are generally more stable than monolayers

when supported on a graphene sheet. The differences between their stabilities increase with the

size of the system, and the Pt-Pt interactions control the formation energies of such systems to a

great extent.

The dispersion interactions were included in our simulations via a semi-empirical disper-

sion correction and a vdW functional. Our results show that the adhesion energy per Pt atom

in contact with the support decreases as the number of Pt atoms in contact with graphene in-

creases. Meanwhile, the analysis of the formation energies has indicated that the dispersion

interaction grows with the system size. The combination of these two effects makes the inclu-

sion of dispersion interactions important for an accurate description of the systems, especially

for large Pt nanoparticles. Moreover, the weak interaction between Pt clusters and pristine

graphene, specially for clusters and nanoparticles larger than 1 nm, helps to corroborate the

idea that the presence of defects, functional groups, or doping atoms on graphene are necessary

to strengthen the metal-support interaction and stabilise Pt nanoparticles over graphene-based

supports [159, 167, 191, 192].
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Additionally, we have studied the effects of the graphene support over the geometries and

electronic properties of Pt clusters and nanoparticles. The Pt-Pt distances increase (decrease) in

the closest (farthest) Pt facets from the graphene sheet, as a result of the electron redistribution

between Pt and graphene. We were also able to correlate the Pt-Pt expansion in the closest facet

with the adhesion energy per number of Pt atoms in contact with the graphene support, i.e., Pt

systems with larger expansions showed more intense interactions with the graphene sheet.

In terms of electronic effects, which were analysed via electronic density difference plots,

charge differences obtained with Mulliken populations and densities of states projected on the

d-band of Pt atoms and p-band of carbon atoms, we have found considerable electron redis-

tributions, with the overall charge being transferred from the platinum cluster to the graphene

support. We have noticed that the Pt-Pt bond length strain and electron transfer from Pt to the

graphene change the d-band centre, which is one descriptor for the catalytic activity of the metal-

lic surfaces, indicating that is possible to modify the catalytic activity by combining support and

size effects. We have tried to separate the strain and electronic effects from the metal-support in-

teraction by simulating isolated Pt clusters with the geometry obtained after the interaction with

the support. We observed, that the main differences in the d-band centres between the deformed

Pt clusters and the supported ones happen for the facets directly interacting with the support,

while for the farthest facets we only see differences for the Pt13 cluster. However, the weak Pt/-

graphene interaction makes it difficult to define to what extent each effect controls the changes

in d-band centres. As Pt nanoparticles supported on carbon-based supports are commonly used

as catalysts in important technological applications such as fuel cells, we expect that the results

of this study showing how the support affects geometric and electronic properties of the Pt clus-

ters and the size-dependence of the support effects will be useful to other investigations on new

catalysts.



Chapter 6

Adsorption Properties of Platinum

Nanoparticles: Support and Size

Effects

In this chapter, we compute adsorption energies for atomic oxygen, carbon monoxide and

an ethanol molecule interacting with the isolated and supported platinum nanoparticles obtained

in chapter 5. We perform these calculations for different nanoparticle sizes, trying to under-

stand how the interplay between size and support effects could affect catalytic properties of the

Pt nanoparticles. This work was published as a manuscript on "Physical Chemistry Chemical

Physics - PCCP " [12].

L. G. Verga, A. E. Russell, and C.-K. Skylaris. Ethanol, O, and CO Adsorption on Pt

Nanoparticles: Effects of Nanoparticle Size and Graphene support. Phys. Chem. Chem. Phys.,

20:25918–25930, 2018.

in which, I participated in all the stages of the work. Prof. Chris-Kriton Skylaris and

Prof. Andrea E. Russell participated with corrections and ideas for the manuscript, with the

whole work being supervised by Prof. Chris-Kriton Skylaris.

Abstract

As previously commented, Pt nanoparticles dispersed over carbonaceous supports are

90
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widely used as catalysts for different applications, making studies on the interplay between size

and support effects indispensable for rational catalyst design. Here, we use DFT calculations

to simulate the interaction of O, CO, and ethanol with free platinum cuboctahedral nanoparti-

cles with up to 147 atoms and with the same Pt nanoparticles supported on a single layer of

graphene with up to 720 carbon atoms. We compute adsorption energies for each adsorbate on

different adsorption sites for supported and unsupported Pt nanoparticles. We show that as the

Pt nanoparticle grows the adsorption energy decreases, and that the size effect is more important

for O and CO adsorption than for ethanol. We observe that the generalised coordination number

of each adsorption site controls the interaction strength for O and CO to a much larger extent

than for ethanol. Electronic charge redistributions and density of states projected on the d band

of the interacting Pt facets are used to obtain a better understanding of the differences between

the electronic interactions for each adsorbate. For Pt nanoparticles supported on graphene, the

presence of support weakens the adsorption energies for all the adsorbates, but this effect rapidly

decreases with larger nanoparticles, and it is only significant for our smallest nanoparticle Pt13.

By demonstrating that the effects of nanoparticle size and support are different for ethanol as

compared with O and CO, we conclude that it should be possible to modify different parameters

in the catalyst design in order to tune the Pt nanoparticle to interact with specific adsorbates.

6.1 Background

Efficient anodic catalysts for ethanol fuel cells should be able to deal with the complicated

task of breaking C-H, C-O, O-H, and C-C bonds [17, 18, 104, 197], while the cathodic catalyst

should perform the oxygen reduction reaction to form water [104, 179]. An optimised catalyst

should perform these reactions while being resistant to poisoning by molecules such as CO. As

described in chapter 3, the size, shape, distribution, and composition of metallic nanoparticles

as well as the composition, orientation and presence of defects on supports can be used to tune

anodic and cathodic catalysts [18, 104, 179, 180, 198, 199].

Given the complexity of treating fuel cell catalysts with computational simulations, the

theoretical studies are usually performed treating specific pieces of the problem, such as the

interaction between adsorbed species and metallic surfaces. The adsorption of certain atoms

and molecules on catalytic surfaces can provide information such as the changes induced in the

molecules due to the interaction with the surface, adsorption sites preferences, and other char-

acteristics of the interaction that can be useful to understand how a surface reacts as a catalyst.

Performing these studies with a computational approach enables controlling catalyst’s variables
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which are more difficult to control experimentally. As an example, electronic and geometric

changes due to size effects can be separated on theoretical studies by simply freezing the Pt

nanoparticles of different sizes using the same Pt-Pt bond length, enabling the quantification of

electronic effects induced by changing the nanoparticle’s sizes [144, 200].

Studying the interaction of O, CO, and ethanol as adsorbed species can have important

implications to fuel cell catalysts. The interaction of atomic oxygen with catalytic surfaces

is widely studied in the literature and is commonly used as a predictive tool for reactivity in

several chemical reactions. As illustrated in chapter 3, Nørskov et al. [4] used the Sabatier’s

Principle to correlate the activity of metallic surfaces for the oxygen reduction reaction to the

adsorption energy of atomic oxygen in the format of a volcano plot, providing valuable insights

for designing catalysts for this reaction. Activation energies for the bond breaking reaction of C-

OH on an ethanol molecule were also correlated with atomic oxygen adsorption energies in the

work of Sutton and Vlachos [71], with the activation energies for C-C and β C-H bond breaking

also showing correlation with the O adsorption to a smaller extent.

Understanding the interaction of catalytic surfaces with ethanol molecules is also impor-

tant to the design of new catalysts for ethanol fuel cells. First of all, the adsorption of ethanol

is itself the first step in the ethanol oxidation reaction. Secondly, the ethanol adsorption can

also be used as a descriptor for the first dehydrogenation step [201], which plays an impor-

tant role in the ethanol oxidation reaction. Moreover, analysing the position of the molecule

on top of the catalyst surface and how the electronic density of the molecule changes with the

interaction can help to explain the dissociation steps of ethanol. In the literature, it is possible

to find a few computational studies performed for ethanol molecules on metallic monolayers

[202], slabs [203, 204], small nanoparticles [205], and core-shell M@Pt nanoparticles [206].

For Pt surfaces, all the computational results show adsorption energies lower than 1.0 eV, with a

clear adsorption site preference for on top sites, and a crucial role of van der Waals interactions,

which is responsible for changing the ethanol configuration adsorbed on metallic nanoparticles,

favouring configurations with the C-C bond parallel to Pt surfaces [203, 207].

The chemisorption of carbon monoxide molecules is also a subject of great interest for

ethanol fuel cell catalysts. Carbon monoxide can poison the catalyst surface by blocking active

sites and decreasing the catalyst activity [17, 18, 104, 179] and can also work as a catalytic

activity descriptor for other chemical reactions such as the CO oxidation [5, 7] that is important

for a wide range of applications. However, the theoretical description of CO adsorption on Pt

(111) sites via DFT with LDA or GGA exchange-correlation functionals is widely known to be
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incompatible with experimental results.

The so-called "CO/Pt(111) puzzle" is characterised by DFT showing hollow sites as the

preferred adsorption site, while experimental data show that CO is more stable on top sites [145].

The interaction of CO with a Pt surface is characterised by the bond of the CO σ HOMO, a lone

pair in the sp hybrid orbital from the C atom, with a d orbital from the metallic surface, and

a back-bonding from the metal to an unoccupied π∗ orbital in the CO molecule [208]. As the

CO LUMO energy is lower than it should be when calculated with GGA DFT, this piece of the

interaction starts to be stronger, and as this interaction is more important for hollow sites than

for top sites, the error in the adsorption site preference occurs [209, 210].

Several researchers have tried to different XC functionals to solve this problem [211–218].

Recently, the meta-GGA functional M06-L predicted the correct adsorption site for CO/Pt(111)

[215], however, when dispersion interactions were included, the hollow site started to be the

preferred site again, indicating that the success of M06-L could be related to error cancellations

effects [216]. For Pt nanoparticles, the error is still present for adsorption sites in the centre of

(111) facets, but less so near the edges, once finite size effects increase the adsorption strength,

especially at on top and bridge adsorption sites near the edges of the nanoparticles [214, 219].

Here, we analyse via DFT simulations, how the adsorption of O, CO, and ethanol are

affected by size effects for cuboctahedral Ptn nanoparticles with (n = 13 - 147). Electronic and

structural changes induced by the interaction are investigated trying to explain the differences in

the effects of nanoparticle size for each molecule. Moreover, by adsorbing O, CO, and ethanol

on Pt nanoparticles supported on pristine graphene, we assess how the interplay between size

and support effects can change the adsorption of the same molecules. We finish with discussions

about the observed phenomena, aiming to provide useful insights for rational catalyst design.

6.2 Computational Details

We have performed the simulations from this chapter using the ONETEP code [28] within

the EDFT method [2]. We have adopted the vdW functional rVV10 [185, 186] as our exchange-

correlation functional and used the projector augmented wave (PAW) method [24] to describe

the core electrons. Similarly to the calculations from chapter 5, we set the psinc basis set [33]

kinetic energy cutoff to 550 eV for geometry optimizations and 850 eV for total energy and

properties calculations. Again, we have used the C-SWs method implemented in ONETEP to

perform the l-p-DOS analysis. For each Pt atom, we have assigned 12 NGWFs, for C and O
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atoms we allocated 4 NGWFs and H atoms were calculated with only 1 NGWF. For C atoms

in the graphene sheet, we have assigned 8 NGWFs creating a more flexible basis set. For all

NGWFs, we have used 9.0 a0 radii. The NGWF conjugate gradient optimisation preconditioning

parameter k0 [188] used in our simulations was equal to 2.5 a0
−1.

The initial isolated and supported cuboctahedral platinum nanoparticles are the geometry

optimised structures obtained in chapter 5. Most of our analysis was performed only for cuboc-

tahedral nanoparticles with the (111) facet interacting with the graphene sheet, as these were the

most stable structures we have obtained. Again, we ensure that the orthorhombic and periodic

simulation boxes allow periodicity to the graphene layer and a minimum gap of 10 Å between

the borders of the simulation box and the Pt atoms. Here, only the adsorbates’ geometries were

relaxed, with a convergence threshold of 0.002 Ha/a0 on the atomic forces, while atoms from

the isolated and supported nanoparticles remained fixed.

To perform a more detailed analysis of support and size effects for Pt nanoparticles in-

teracting with O, CO and ethanol, we have sampled different adsorption sites as illustrated in

figure 6.1 for Pt147. Figure 6.1 (a) illustrates adsorption sites for a (111) facet, where 1 to 3 and

4 to 6, respectively represent the adsorbates on top sites and bridge sites located in the vertex,

edge and centre of the nanoparticle facet, while 7 and 8 are HCP sites in the vertex and edge

of the nanoparticle and 9 is an FCC adsorption site. Figure 6.1 (b) shows the chosen sites for a

(100) facet, with a similar ordering as that presented for the (111) facet.

For each adsorption site, we have calculated the generalised coordination number as intro-

duced by Calle-Vallejo et al. [10], which we use in the following sections to encode the changes

in adsorption energies on different adsorption sites. We present in figure 6.1 the GCN associ-

ated to each adsorption site for a Pt147 nanoparticle. As commented in chapter 3, the generalised

coordination number accounts for changes in the coordination not only for the adsorption site

but also for its first neighbours which are weighted based on their own coordination numbers as

follows:

CN(i) =
ni

∑
j=1

cn( j)/cnmax (6.1)

where ni is the number of nearest neighbours j from a site i, cn( j) is the coordination

number for each first neighbour and cnmax is the maximum number of first neighbours that this

particular site should have in bulk. The generalised coordination number can also be computed

for materials with different crystalline structures or different types of adsorption sites such as

hollow and bridges by changing cnmax.
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FIGURE 6.1: Adsorption sites for (a) Pt(111) facet of a Pt147, where 1 to 3 represent top
adsorption sites located on the vertex, edge and centre of the nanoparticle facet, 4 to 6 are
bridge sites also located on the vertex, edge and centre of the (111) facet, and 7 and 8 are
HCP sites locate on the vertex and edge of the Pt(111) facet and 9 is an FCC site. Figure (b)
shows a similar adsorption site distribution for the (100) facet of a Pt147, and (c) illustrates the
initial configuration of an ethanol molecule on the Top-V site of Pt147. For each adsorption
site, we also present the generalised coordination number which was calculated as proposed by

Calle-Vallejo et al. [10].
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Meanwhile, figure 6.1 (c) shows the initial configuration of an ethanol molecule on a top-

vertex adsorption site. The ethanol molecules were initialised in the trans-ethanol configuration

with the oxygen atom on top of the adsorption site and with the C-C bond parallel to the studied

Pt facet. This configuration follows the results obtained in the literature for ethanol adsorption

on Pt(111) slabs and extended Pt surfaces [202–204]. Carbon monoxide molecules were placed

with the C-O bond being perpendicular to the nanoparticle facet.

We have computed adsorption energies, EADS, to analyse the interaction between CO, O

and ethanol with the catalyst model, i.e, supported or unsupported Pt nanoparticles, which is

defined as follows:

EADS = EAdsorbate/Catalyst − (ECatalyst +EAdsorbate) (6.2)

where, EAdsorbate is the energy of an isolated O, CO, or ethanol, ECatalyst is the energy of

the supported or unsupported Pt cluster used as our model catalysts, and EAdsorbate/Catalyst is the

energy of the interacting system.

6.3 Adsorption on Isolated Pt Nanoparticles.

Here, we present the adsorption energies for ethanol, atomic oxygen, and a CO molecule

interacting with Pt nanoparticles of different sizes in several adsorption sites for (111) and (100)

facets. Figure 6.2 shows adsorption energies for each adsorbate in contact with a (111) facet

for isolated Pt nanoparticles, with lower values of adsorption energies representing stronger

interactions.

For atomic oxygen, the observed adsorption site hierarchy is similar to that obtained in

the literature with Pt nanoparticles [65, 219–221]. In comparison with the results obtained for

extended surfaces in the literature [219, 222, 223], the most stable adsorption site changes from

the FCC site on Pt(111) slabs to HCP and bridge sites near the vertices of the Pt nanoparticle

facets. Moreover, the hierarchy obtained with our calculations for the Pt55 cluster is similar

to that demonstrated by Han, Miranda, and Ceder [220] with the adsorption energies ordered

as follows: Bridge-V < HCP-V < Top-V < FCC-E < Bridge-C < Top-E. In addition to the

adsorption site reordering, reducing the nanoparticle size strengthens the adsorption of oxygen

on the nanoparticle surface, as previously demonstrated in the literature [144] and predicted via

l-p-DOS analysis from chapter 4.
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FIGURE 6.2: Adsorption energies for oxygen (red), carbon monoxide (blue), and ethanol
(black) interacting with the (111) facet of Pt13, Pt55, and Pt147 on different adsorption sites.
The letters V, E, and C represent adsorption sites in the vertex, edge and centre of a nanoparti-

cle facet.

For the CO molecule, top and bridge sites near the edges and vertices of the nanoparti-

cle facet are the favourable adsorption sites. A similar adsorption site preference was observed

for icosahedral Pt55 nanoparticles [214] for adsorption energies computed with a vdW-DF func-

tional and with the Grimme DFT+D3 [224] semiempirical approach. The CO/Pt(111) problem,

which is the failure of DFT to reproduce the experimental result of top or bridge sites being

preferred over hollow sites for a CO molecule interacting with a Pt(111) [145], is not as evident

in our results as it is for Pt slabs. In nanoparticles, the adsorption energies are stronger near

the edges and vertices, making the adsorption energies on Top-V, Top-E, B-V and B-E stronger

than that obtained for HCP sites. However, for Pt147, the adsorption energy for the HCP sites is

stronger than that obtained for Top-C and Bridge-C sites, showing the same discrepancy that is
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commonly obtained when comparing DFT results with experimental data for extended surfaces

[145]. For CO molecules, we also observed that reducing the nanoparticle size strengthened

the interaction between CO and the nanoparticle surface, which was also observed by Li et al.

[144].

In contrast to O and CO adsorption, when ethanol interacts with Pt nanoparticles of dif-

ferent sizes, the adsorption site hierarchy and the strength of the adsorption remains almost

constant. As an example, the adsorption energy of ethanol on a Top-V site only changed from

-0.73 eV for a Pt13 to -0.70 eV for a Pt147. In comparison, for oxygen atoms on HCP-V and

CO on Top-V sites, we see differences in adsorption energies of about 0.68 eV and 0.41 eV

when comparing similar adsorption sites for a Pt13 and a Pt147. For all the studied sizes, ethanol

preferentially adsorbs at Top-V and Top-E adsorption sites. For Bridge, HCP, and FCC sites,

the interaction is weak, with Pt-O distances ranging from 2.8 Å to 3.1 Å. The preference for top

sites in the adsorption of ethanol was also observed for Pt slabs [203, 204], extended Pt (111)

monolayers [202], Pt13 [205] and core-shell M@Pt nanoparticles [206].

Figure 6.3 shows adsorption energies for adsorbates in contact with the (100) facet of

isolated Pt nanoparticles. Again, our adsorption site hierarchy for atomic oxygen is comparable

with previous studies for Pt nanoparticles [220, 221], showing a clear preference for bridge sites

over top and hollow sites, and stronger adsorptions for sites near the vertices and edges of the

nanoparticle. The same size effect is observed, with stronger adsorptions obtained for smaller

nanoparticles.

For CO, there is a clear preference for bridge and top sites on (100) facets of Pt nanopar-

ticles. The results for Pt55 and Pt147 are similar, showing weaker adsorptions as compared with

Pt13. Moreover, most of the adsorption sites on a (100) facet show comparable adsorption ener-

gies with the most stable ones observed in figure 6.2. For ethanol molecules, the top sites still

are preferred over the bridge and hollow sites. However, the adsorption energies obtained for

top sites on Pt(100) facets are around -0.5 eV being weaker than the -0.7 eV obtained for top

sites on Pt(111).

In the literature, the catalytic activity for the ORR is commonly associated to the oxygen

adsorption energy, where too weak adsorptions would hinder the molecular oxygen adsorption

and dissociation, and too strong interaction would block adsorption sites and hinder the reaction.

For the ORR, it is commonly suggested that the interaction of a Pt(111) slab and O is already

too strong for an optimal catalyst [4, 8, 113, 179, 225, 226]. Our calculations show that the

adsorption energies for sites near the edges and vertices of the nanoparticle are stronger than
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FIGURE 6.3: Adsorption energies for oxygen (red), carbon monoxide (blue), and ethanol
(black) interacting with the (100) facet of Pt13, Pt55, and Pt147 on different adsorption sites.
The letters V, E, and C represent adsorption sites in the vertex, edge and centre of a nanoparti-

cle facet.

terrace-like sites and that, in the studied size range, the decrease of the nanoparticle size in-

creases the strength of the adsorption. Moreover, as we decrease the nanoparticle size, the ratio

between stronger (edges and vertices) and weaker (central) sites increases. The combination of

these effects can suppress the benefits of decreasing the nanoparticle size, being also used in the

literature to justify the ORR mass activity peak for Pt nanoparticles [135, 179].

For both Pt facets, we have observed that the nanoparticle size have less effects for the

ethanol adsorption as compared to atomic oxygen and CO. Fajín et al. [81] also observed that the

values of adsorption energies for water molecules interacting with Pt nanoparticles of different

sizes were almost constant. In their work, the adsorption energy for a water molecule interacting

with Ptn nanoparticles in the range 13 ≤ n ≤ 140 only changed from -0.58 eV to -0.47 eV,



Chapter 6. Adsorption Properties of Platinum Nanoparticles: Support and Size Effects 100

while for coadsorbed OH and H the adsorption energies varied from -0.90 eV to -0.41 eV [81].

This effect was explained based on the changes in adsorption site preference of OH and H with

nanoparticle size. Water molecules were adsorbed at on top sites for all the studied nanoparticles,

while the most stable adsorption site for OH and H changed depending on the nanoparticle size.

The authors concluded that the changes for adsorption energies of OH and H were not related

just to size effects, but also with the changes in the optimum adsorption site of OH and H for

different nanoparticles.

In our case, we cannot use the explanation proposed by Fajín et al. [81] to analyse the

lack of size effects for ethanol adsorption energies. From our results, this effect happens even

if we compare the same adsorption site for all the adsorbed species interacting with different

Pt nanoparticles. Therefore, it is necessary a more in-depth investigation of the structural and

electronic changes induced by the interaction of the adsorbed species with Pt nanoparticles of

different sizes to explain why size effects seem to be less important in the adsorption of ethanol.

6.4 Structural and Electronic Analysis for Adsorbates Interacting

with Isolated Pt Nanoparticles.

So far in this chapter, we have investigated the adsorption site preference and the adsorp-

tion energies of O, CO and ethanol interacting with Pt nanoparticles of different sizes. Here, we

study this phenomenon in more detail by analysing structural and electronic changes happening

in the nanoparticle and adsorbate after the interaction. We focus our attention on selected ad-

sorption sites only for (111) facets. As the size effects for the (100) facets are similar to those

obtained for (111) facets, we expect that the analysis and conclusions drawn from these results

will be transferable to explain the size effects trends for the (100) facets.

Figure 6.4 shows the correlation between adsorption energies obtained for top sites placed

on the (111) facet of different Pt nanoparticles and the generalised coordination numbers. We

are first restraining our analysis to top sites on (111) facets to illustrate how the nanoparticle

size affects the coordination for the same type of adsorption site. Moreover, ethanol adsorption

is more stable on top sites, while dispersion interactions dominate the adsorption on bridge and

hollow sites, as evidenced by the large Pt-O distances, ranging from 2.8 Å to 3.1 Å and by the

adsorption energy values obtained in our calculations.

The correlation between adsorption energies and GCN illustrates how size effects can

alter the interactions of the nanoparticle and adsorbates by modifying the environment around
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adsorption sites. It also shows that the ethanol adsorption is less affected by changes in the

generalised coordination number as compared with O and CO adsorptions. The equations ob-

tained through the linear correlation between adsorption energies and generalised coordination

numbers show a larger slope for the oxygen adsorption than for CO, which is different from the

trends observed in the study performed by Jørgessen et al. [227], where the slopes for O and

CO were respectively 0.22 eV and 0.25 eV.

Presenting the correlation only for top sites helps to illustrate how the nanoparticle size

effects can be described to a certain extent via a purely geometrical descriptor. However, cor-

relations between adsorption energies and the generalised coordination numbers can also be

used as a predictive tool for catalyst activity in metallic nanoparticles enabling faster predictions

about the interaction between a nanoparticle with a certain size and shape with adsorbates im-

portant for different chemical reactions[8, 226]. Thus, further comparisons between our findings

and previous results from the literature might be interesting in that context. Figure 6.5 a), b),

and c) present, respectively, the correlation between generalised coordination number and the

adsorption energies obtained for adsorbates interacting with all sites on a (111) facet, and the

correlations obtained only with bridge and hollow adsorption sites in the same facets.

The general trends observed for bridge and hollow adsorption sites, and consequently to

the whole nanoparticle facet, are similar to that found for top adsorption sites, with the gener-

alised coordination number of a given adsorption site controlling the adsorption energies of O

and CO to a greater extent than for ethanol. For oxygen adsorption, we obtained high correlation

coefficients for all the cases, while for CO, adding hollow sites worsen the correlation between
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adsorption energies and the generalised coordination numbers. For the ethanol adsorption, the

slopes of the linear equations and the correlation coefficients are considerably smaller for bridge

and hollow sites as compared with the results for top sites. These findings are consistent with the

results that show ethanol adsorption being favourable on top sites, with the adsorption energies

for bridge and hollow sites being dominated by dispersion interactions.

Differently from our results, the work from Jørgessen et al. [227] obtained for CO and O

adsorption that EADS−CO =−1.36+0.252(GCN−7.5) and EADS−O = 0.95+0.218(GCN−7.5).

The differences between our results for the y-intercept and the ones from Jørgessen et al. can

be explained by the usage of different codes, exchange-correlation functionals and strategies to

obtain the adsorption energies. The main differences in the y-intercept are observed for the O

adsorption due to the difference in the reference system used to calculate the adsorption energies.

While we use an O atom as the reference system for the adsorption energies, the authors use half
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of the energy of an O2 molecule in the triplet state. Moreover, while we calculate the adsorption

energies on rigid nanoparticles, the authors obtained their results on slab models, allowing two

layers of Pt to relax during the interaction with the adsorbates, which can generate a shift in the

adsorption energies as compared to our results.

Meanwhile, the differences in the slopes are caused by the methodology used to choose

the adsorption sites and obtain the linear correlations. The authors obtained the correlations

using the most stable adsorption sites for each adsorbate. More specifically, for CO, the authors

used only top sites, and for O they use bridge sites on Pt(100), Pt(110), and Pt(211) and an FCC

site for Pt(111). The slope we have obtained for top sites with CO is close to the one obtained

by Jørgessen et al., while the ones from atomic oxygen are different. As we change the selection

of adsorption sites from top to bridge and hollow sites, the correlation slope becomes closer to

the one Jørgessen et al.. These changes in the linear equations and correlation coefficients for

each adsorbate depending on the type of adsorption site used to generate the correlation indi-

cates the importance of a careful parametrisation when using linear equations from generalised

coordination number correlations to predict adsorption energies.

This correlation between the Pt nanoparticle size effects and the level of coordination of

an adsorption site is also compatible with the findings from Li et al. [144]. By studying size

effects on Pt and Au nanoparticles ranging from 13 to 1415 atoms, Li et al. [144] observed that

the spacing in the d-band projected density of states near the Fermi level, caused by quantum

size effects, only played a role for Au13 clusters. For Pt clusters, the discreteness in the d-band

DOS was much smaller, and the size effects observed for Pt were also explained in terms of the

coordination numbers of the adsorption sites and as a consequence of the proximity to the edges

of the nanoparticles.

Additionally to the changes in the level of coordination of adsorption sites, decreasing a

nanoparticle size also generates changes in the bond lengths on the metallic surface. Strains in

the bond lengths in the nanoparticle surface are also associated with changes in the strength of

the interaction between nanoparticles and adsorbates. To assess the importance of these changes,

we have constructed cuboctahedral nanoparticles created with Pt-Pt bond lengths similar to those

obtained for experimental Pt bulk, with a lattice parameter of 3.92 Å[228, 229], and calculated

O, CO and ethanol adsorption using these nanoparticles. Figure 6.6 shows the difference be-

tween adsorption energies obtained with the cuboctahedral Pt nanoparticles created with Pt-Pt

bond lengths from experimental Pt bulk and the adsorption energies obtained with geometry
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optimised Pt nanoparticles. The size effect decreases the Pt-Pt bond lengths, and these deforma-

tions change the adsorption energies. The results show that the deformation is not as important

as other changes caused by altering the nanoparticle size, with the shifts in adsorption energies

being closer or smaller than 0.1 eV in all the cases.
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FIGURE 6.6: Differences between the adsorption energies of O, CO and ethanol obtained using
geometry optimised nanoparticles and those obtained using unrelaxed Pt nanoparticles created
with bond lengths from experimental Pt bulk. The letter V represents adsorption sites in the

vertex of the nanoparticle facet.

Up to now, we have investigated the size effects for the adsorption of O, CO and ethanol

on Pt nanoparticles, and encoded these results in terms of geometrical descriptors. We have

observed that the interactions of O and CO with Pt nanoparticles are more affected by size effects

than the interaction between ethanol and Pt. The difference in size effects is also evident in

the slope of the correlation between adsorption energies and generalised coordination numbers,

showing that, despite some similarities, the bonding mechanism for ethanol on Pt surfaces is

different to O and CO. To assess the importance of dispersion interactions for each adsorbate, we

have calculated the adsorption energies with the rPBE [22] functional and compared the results

with our calculations with the vdW functional rVV10 [185, 186]. Figure 6.7 shows similar

adsorption energy hierarchies obtained with rPBE and rVV10 for all adsorbates. The dispersion

interactions are much more important for ethanol adsorption than for O and CO, being one of the

main contributions for stabilising the ethanol molecule on Pt surfaces. This importance of the

dispersion interactions for the ethanol adsorption was also observed by Tereschuck and Da Silva
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FIGURE 6.7: Adsorption energies for oxygen, carbon monoxide, and ethanol interacting with
the (111) facet of Pt13, Pt55, and Pt147 on different adsorption sites. Red (black) circles are ad-
sorption energies obtained with the rPBE (rVV10) functional. The letters V, E, and C represent

adsorption sites in the vertex, edge and centre of a nanoparticle facet.

[203], where the ratio between the adsorption energies obtained with and without dispersion

interaction was approximately 3.25 for ethanol molecules.

To obtain more information about how interactions between adsorbates and Pt surfaces

occur, we show in figure 6.8 electronic density differences and Mulliken charge differences for

each adsorbate interacting with Pt nanoparticles. For this analysis, we selected the energetically

favoured sites for each adsorbate, namely HCP-V adsorption sites for O and Top-V for CO and

ethanol.

For O and CO we see significant electronic rearrangements, with Mulliken charges in-

dicating that electrons flow from the metallic surface to the adsorbates. The overall electronic

density rearrangement does not change with the Pt nanoparticle size. For the atomic oxygen
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FIGURE 6.8: Electronic density differences plots for O, CO and ethanol interacting with Pt13,
Pt55, and Pt147 nanoparticles (Isosurface at 0.02e/ Å3), where blue (red) represents electron
accumulation (depletion). The numbers associated with each plot are overall Mulliken charge
differences calculated for each adsorbate, where a negative number represents adsorbate re-
ceiving electrons. We show the results for O interacting in the HCP-V adsorption site and CO

and ethanol adsorbed on TOP-V sites.
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adsorption, we observe that the electronic density change is more local for larger nanoparticles.

The electronic density rearrangement caused by the adsorption is slightly smaller for ethanol

than that observed for CO, and considerably smaller as compared to the changes caused by the

interaction with O. Regarding the Mulliken charges, only two atoms in the ethanol molecule

show considerable differences, the O atom in contact with the Pt surface and the H atom in the

CH3 group near the Pt surface. While the O atom loses electrons after the interaction, the H

atom receives it, with an overall electron donation from ethanol to the Pt surface.

According to the d-band model [4, 99, 100], the interaction of adsorbates and a metallic

surface can be separated in two terms. The first is the interaction of the adsorbate states with the

s metallic states, which should be similar for different metallic surfaces due to the delocalisation

character of the metallic s states. The second term is the interaction of the metallic d-states

and the valence states from the adsorbate. The d-band, differently from the s states, is localised

and considered to be the main reason for differences in the adsorption energies when comparing

different metallic surfaces. According to this model, the centre of the d-band can also be used

as a descriptor for the adsorption energies.

Figure 6.9 shows the density of states projected on the d-band of surface Pt atoms in

the interacting region with the adsorbates. We show the density of states before and after the

interaction with each adsorbate, using the adsorption sites presented in figure 6.8 for Pt13 and

Pt147. The analysis of the changes caused in the d-band after interaction with an adsorbate can

provide qualitative information about how the adsorption happens, helping to explain the lack

of size effects observed in the ethanol adsorption.

Figure 6.9 a), b, d), and e) shows new peaks in the density of states in the Pt facet after the

interaction with O and CO, indicating the appearance of overlapping orbitals at the adsorbate/Pt

interface. Atomic oxygen induces extra peaks around -6 eV, showing the overlap of p oxygen

states with d states from the Pt surface. For the CO adsorption, extra peaks are observed around -

10 eV and between -7 eV and -6 eV, arising from the overlap between the d-band of the Pt surface

and CO orbitals. Other small peaks due to the interaction with the adsorbates are observed for

lower values of energy. Such orbital overlaps were already observed and discussed in more

details in previous theoretical studies, such as the work developed by Lynch and Hu [222].

For ethanol adsorption, the changes in the d-band density of states are much smaller as

compared with the changes caused by O and CO adsorption. The main differences in the density

of states are the intensity of the peaks due to the electronic repopulation and the appearance of

small peaks that are not changing the overall d-band DOS. The results from the density of
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a) O/Pt13

c) Ethanol/Pt13

b) CO/Pt13

d) O/Pt147

f) Ethanol/Pt147

e) CO/Pt147

FIGURE 6.9: Local and angular momentum projected density of states (l-p-DOS) of the d-band
of Pt atoms in the interacting region of the (111) facet. Figure a), b), and c) show the density
of states for Pt13 interacting with O, CO, and ethanol. Figure d), e), and f) show O, CO, and

ethanol interacting with Pt147.

states show that the interaction between the d-band of the Pt surface with adsorbates states

is much more relevant for O and CO adsorption than for ethanol. As changes in the d-band

are consequences of altering the nanoparticle size and the coordination of the adsorption site,

we should expect that the adsorbates with stronger interactions with the d-band would suffer

more these effects, which also helps to explain the small slopes found for ethanol adsorption as

compared with O and CO in figure 6.4.

Thus, as a large amount of the ethanol adsorption energy arises from dispersion interac-

tions, which are not largely affected by the Pt nanoparticle size, and as we see a small interaction

between ethanol and d-states from the Pt surface, it is expected that nanoparticle size effects are
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TABLE 6.1: Atomic distances between Pt-O, Pt-C, C-O, and C-H, from the CH3 group for O,
CO, and Ethanol adsorbed on Pt nanoparticles.

System Pt-O (Å)
HCP-V O/Pt13(111) 2.08
HCP-V O/Pt147(111) 2.10
System Pt-C (Å) C-O (Å)
CO Isolated - 1.14
Top-V CO/Pt13(111) 1.85 1.16
Top-V CO/Pt147 (111) 1.89 1.16
System Pt-O (Å) C-O (Å) C-H (Å)
Ethanol Isolated - 1.45 1.10
Top-V Ethanol/Pt13(111) 2.25 1.49 1.11
Top-V Ethanol/Pt147(111) 2.24 1.50 1.12

less important for ethanol adsorption. Additionally, a recent work from Kakekhani et al. [230]

demonstrated that the covalent contributions can be much less important for the adsorption en-

ergies of closed-shell adsorbates such as water, alcohols, ammonia, on metallic surfaces than

for unsaturated intermediates such as O, OH, CO. The authors show that the correlation slope

between adsorption energies of water and O is small, helping to explain the small slope in the

correlation between ethanol adsorption energies and descriptors such as the generalised coordi-

nation number or d-band centres, which successfully describe the O adsorption.

Analysis of geometric changes in the adsorbate can also provide valuable information

about the interaction and its effects. Table 6.1 shows atomic distances for Pt-O, Pt-C, C-O, and

C-H, from the CH3 group, after the interaction with the nanoparticles. For atomic oxygen and

carbon monoxide, we observe a small increase in the distances between the metallic surface and

the interacting atom from the adsorbate as we increase the nanoparticle size. These changes in

bond lengths agree with the weakening in adsorption energies previously observed. For adsorbed

ethanol, no substantial difference is observed in the Pt-O distances, which also agrees with the

lack of size effects observed in the energetic profile.

For CO and ethanol adsorbed at Pt nanoparticles we also observe changes in the C-O

bond lengths, increasing from 1.45 Å (1.14 Å) for isolated ethanol (CO) to up to 1.50 Å (1.16

Å). For the ethanol adsorption, most of the other internal bond lengths remain almost constant,

with the C-H bond, increasing up to 0.02 Å due to the interaction of the hydrogen atom with

the nanoparticle surface as evidenced in figure 6.8, and with the C-C bond decreasing 0.01 Å.

However, the changes for C-H and C-C bonds are minimal when compared with the change in

the C-O bond. We have also found small increases in CCO and HOC angles as compared with

the isolated ethanol molecule.
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6.5 O, CO, and Ethanol Interacting with Pt Nanoparticles Sup-

ported on Graphene

After studying size effects on the adsorption of O, CO, and ethanol on Pt nanoparticles,

we have simulated the same Pt nanoparticles in contact with a pristine graphene sheet. These

calculations aim to describe how the interplay between support and nanoparticle size affects the

adsorption properties of the Pt nanoparticles. We focus our analysis for systems where the Pt

nanoparticle interacts with the graphene support via the (111) facet, as this interaction is stronger

than the one obtained when the (100) facet is in contact with the support.

Adsorption energies were calculated only for facets far from the support. Using this strat-

egy we assess the effects of the support in the nanoparticle properties and avoid direct interac-

tions between support and adsorbate. We have reduced the number of calculated adsorption sites

for Pt147 nanoparticles due to the high computational demand of such simulations and due to the

reduced support effect with increasing system size which was previously observed in chapter 5

and in the literature [161]. Figure 6.10 illustrates the effect of the support by showing adsorption

energies for different adsorption sites on a Pt(111) facet.

In general, the presence of support weakens the interaction between adsorbates and the Pt

surface. No meaningful change in the adsorption site preference due to the support effects was

observed. In all the simulated cases, the change in adsorption energy due to the presence of the

graphene support was smaller than 0.3 eV. The effect is smaller than the differences observed for

isolated Pt nanoparticles when comparing different adsorption sites and smaller than the changes

due to size effects for CO and O, but larger than the differences observed due to the size effects

for ethanol molecules.

Similar effects were also observed by Lim and Wilcox [165] for an O2 molecule, and by

Fampiou and Ramasubramaniam [160] for CO molecules interacting with Pt13/graphene sys-

tems. In both cases, the authors also included defects on the graphene support that enhanced the

interaction between Pt and graphene and, consequently, the effects of the support in the interac-

tion with the adsorbates. As commented in our previous chapter, the interaction with graphene

causes changes in Pt-Pt bond length, in the d-band centres, and makes the Pt atoms more anionic.

Changes in bond lengths and d-band centres also happened due to the size effects in

our analysis for isolated nanoparticles and can be used to explain the support effect for O and

CO. For ethanol, our previous results for isolated nanoparticles demonstrated that the Pt-Pt bond

lengths and d-band centre changes were not able to change the ethanol adsorption energies to this
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FIGURE 6.10: Adsorption energies for oxygen, carbon monoxide, and ethanol interacting with
the (111) facet of Pt13, Pt55, and Pt147 on different adsorption sites. Black dots are adsorption
energies obtained with isolated Pt nanoparticles and red triangles are the adsorption energies
for Pt nanoparticles supported on graphene. The letters V, E, and C represent adsorption sites

in the vertex, edge and centre of a nanoparticle facet.

extent. Recently, Seminovski et al. [231, 232] and Kakekhani et al. [230] demonstrated that the

ethanol adsorption is stronger on cationic adsorption sites and that in some cases the electrostatic

effects can be dominant [230]. Thus, a possible explanation for the support effect for ethanol

adsorption can be the change in the atomic charges for the surface Pt atoms. However, additional

results with different supports would be necessary to a more in-depth test of this explanation.

As previously observed, the interaction between Pt nanoparticles and the graphene sup-

port decreases with the Pt nanoparticle size. Moreover, as the Pt nanoparticle grows, more Pt lay-

ers are added between the interface Pt/graphene and the Pt facets far from the graphene. These

effects decrease the graphene support effect on the adsorption properties of the Pt nanoparticle

as we increase the Pt system size, being as small as 0.1 eV for Pt55 and Pt147. Similar trends were
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also obtained for adsorbates interacting with the Pt(100) facet of supported nanoparticles and for

nanoparticles interacting with the (100) facet with the graphene support, which are described on

appendix A.

Figure 6.11 shows how the correlation between adsorption energies and generalised coor-

dination numbers changes for supported nanoparticles. As observed in figure 6.10, the support

effects are more evident for adsorption sites on Pt13, which are the three sites with lower gener-

alised coordination numbers in figure 6.11 and analysis of this type of trend should be carefully

performed. Thus, for more rigorous analysis, we show in figure 6.11 b) only the results for O

adsorption and restrain our discussions to this adsorbate.
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FIGURE 6.11: Adsorption energies for O (red), CO (blue) and ethanol (black) on isolated
(filled circles) and supported (open squares) Pt nanoparticles. The adsorption sites used for
these plots are the ones presented in figure 6.10. The continuous (segmented) lines are linear

regressions obtained for isolated (supported) systems.

We observe that considerable changes only happen for two adsorption sites, which makes
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the slope of the linear regression to drop from 0.43 eV for isolated nanoparticles to 0.34 eV

on supported nanoparticles. These results can be misleading, showing changes in the slopes

which are nothing but an artefact caused by the lack of support effects on larger nanoparticles

and such relations should not be used to predict the support effect for other nanoparticles and

adsorption sites. As an example, one might calculate with the obtained equations that the oxygen

adsorption energy for a top site in the centre of a Pt309 nanoparticle (GCN=7.5) will be almost

0.2 eV stronger for the supported case, which contradicts the lack of support effects observed

for larger nanoparticles.

We believe that to see how the linear dependence of adsorption energies on GCN changes

due to the support effects, which would indicate if the support changes each adsorption site

differently, it is necessary to simulate similar systems on supports with stronger interaction

with nanoparticles, such as metal-oxides or supports with point defects. Supports with stronger

influence on the nanoparticle would allow assessing these effects on larger nanoparticles with

various adsorption sites and draw a better and more reliable correlation about the impact of the

support on different adsorption sites. However, as these correlations rely solely on a geometrical

descriptor, we do not expect them to be transferable to different nanoparticle sizes, shapes or to

nanoparticles interacting with the support through different facets.

Ramos-Sánchez and Balbuena [163] also observed a similar decrease of support effect

within the system size for Pt nanoparticles interacting with graphite supports. Furthermore, the

small effect of the support for Pt facets far from the interface was recently observed for metal

oxide supports [152], which have much stronger interactions with Pt nanoparticle than pristine

graphene. However, even with a support with weak interaction, such as pristine graphene, we

have managed to show that the support effects can be used to control the adsorption energies of

ethanol, which is not strongly dependent on the nanoparticle size and shape, and that the support

effect has a size dependency.

The size-dependency of the support effect could have interesting implications in terms

of catalyst design and might be useful to explain some recent experimental findings. As com-

mented before, the increase in the oxygen adsorption strength with decreasing nanoparticle size

is commonly indicated as a reason for the decrease in mass activity with nanoparticles smaller

than 2 - 2.5 nm [179]. However, recent experiments have been showing a remarkable increase in

catalytic activity for ORR on size-selected subnanometer Pt clusters on carbon-based supports

[142, 233]. There is intense debate around the reasons that could lead to this unusual behaviour.

Possible explanations for this effect include the flexibility of such small clusters and the number
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of isomers shapes that could adapt to break the linear-scaling relationships between the adsor-

bates and thus increase the activity [234, 235], and the changes in the cluster structure in this

size range [233].

However, another possible explanation for this effect could be related to the size-dependency

of the support effects on the adsorption properties of the metallic clusters. Our calculations show

that the presence of the graphene support weakens the adsorption energies of atomic O, which

would alleviate the drop in catalytic activity for smaller Pt nanoparticles and clusters. This effect

is expected to be larger for graphene supports with point defects [160, 165], which are supposed

to be the anchoring points for the metallic clusters [159, 167]. Thus, the increase in support

effects with decreasing of nanoparticle size could be an additional factor to help to explain the

ORR activity for subnanoclusters, pointing to the importance of controlling the nanoparticle size

and support simultaneously to design catalysts for specific reactions.

6.6 Conclusions

We have performed DFT simulations to study how the presence of the support and the

nanoparticle size can affect the adsorption strength of O, CO and ethanol on Pt surfaces. We

have computed Pt cuboctahedral nanoparticles free and supported on graphene, where we have

simulated nanoparticles with up to 147 atoms interacting with graphene with up to 720 carbon

atoms. We sampled adsorption sites on (111) and (100) Pt facets for all nanoparticles, obtaining

adsorption sites hierarchies similar to the ones observed in the literature for all the adsorbates.

The energetically favourable adsorption sites for atomic O were bridge and HCP sites

near the edges of the nanoparticle facet. For the CO adsorption, bridge and top sites near the

vertex of the nanoparticle presented stronger adsorption energies, while for ethanol, top sites

near the edge and vertex of the nanoparticle are the most stable adsorption sites. For O and

CO, as the Pt nanoparticle size increases the adsorption energies weaken. The same effect was

not observed when ethanol interacted with Pt nanoparticles. We encoded the effects of size and

the multiplicity of adsorption sites via a geometrical descriptor, showing a linear correlation

between the adsorption energies and the generalised coordination number, which controlled the

adsorption strength of O and CO to a greater extent as compared with ethanol.

We have analysed electronic density difference plots, charge differences obtained via

Mulliken populations and densities of states projected on the d-band of interacting Pt atoms.

The electronic redistributions due to the interaction with the adsorbate are much more local for
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ethanol than for O and CO. In the density of states plots, we observed the appearance of extra

peaks related to overlapping states between the Pt surface and adsorbate for O and CO, while the

ethanol interaction only induced small changes in the d-band peaks intensities. These charac-

teristics of the ethanol interaction and our observations regarding the importance of dispersion

interaction in the adsorption energies of ethanol on Pt surfaces helped to explain the weaker size

effect observed for ethanol on Pt nanoparticles as compared with O and CO.

Finally, we have observed weakening in the adsorption energies of O, CO and ethanol due

to support effects. The weakening was attributed to the Pt lattice deformation, changes in the d-

band centre, and electronic redistribution associated with the interaction between Pt nanoparticle

and support. The support effect is also size dependent, and its influence on the adsorption en-

ergies was only significant for Pt13 nanoparticles, which could have impacts for catalyst design.

For example, the weakening of the O adsorption energy can alleviate the negative effect that de-

creasing the nanoparticle size can have for the ORR. As we start decreasing the Pt nanoparticle

size, from the optimum ORR mass activity obtained for nanoparticles with a diameter of around

2 nm, we generate an increase in adsorption energies that hinders the ORR. Below a certain size,

the presence of the support starts affecting the nanoparticle and weakens the interaction between

nanoparticle and oxygen, with the importance of the support effect increasing as we decrease

the nanoparticle size. In that sense, the competition of support and size effects, together with the

flexibility of small clusters [234, 235] and the different structures that small clusters can adopt

[233] could be used to help to explain the unusual increase in ORR activity for size-selected

subnanometer Pt clusters on carbon-based supports [142, 233].

The fact that the ethanol adsorption energies remained stable for different nanoparticle

sizes, but were changed due to support effects also show possible ways of tuning the adsorption

energies for specific adsorbates. As atomic oxygen adsorption is widely used as a descriptor

for several chemical reactions; CO is a key contaminant for Pt catalysts; and ethanol adsorption

is the first step in the ethanol oxidation reaction and can be used as a descriptor for ethanol

dehydrogenation, we expect that our results will be useful for rational catalyst design, providing

insights about the importance of controlling Pt nanoparticle size and support concurrently in

order to develop better catalysts.
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DFT Calculation of Oxygen

Adsorption on Platinum

Nanoparticles: Coverage and Size

Effects

In this chapter, we study how the oxygen adsorption changes due to the combination

between nanoparticle size effects and changes in the adsorbate coverage for cuboctahedral plat-

inum nanoparticles. This work was published as a manuscript on "Faraday Discussions" [13].
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Abstract

Catalysts made of Pt nanoparticles and Pt alloys are considered state-of-the-art catalysts

116



Chapter 7. O adsorption: Coverage and size effects 117

for anodic and cathodic reactions for different fuel cells architectures. The optimal size of such

nanoparticles for each chemical reaction is a problem of constant debate. From a theoretical

point of view, an approach to study these questions is observing how key adsorbates react with

different nanoparticles in controlled conditions. In this chapter, we use large-scale DFT calcu-

lations to examine the interplay between the Pt nanoparticle size and the effect of changing the

O coverage. We study the effect of oxygen coverage with varying fractions of O monolayer

coverage, computing adsorption energies per O atom for Pt55, Pt147, and Pt309 nanoparticles.

In general, the increase of O coverage lead to weaker adsorption energies per O, and when

analysing the results in terms of oxygen monolayers, this effect is more pronounced for larger

nanoparticles. We analyse the dependency of the adsorption energy per O atom on the O cover-

age in terms of the adsorbate distribution for each nanoparticle size and electronic changes that

the adsorbed oxygen causes to the Pt nanoparticle. In studying nanoparticle size and oxygen

coverage effects simultaneously, we offer insights with DFT accuracy to help heterogeneous

catalyst design.

7.1 Background

As commented in the previous chapter, a deeper understanding of the interaction between

catalyst surfaces and reactants, products and intermediates is fundamental in the study of new

catalysts for different reactions. Thus, computational studies performed with density functional

theory (DFT) and molecular dynamics (MD) on atomic and molecular adsorptions on catalytic

surfaces are simple and powerful tools to provide insights for this area.

As we increase the adsorbate coverage, the system complexity and computational cost of

such simulations grow. Thus, most of the computational studies on the interaction of atomic

oxygen and metallic surfaces has been treating the problem in the low O coverage limit. How-

ever, adsorption energies depend on the adsorbate coverage. Usually, this effect is explained

using the electronic and geometric changes that the catalytic surface suffers due to the pres-

ence of adsorbates and due to the presence of adsorbate-adsorbate interactions. For example,

Miller and Kitchin [236] have studied the coverage effects for atomic oxygen interacting with

Pt and Au fcc (111) surfaces, observing a weakening in the adsorption energies generated by the

oxygen coverage increase. They have shown that oxygen coverage increases induce changes in

electronic properties of the metallic surfaces, such as a downshift in the d-band centre energies
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and a broadening of the d-band of surface atoms [236]. The dependency of the adsorption en-

ergies in the adsorbate’s coverage has also been described for Pd (111) facets and atomic C, N

and O [237], which has also been corroborated on different metallic slabs [238–240].

In another study, Bray, Skavdahl, McEwen, and Schneider [241] have shown that the

changes in the O adsorption energies with different adsorbate coverages depends on the ad-

sorbate cluster configuration formed on the catalyst surface. Treating different clusters config-

urations of adsorbates solely with DFT can be extremely expensive. Thus, the authors have

explored the configuration of the adsorbates on the metallic surface with cluster expansions

methods [241–245], showing that finding the minimum energy configuration can be a key step

to reproduce temperature programmed desorption experiments with first principle calculations

[241]. Getman and Schneider [243] and Frey, Schmidt, Wolverton, and Schneider [244] have

also demonstrated the importance and non-uniformity of the coverage effects for the activation

energies of reaction steps involved in the NO oxidation reaction. Bray, Smith and Schneider

[245] have also simulated stepped, kinked Pt (321) surfaces as models for the catalytic activity

of metallic nanoparticles, studying the interplay between the structural changes and the O cov-

erage effects for the O adsorption. They have shown that on Pt (321) surfaces, bridge sites at

the step edges are the prefered adsorption sites for atomic O on low O coverages and that the

coverage increase makes O to adsorb on threefold hollow sites forming PtO4-like structures.

As already mentioned in our previous chapters, most of the materials used for produc-

ing catalysts for fuel cells applications are expensive metals such as Pt, Pd, and Au and the

usage of nanoparticles can help to alleviate the catalysts cost by increasing its surface area per

mass. The usage of metallic nanoparticles introduces a rich variety of adsorption sites with

dramatically different interactions to adsorbates as compared to the adsorption sites commonly

observed on extended (111) or (100) facets. Similarly to what we have described for metallic

surfaces, studying the adsorbate coverage effects on metallic nanoparticles with DFT calcula-

tions is a computationally demanding task. Thus, DFT-based studies with metallic nanoparticles

are usually carried out in a low-coverage approximation.

However, it is still possible to highlight a few studies carried out both with DFT and MD

calculations. An example of such studies is the work from Wei and Liu [136], which has shown

with DFT calculations that the O coverage for Pt nanoparticles should be lower at terrace sites

for the (111) facets than the one obtained for edge adsorption sites, indicating that the oxidation

on Pt nanoparticles should start in the nanoparticle edges. They have also demonstrated that the

coverage for the (100) facets should be higher than the one observed on (111) facets [136].
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Jinnouchi, Suzuki, and Morimoto [246] have also studied the coverage effects with DFT

calculations, showing that Pt electro-oxidation should start via the adsorption of OH adsorbates

near the edges of the nanoparticles. The increase of the electrode potential would make O

replace OH species in these adsorption sites, which will become fully covered by O and become

inactive for the ORR. The authors have also indicated that the adsorption sites near the edges

should be the starting point for corrosion, proposing the doping of the Pt nanoparticles with Au

atoms as a solution to alleviate this problem [246]. Jinnouchi, Suzuki, and Morimoto [246] have

also observed oxygen atoms moving to subsurface sites with increasing O coverage, which was

also previously observed on experimental research [247, 248], with MD calculations [249], and

with DFT calculations for Pt slabs [223]. Subsurface oxygen is an important phenomenon on

catalysis research that is usually associated with the catalyst corrosion and to changes in the

catalyst surface reactivity [247, 248, 250].

Recently, Gai et al. [249] have studied the coverage effects for Pt catalysts using molecu-

lar dynamics calculations on different Pt nanoparticles and Pt surfaces. For Pt spherical nanopar-

ticles, they have observed that O adsorbs first on hollow sites, followed by O adsorption on sub-

surface sites. They have also observed that the size effect changes the necessary O pressure to

form bulk oxides, with large nanoparticles requiring a higher pressure as compared with small

clusters. They have explained these effects based on the decrease of the adsorption energies of

O with increasing size and due to the change in the ratio between edge sites and terrace sites,

which is higher for small nanoparticles. The effect of adsorption sites in the edges and corners

of the nanoparticles was also tested by comparing different Pt nanoparticles shapes with similar

sizes. They have observed that the octahedron models, which have a higher percentage of edges

and corners, showed higher oxygen coverages when compared with cuboctahedral and cubic

models in the same conditions [249].

Here, we show a detailed test of different methodologies used to tackle the oxygen cov-

erage problem solely with DFT calculations, showing the limits of each approximation made to

reduce the computational cost. The chosen methodology is then used to study the complicated

combination between O coverage and Pt nanoparticle size. By computing different O cover-

ages for three nanoparticle sizes, we expect to provide insights about these effects for practical

catalyst design.
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7.2 Computational Details

We have performed our DFT calculations with the ONETEP program [28] within the

EDFT method [2]. We have adopted the rPBE functional [22] as our exchange-correlation func-

tional, which is known to be particularly good for calculations of binding energies on surfaces

[251], and the projector augmented wave (PAW) method [24, 174] to represent the core elec-

trons.

The psinc basis kinetic energy cutoff has been set to 550 eV for geometry optimisations

and 850 eV for total energy and properties calculations. We assigned 12 NGWFs for each Pt

atom and 4 NGWFs for each O atom. For all NGWFs, we used 9.0 a0 radii. The NGWF conju-

gate gradient optimisation preconditioning parameter k0 [188] used in our simulations was equal

to 2.5 a0
−1. The Fermi-Dirac occupancy smearing scheme was used, with a 0.1 eV electronic

temperature. Similarly to the other chapters, we have performed the l-p-DOS calculations using

the C-SWs method implemented in ONETEP.

We have employed the BFGS method to optimise the geometries [252], using a conver-

gence threshold of 0.002 Ha/a0 on the atomic forces for the optimisation of O on Pt nanoparticles

and 0.005 Ha/a0 for the optimisation of isolated Pt nanoparticles. On the next sections, we dis-

cuss in details different geometry optimisations strategies to study the O adsorption for different

nanoparticle sizes and O coverages. To assess the interaction between Pt nanoparticles and O

atoms, we calculate the adsorption energies, EADS as follows:

EADS = EO/Ptn−EPtn−
1
2

EO2 (7.1)

where, EO/Ptn is the energy for the system with O interacting with a Pt nanoparticle, EPtn

is the energy of the Pt nanoparticle, and EO2 is the energy of an oxygen molecule in the triplet

state.

We have used simulation cells obeying periodic boundary conditions with large vacuum

gaps and with the spherical Coulomb-cutoff approach to eliminate interactions between peri-

odic images [253]. We calculate the minimum Coulomb-cutoff radius rCC with the following

equation:

rCC = rmaxi j +2rNGWF +a (7.2)

where rmaxi j is the maximum inter-atomic separation in our systems, rNGWF is the NGWF
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radius, and a is a constant value of at least 5 Å to account for Gibbs oscillations associated with

the cut-off in the Coulomb operator. The following table shows how the adsorption energy

changes with the Coulomb-cutoff radius for a short convergence test with O adsorption at a hol-

low site in a (111) facet of a cuboctahedral Pt55 nanoparticle. The nanoparticle has a diameter

of approximately 11 Å. According to equation 7.2, we will use a cutoff radius of at least 25 Å,

which is already under a 0.01 eV convergence threshold from larger radius sizes.

TABLE 7.1: Oxygen adsorption energies for different values of coulomb-cutoff radius.

rCC (Å) EADS (eV)
12 -11.68
24 -0.89
32 -0.89
36 -0.89
44 -0.89

7.3 Coverage Effect: Methodology Calibration

Studying the oxygen coverage effect with DFT calculations for Pt nanoparticles of differ-

ent sizes is a computationally demanding task. In this section, we describe approximations made

to reduce the computational effort and assess the effects of each one of them on our results. As

previously described, finding the ground state arrangement of O atoms for a given coverage can

be a complicated task. Some authors have tackled this problem in the literature using cluster

expansion Hamiltonians for extended surfaces [241–245]. For nanoparticles, this task is even

more complicated due to the higher number of distinct adsorption sites.

Here, we are not considering configurational effects, and we start all of our simulations

with O atoms placed at hollow HCP and bridge sites near the edge of the nanoparticle for (111)

and (100) facets respectively. These adsorption sites are the favourable ones for each nanopar-

ticle facet if we ignore the adsorption sites in the edges and vertices of the nanoparticle. As

the adsorption energies for HCP (111) and bridge (100) are similar, we increase the oxygen

coverage on both facets in the same rate.

We study cuboctahedral platinum nanoparticles with up to 309 Pt atoms, covering the

nanoparticles with up to 1ML of oxygen atoms, where we define 1 ML coverage if the number

of O atoms is the same as the number of Pt atoms in the surface. To reduce the computational

cost associated with the increasing number of O atoms, we test three assumptions for our O

coverage calculations:
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I) Constraining the movement of Pt nanoparticles.

The first assumption is commonly applied when studying the adsorption of atoms and

molecules on metallic nanoparticles with DFT calculations. We assume that the change in the

adsorption energies due to the nanoparticle’s deformation induced by the interaction with the

adsorbate should be small and that this effect would create an almost constant shift on adsorp-

tion energies, not changing the overall trends and main conclusions when comparing different

systems.

To test this assumption, we compute the adsorption energies per O atom with two geome-

try optimisation strategies, here called "Relaxing Pt", when we geometry optimise all the Pt and

oxygen atoms, and "Freezing Pt" when we optimise only O atoms with the Pt atoms constrained

to the positions obtained after a geometry optimisation of isolated Pt nanoparticles.

We compute single O adsorption and multiple O adsorptions varying the oxygen coverage

for Pt55 and Pt147 nanoparticles. For Pt55 nanoparticles we test the assumption for systems with

the whole nanoparticle covered and with only one hemisphere covered, while for Pt147 we only

consider hemispherical coverages. We calculate the adsorption energy as follows:

EADS = EOm/Ptn−EPtn−
m
2

EO2 (7.3)

†EADS =
†EOm/Ptn−EPtn−

m
2

EO2 (7.4)

where EOm/Ptn is the energy obtained for the interacting system when the Pt nanoparticle

remains rigid during the optimisation of the adsorbates and †EOm/Ptn is the energy obtained for

the interacting system if the Pt nanoparticle is allowed to relax during the oxygen adsorption.

EO2 is the energy of an O2 molecule in the triplet state, EPtn is the energy for Pt nanoparticles

relaxed without O atoms, and m and n are the number of oxygen and Pt atoms.

Table 7.2 shows the computed adsorption energies for the "Relaxing Pt" and "Freezing

Pt" approaches. In general, the differences in the adsorption energies with both strategies are

around 0.2 eV per O atom. The overall trends in the adsorption energies with increasing oxy-

gen coverage are very similar with both approaches, with the main differences between both

strategies happening for high O coverages.

To assess how the nanoparticle relaxation due to the interaction with the adsorbate changes
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TABLE 7.2: The effect of Pt nanoparticle relaxation: Adsorption energies for Pt nanoparticles
interacting with atomic O with and without geometry optimising the Pt nanoparticles during
the interaction with the adsorbate. In both cases, we present the adsorption energies per O atom

for each coverage.

System Relaxing Pt Freezing Pt
†EADS/O(eV ) EADS/O(eV )

Pt55 O HCP (111) -1.08 -0.88
Pt55 Hemisphere 0.33ML -1.07 -0.84
Pt55 Hemisphere 0.66ML -0.97 -0.80
Pt55 Hemisphere 1.00ML -0.89 -0.74
Pt55 Nanoparticle 0.33ML -1.06 -0.85
Pt55 Nanoparticle 0.66ML -0.94 -0.74
Pt55 Nanoparticle 1.00ML -0.82 -0.50
Pt147 O HCP (111) -1.11 -0.85
Pt147 Hemisphere 0.15ML -1.01 -0.84
Pt147 Hemisphere 0.46ML -1.03 -0.86
Pt147 Hemisphere 0.91ML -0.77 -0.55

the nanoparticle structure and the oxygen arrangement, we plot in figure 7.1 the radial distribu-

tion functions of Pt and O atoms using an atom in the centre of the nanoparticle as our reference.

We present the atomic distribution functions for the "Relaxing Pt" and "Freezing Pt" approaches

using three different oxygen coverages on a Pt55 nanoparticle.

For the "Freezing Pt" approach with 0.33ML coverage, we see the presence of six distinct

peaks, with four peaks representing Pt atoms and the other two oxygen atoms. The peak at 2.74

Å in figure 7.1 shows the first Pt layer away from the centre of the nanoparticle. For the exposed

Pt shell, the peak at 4.00 Å represents Pt atoms in the centre of the (100) facet, while peaks at

4.78 Å and 5.39 Å represent atoms in the edges and vertices of the nanoparticle. The oxygen

peaks for bridge (100) and HCP (111) adsorption sites are respectively represented at 5.57 Å

and 6.10 Å from the centre of the nanoparticle.

For the "Freezing Pt" approach, as we increase the oxygen coverage, the peak related to

oxygen at the HCP (111) adsorption sites widens due to the change of O positions that start the

geometry optimisations at HCP (111) sites and finish at bridge sites in the edges and vertices

of the nanoparticle. According to Han, Miranda and Ceder [220] and with our calculations,

the adsorption energies for these adsorption sites are similar, with bridge sites in edges of the

nanoparticle being slightly stronger than HCP(111) near the vertices. The similarity of the ad-

sorption energies for these adsorption sites is responsible for an easy O diffusion as pointed

out by Peng et al. [219], which can explain why we observe O atoms moving between adsorp-

tion sites during the geometry optimisation. The peak for the bridge (100) site remains almost

constant. Changing the adsorption site during the geometry optimisation is more difficult for

these O atoms because bridge edge and top vertex sites are already being occupied by the O
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FIGURE 7.1: Radial distribution functions g(r) for "Relaxing Pt" and "Freezing Pt" approaches
for 3 different oxygen coverages on Pt55. Filled blue (black) curves represent Pt (O) g(r) func-
tions for the "Freezing Pt" calculations. Red (green) curves represent Pt (O) g(r) functions for
"Relaxing Pt" calculations. The atom in the centre of the Pt nanoparticle is used as the reference

for the g(r) in all the calculations.

atoms from the (111) facet and because the remaining adsorption sites, namely top sites in the

nanoparticle edges and centre of (100) facets present weaker interactions to oxygen.

For the "Relaxing Pt" approach, we see that while the first peak remains in the same

position for all O coverages, the external Pt shell radially expands after the interaction with the

adsorbates. For low coverages, such as 0.33ML, this expansion is the main modification and all

the characteristics described before are present. As the O coverage increases, the change in the

nanoparticle geometry becomes more visible, and the oxygen radial distribution also changes.

For the 1 ML coverage, we stop having distinct peaks for both, Pt and O atoms and we see that

a large overlapping region with Pt and O atoms appears, ranging from 5.25 Å to 6.25 Å, which

might indicate the formation of a Pt-O external shell instead of the regular behaviour of O atoms
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being at a certain distance away from the Pt shell. Thus, figure 7.1 helps to illustrate that the

changes associated with the nanoparticle geometry deformation due to the interaction with the

adsorbates is highly dependent on the oxygen coverage.

FIGURE 7.2: Final geometries for the 1 ML oxygen coverage on a Pt55 nanoparticle obtained
with different geometry optimisation approaches, where a) and b) show the Pt nanoparticle
covered with O from different angles for the "Relaxing Pt" strategy, while c) and d) show the
same system from different angles for the "Freezing Pt" approach. Silver and red balls represent

Pt and O atoms.

We also show in figure 7.2 the final configuration for the 1 ML coverage with the "Re-

laxing Pt" and "Freezing Pt" approaches from different angles. The results obtained with the

"Relaxing Pt" approach show a sinking of the O atoms into the Pt nanoparticle structure for such

O coverage. This result agrees with observations of subsurface O atoms with increasing oxygen

coverage, already experimentally reported [247, 248] and observed in other computational stud-

ies for nanoparticles [246, 249] and slabs [223]. To accurately detect subsurface oxygen, our

simulations would have to use a different approach and sample different initial configurations

for the oxygen atoms.

Our results indicate that if one is interested in assessing subsurface oxygen, the "Relax-

ing Pt" approach should be more suitable. Moreover, with increasing O coverage, there are

variations in the effects of Pt relaxation during the O adsorption. However, the main trends in
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adsorption energies per O atom with different coverages are similar when calculated with both

approaches. Thus, if one is mainly interested in the effect of the O coverage to the average bond

strength between oxygen atoms and Pt nanoparticle and the calculations are focused on low and

intermediate coverages, constrain the Pt atoms during the adsorbate relaxation seems a valid

approach.

II) Hemispherical oxygen coverage.

The cuboctahedral nanoparticle is symmetric, and the changes in the nanoparticle caused

by the O adsorption are relatively local. Thus, as our second assumption, we consider that

we do not need to cover the whole nanoparticle surface with atomic O. Thus, we have added

oxygen only to one hemisphere of the nanoparticle to test if that would be enough to represent

the problem we want to study.

TABLE 7.3: Covering the whole nanoparticle vs hemispherical coverage: Adsorption energies
per O atom for Pt55 interacting with atomic O at different coverages with the whole Pt55 surface

and only one hemisphere covered with O

System Nanoparticle Coverage Hemisphere Coverage
EADS/O(eV ) EADS/O(eV )

Relaxing Pt 0.33ML -1.06 -1.07
Relaxing Pt 0.66ML -0.94 -0.97
Relaxing Pt 1.00ML -0.82 -0.89
Freezing Pt 0.33ML -0.85 -0.84
Freezing Pt 0.66ML -0.74 -0.80
Freezing Pt 1.00ML -0.50 -0.74

Table 7.3 shows the adsorption energies per O atom for the whole nanoparticle covered

with O and for the hemispherical coverage. We compute these values using the "Relaxing Pt"

and "Freezing Pt" approaches discussed before. In general, we see that this assumption does not

change the behaviour of adsorption energies per O atom, being a valid approximation to reduce

the computational cost.

The only significant change happens for our highest O coverage with the "Freezing Pt"

approach, which should be treated carefully as previously demonstrated. For high O coverages,

using a hemispherical coverage can induce an error in the final oxygen distribution on the free/-

covered interface. For hemispherical coverages, the oxygens near the free/covered interface,

which does not exist when the nanoparticle is fully covered, tend to move closer to facets free of

oxygen and increase the distance between adsorbates, which in turn changes the adsorption en-

ergies per O atom as compared to the results obtained for the whole nanoparticle covered with O.
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III) Relaxing O atoms only for one facet.

Finally, we test the effect of relaxing only a subset of O atoms. Here, we try to assess the

O coverage effect for a single nanoparticle facet. We geometry optimise only the O atoms on a

specific (111) facet, constraining the movement of all remaining O atoms.

We fix the O surrounding atoms in the stable positions obtained for the single oxygen

adsorption, constraining the movement of Pt and surrounding O atoms. This strategy drasti-

cally reduces the degrees of freedom in the geometry optimisation. We calculate the adsorption

energies ?EADS, with a different methodology which is demonstrated in equation 7.5.

?EADS = EOm/Ptn−EREF −
mm
2

EO2 (7.5)

where, EREF is the energy for the reference system, which is defined by excluding O

atom only for a single facet as illustrated in figure7.3, mm is the number of O atoms in the

studied Pt facet, and m is the total number of O atoms in the system. The energy EOm/Ptn can be

calculated after the full geometry optimisation of all O atoms in the system or after the geometry

optimisation of O atoms of one nanoparticle facet. In all the cases, we have covered only one

hemisphere of the nanoparticle.

FIGURE 7.3: Illustration of the systems used to obtain a) EOm/Ptn b) EREF , where the EREF
structure is obtained by excluding the O atoms from the facet we are interested to study

Table 7.4 shows the adsorption energies per O atom computed by geometry optimising all

O atoms or just the O atoms placed at a particular nanoparticle facet. For the calculations that we

geometry optimise all O atoms, we show EADS calculated with equation 7.3 and ?EADS calculated

with equation 7.5. The first two columns show that EADS and ?EADS are not comparable, as in
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one case we are assessing the adsorption energies for the whole nanoparticle including (111)

and (100) facets, and in the other case we assess a single (111) facet.

TABLE 7.4: Relaxing all O atoms vs Relaxing only the atoms on a specific facet: Adsorption
energies per O atom for Pt nanoparticles interacting with atomic O at different coverages, where
we show adsorption energies for all O atoms EADS calculated with equation 7.3 and adsorption

energies for a single facet ?EADS calculated with equation 7.5

Relaxing all O Relaxing all O Relaxing O in
System the (111) facet

EADS/O(eV ) ?EADS/O(eV ) ?EADS/O(eV )
Pt55 0.33ML -0.84 -0.72 -0.68
Pt55 0.66ML -0.80 -1.24 -0.72
Pt55 1.00ML -0.74 -0.93 -0.76
Pt147 0.15ML -0.84 -0.89 -0.91
Pt147 0.46ML -0.86 -1.01 -0.88
Pt147 0.61ML -0.87 -0.91 -0.76
Pt147 0.91ML -0.55 -0.38 -0.10

Comparing the final two columns, we see that relaxing only one nanoparticle facet is not

enough to obtain the same behaviour for the oxygen coverage dependency in the adsorption

energies as compared to the calculations relaxing the positions of all O atoms. When we allow

all O atoms to relax, the increase in the oxygen coverage induces the change of adsorption

sites for some O atoms, that leave the initial hollow (111) sites and occupy bridge and top sites

in the edge and vertices of the nanoparticle as an artefact of our decisions for the initial O

positions. Thus, if we are not allowing all O atoms to relax, the atoms in the studied facet will

find a different oxygen configuration near the nanoparticle edges and vertices and the distance

between oxygen atoms in the analysed facet and the other O atoms will also differ.

Thus, after our tests, we have decided to study the relation between the effect of oxygen

coverage and Pt nanoparticle size using only the first two assumptions to create our methodol-

ogy. In the next section, we present the adsorption energies per O atom for different coverages

in three nanoparticle sizes. For all the calculations, we cover one hemisphere of the nanoparticle

with oxygen and optimise all the oxygen positions, while keeping the Pt atoms frozen. Using

this methodology, we are able to study the main trends in the adsorption energies per O atom

for different oxygen coverages and nanoparticles sizes and analyse the electronic changes in the

nanoparticle surface due to increasing O coverage.

7.4 Interplay Between Nanoparticle Size and O Coverage

So far we have assessed geometry optimisation methodologies to treat multiple oxygen

adsorption with different coverages. Here, we employ the selected approach to study multiple
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oxygen adsorptions on the Pt55, Pt147, and Pt309 nanoparticles with O coverages up to 1ML.

The definition of coverage we have used so far considers 1ML when we have the same number

of O and surface Pt atoms. As we are considering hemispherical coverage, the 1ML coverage

is defined when the number of O atom is half of the number of Pt atoms in the surface of the

nanoparticle.

We start our simulations with O atoms placed at hollow HCP near the vertices of (111)

facets and bridge sites near the edge of (100) facets. We increase the O coverage by adding

one atom per facet up to the maximum coverage treated for each nanoparticle. For Pt147 and

Pt309 nanoparticles, after filling with oxygen the hollow HCP sites near the vertex, we start to

use hollow HCP near the edges of the nanoparticle. For completeness, we present the initial

and final (geometry optimised) O configuration for each nanoparticle size and O coverage in the

appendix B.

As oxygen adsorption energies are highly dependent on the adsorption site [8, 10], we

start our analysis showing in table 7.5 the number of O atoms on each adsorption site for each

nanoparticle size and oxygen coverage. The numbers outside (inside) brackets in table 7.5 rep-

resent the number of O atoms in that particular adsorption site before (after) the geometry opti-

misations.

TABLE 7.5: Number of O atoms present on each type of adsorption site for different nanopar-
ticle sizes and oxygen coverages. Numbers outside (inside) brackets represent the number of O
atoms placed on a particular type of adsorption site before (after) the geometry optimisations.

Adsorption sites in the (111) facet Adsorption sites in the (100) facet
HCP-V HCP-E Bridge-V Bridge-E Bridge-NE Bridge-V Top-E

Pt55 0.33ML 4 (4) 0 (0) 0 (0) 0 (0) 3 (3) 0 (0) 0 (0)
Pt55 0.66ML 8 (1) 0 (0) 0 (7) 0 (0) 6 (6) 0 (0) 0 (0)
Pt55 1.00ML 12 (2) 0 (0) 0 (10) 0 (0) 9 (6) 0 (2) 0 (1)
Pt147 0.15ML 4 (4) 0 (0) 0 (0) 0 (0) 3 (3) 0 (0) 0 (0)
Pt147 0.30ML 8 (8) 0 (0) 0 (0) 0 (0) 6 (6) 0 (0) 0 (0)
Pt147 0.45ML 12 (12) 0 (0) 0 (0) 0 (0) 9 (9) 0 (0) 0 (0)
Pt147 0.61ML 12 (3) 4 (2) 0 (9) 0 (2) 12 (12) 0 (0) 0 (0)
Pt147 0.76ML 12 (3) 8 (0) 0 (9) 0 (8) 15 (15) 0 (0) 0 (0)
Pt147 0.91ML 12 (0) 12 (0) 0 (12) 0 (12) 18 (16) 0 (0) 0 (2)
Pt309 0.09ML 4 (4) 0 (0) 0 (0) 0 (0) 3 (3) 0 (0) 0 (0)
Pt309 0.17ML 8 (8) 0 (0) 0 (0) 0 (0) 6 (6) 0 (0) 0 (0)
Pt309 0.26ML 12 (12) 0 (0) 0 (0) 0 (0) 9 (9) 0 (0) 0 (0)
Pt309 0.35ML 12 (12) 4 (4) 0 (0) 0 (0) 12 (12) 0 (0) 0 (0)
Pt309 0.43ML 12 (12) 8 (8) 0 (0) 0 (0) 15 (15) 0 (0) 0 (0)
Pt309 0.60ML 12 (11) 16 (10) 0 (1) 0 (6) 21 (21) 0 (0) 0 (0)
Pt309 0.78ML 12 (3) 24 (8) 0 (9) 0 (16) 27 (27) 0 (0) 0 (0)

Table 7.5 shows two distinct effects related to the Pt nanoparticle size effect and O cover-

age. The first effect is related to the percentage of different adsorption sites on different nanopar-

ticles. As the nanoparticle size grows, adsorption sites near the vertices and edges represent a
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lower portion of the total number of sites. Thus, when comparing two nanoparticle sizes, the

larger one will have a higher number of weaker adsorption sites being used to obtain the same O

coverage. Consequently, when assessing the O coverage in terms of fractions of O monolayers,

we should see a weakening in the adsorption energy per O atom due to the usage of weaker

adsorption sites, which should be more relevant as we increase the nanoparticle size.

The second effect is the movement of oxygen atoms to different adsorption sites during

the geometry optimisations that happened for certain coverages. For all nanoparticle sizes, we

see oxygen atoms moving during the geometry optimisation from the initial adsorption sites

when the coverages are higher than 0.6ML. For (111) facet, oxygen at the HCP (111) adsorp-

tion sites on the vertices and edges are destabilised with increasing coverages and are adsorbed

at bridge sites in the vertices and edges of the nanoparticle. For (100) facet, oxygen remains

stable for bridge sites near the edge for almost all coverages, with O atoms changing from the

initial distribution of adsorption sites only for the highest O coverages in the covered/uncovered

interface which is an artefact of adding O atoms to only one hemisphere. As explained in the

previous section, changing the position of oxygen atoms in the (100) facets during the geome-

try optimisation is more difficult, because adsorption sites in the edges of the nanoparticle are

already occupied by O atoms from the (111) facets and the remaining sites for the (100) facet

bind oxygen much weaker than the initial position.

To assess how each effect contributes to the adsorption energy dependency on the oxygen

coverage, we computed the oxygen adsorption for each adsorption site, considering a single O

interacting with the nanoparticle, and used these values to calculate the average O adsorption

for the initial, InitialEADS and final, FinalEADS, configurations, as follows:

EADS =
1
m

m

∑
i

NiEADS(i) (7.6)

where m is the total number of O atoms, Ni is the number of O atoms on adsorption

sites similar to the adsorption site i, and EADS(i) is the adsorption energy computed for a single

oxygen adsorbed at the site i. Table 7.6 shows the O adsorption energies for a single O atom

interacting with the Pt nanoparticles on different adsorption sites which are present on initial

and final O configurations for each nanoparticle sizes and O coverages. These values are used

to compute the average adsorption energy as described in equation 7.4.

Figure 7.4 shows the average adsorption energy EADS obtained for the initial and final O

configuration presented on table 7.5, and the adsorption energies EADS per O atom for all the
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TABLE 7.6: Adsorption energies for a single O atom interacting on different adsorption sites
and nanoparticle sizes, where NE and NC are non-existent and non-computed adsorption sites.

Pt55 Pt147 Pt309
EADS (eV) EADS (eV) EADS (eV)

HCP-V (111) -0.87 -0.85 -0.92
HCP-E (111) NE -0.61 -0.69
Bridge-V (111) -1.13 -1.00 -1.08
Bridge-E (111) NC -0.90 -0.90
Bridge-NE (100) -0.85 -0.83 -0.91
Bridge-V (100) -0.98 NC NC
Top-E (100) -0.36 -0.28 NC

calculated O coverages and nanoparticle sizes.
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FIGURE 7.4: Adsorption energies per O atom EADS (black circles) and adsorption energy av-
erages EADS for initial (red squares) and final (blue triangles) O configurations for several O

coverages on Pt55, Pt147, and Pt309 nanoparticles.

The Initial EADS in figure 7.4 shows how the difference in the availability of adsorption

sites for each nanoparticle size plays a role in the adsorption energy trend with increasing O

coverage for each nanoparticle. For Pt55, we achieve a 1ML O coverage using only HCP (111)

sites at the vertex of the nanoparticle and bridge sites for the (100) facet. As a consequence, for
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this nanoparticle size, we see a constant value for the Initial EADS result with all coverages. For

Pt147 and Pt309, we have to introduce weaker adsorption sites to obtain higher coverages, which

in turn reduce the average adsorption energy.

As described in table 7.5, when the O coverage is higher than 0.6ML we see O atoms

moving from the initial position at HCP (111) adsorption sites to bridge sites in the vertices and

edges of the nanoparticles. This effect increases the average adsorption energy, as the bridge

sites in the edges between (111) and (100) facets have stronger binding energies than the initial

HCP positions. The oxygen preference for adsorption sites in the edges and vertices of the

nanoparticle with increasing O coverage was also previously observed with DFT [136, 246] and

MD [249] calculations, which similarly to our results, predicted a large concentration of oxygen

in the edges of Pt nanoparticles and almost free terrace sites at (111) and (100) facets.

These changes in the oxygen distribution during the geometry optimisation observed in

our calculations can be seen as an artefact of our simulation set-up. To reduce the computational

cost in our investigation, we define the distribution of adsorbates across the nanoparticle surface

based on arguments of the hierarchies of adsorption sites for a single oxygen interacting with

the nanoparticle. We are not testing other configurations to properly search for the ground-state

distribution of oxygen atoms over the nanoparticle surface. Thus, the movement of oxygen

atoms to other adsorption sites observed after geometry optimisations might be only helping to

correct some of the errors induced by the methodology to define the initial distribution of O on

the nanoparticle surface.

The adsorption energies EADS per O atom in figure 7.4 includes the effects associated to

the O distribution in different adsorption sites and the adsorbate-adsorbate interaction due to

the increasing coverage, showing that the impact of increasing the O coverage grows with the

nanoparticle size. For example, from figure 7.4, we see that the difference between EADS per O

for the highest and lowest oxygen coverage for a Pt55 system is around 0.13 (eV/O), while for

Pt147 the difference is 0.30 (eV/O), and for Pt309 it is 0.45 (eV/O). The fact that the decrease in

the adsorption energies caused by the coverage effect is less intense for Pt55 agrees with the idea

that catalytic activity in small nanoparticles size can be hindered by blocking active adsorption

sites with strongly adsorbed species.

By computing the difference between Final EADS and the adsorption energy, EADS, per O

atom with the covered nanoparticles, we can try to remove, to a certain extent, the contribution

of using different adsorption sites and the problems with the initial oxygen configurations for

each coverage from our simulation set-up. The comparison between the two quantities show
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that the coverage effects are controlled to a larger extent by the electronic interactions between

adsorbates and the modifications in the Pt surface that weaken the adsorption energy per oxygen.

The difference between Final EADS and EADS for the highest oxygen coverage is 0.24 (eV/O)

for Pt55, 0.34 (eV/O) for Pt147 and 0.44 (eV/O) for Pt309.
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FIGURE 7.5: Density of states projected on the d-band of surface Pt atoms of cuboctahedral
a) Pt55, b) Pt147, and c) Pt309 nanoparticles with different O coverages. Figure d) shows the

calculated d-band centre for each nanoparticle size as a function of the O coverage.

To study how the presence of O atoms changes the nanoparticle surface, we show in figure

7.5 the d-band projected density of states for the surface Pt atoms on the covered hemisphere of

Pt55, Pt147, and Pt309 nanoparticles interacting with different O coverages. For all nanoparticle

sizes, as we increase the O coverage, the d-band states near the Fermi level are reduced in

intensity and the intensity of the states near the -6.0 eV region increases. The peak near -6.0

eV corresponds to the overlapping orbitals between adsorbates and Pt surface. Additionally, to

this effect, we see a widening of the d-band states, and consequently, a downshift of the d-band

centre. Figure 7.5 d) shows how the d-band centres change with increasing O coverage. For

all nanoparticle sizes, we observe a linear correlation between the O coverage and the lowering

of the d-band centre. Similar changes in the d-bands and d-band centres due to the adsorbate
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coverage were also observed for Pt, Pd, Au (111) slabs interacting with O, C, N, and used to

explain the adsorption energy dependencies on the adsorbate coverage for different metallic

surfaces and adsorbates [236–240].

For Pt nanoparticles, we observe that the downshifts in the d-band centres can be used

to explain the weakening of the adsorption energies with increasing O coverage to some extent.

When compared with the results obtained for metallic slabs [236–242], we obtain the same

linear correlation between the d-band centres and adsorbate coverages, while for the adsorption

energies per O atom we see a non-linear dependency on the O coverage. For Pt nanoparticles,

we deal with a non-homogeneous O distribution through different adsorption sites and Pt facets,

and we can use the d-band centre dependency on the O coverage only to qualitatively explain

how the adsorbate coverage changes the electronic structure of the nanoparticle surface and

consequently its bonding ability. However, it is not possible to use the d-band centre of the

Pt surface for different O coverages to linearly correlate the adsorption energies per O or to

accurately predict the changes with increasing O coverage, showing that the adsorbate-adsorbate

interactions should be carefully considered when treating nanoparticles.

7.5 Conclusions

We carried out a study with large-scale DFT calculations on the combined action of Pt

nanoparticle size and O coverage effects. We have performed a detailed analysis of different

approaches of geometry optimisations used to study the oxygen coverage problem with DFT

calculations, testing three approximations made to reduce the computational cost. We have con-

ducted our tests with Pt55 and Pt147 nanoparticles and several O coverages. The first approxima-

tion is to maintain the Pt atoms in the optimised position found for an isolated nanoparticle. This

approximation excludes the effects that the adsorbates create in the geometry of the nanoparticle,

dramatically reducing the degrees of freedom and computational cost in the geometry optimisa-

tion.

We have shown that this approximation produces an almost constant shift in the adsorp-

tion energies, maintaining the overall trends in adsorption energies per O atom with increasing

O coverages and different nanoparticle sizes. The most significant differences in adsorption en-

ergies happen for higher O coverages. For high O coverages, the results observed when relaxing

all Pt and O atoms, show a sinking of O atoms into the nanoparticle surface and a considerable

movement of oxygen atoms from their initial position during the geometry optimisation. When

the same systems are computed with a rigid Pt nanoparticle structure, only the O movement
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effect appears. These results show that the approximation is valid if one is mainly interested in

studying the dependency of adsorption energy per O atom with the O coverage and nanoparticle

size. For observing subsurface oxygen, a more rigorous study on Pt oxide formation, or higher

O coverages studies the full relaxation should be more appropriate.

We have also shown that it is possible to reproduce the results of covering a Pt nanopar-

ticle with O by only covering one hemisphere of the cuboctahedral nanoparticle. This simpli-

fication only changes the results for high O coverages, where we see a difference in the final

distribution of used adsorption sites near the free/covered interface, which does not exist when

the whole nanoparticle is covered. Our third approximation tested the effect of relaxing only a

subset of O atoms, optimising the O atoms for a single (111) facet while keeping all the remain-

ing O and Pt atoms in their initial positions. We have seen that relaxing only a fraction of the

O atoms was not enough to reproduce the final O positions for that facet and consequently the

adsorption energies and O coverage dependency.

After these tests, the selected methodology was used to study the interplay between Pt

nanoparticle size and O coverage, by computing a selection of coverages on Pt55, Pt147, and Pt309

nanoparticles. We employed the first two assumptions, computing hemispherical O coverage

and relaxing all O atoms with the Pt atoms frozen. We started our calculations placing O atoms

at the hollow HCP near the vertices of (111) facets and bridge sites near the edges on (100)

facets. As we increased the O coverage, we also used hollow HCP sites near the edges of (111)

facets as initial positions for O atoms. In general, as we increase the O coverage the adsorption

energy per O atom weakens and, when assessing the O concentration in terms of ML, this effect

is more pronounced for larger nanoparticles. The fact that the O coverage seems to affect the

adsorption energy per O atom on Pt55 to a smaller extent as compared to larger nanoparticles,

reinforce the idea that the catalytic activity on these nanoparticles could be smaller due to the

blocking of active adsorption sites due to the presence of strongly adsorbed species.

We show that the changes in the adsorption energies per O atom due to the combined ef-

fects of changing the nanoparticle size and O coverage have different causes. For nanoparticles

of different sizes, the proportion between the number of adsorption sites near the vertices, edges

and centre of each facet is different. Thus, for each nanoparticle size, the same O coverage will

be achieved over a different distribution of adsorption sites. For larger nanoparticles, higher cov-

erages will use a higher number of weaker binding sites as compared with smaller nanoparticles.

Depending on the O coverage, we also observe oxygen atoms moving during the geometry opti-

misation, mainly from the HCP (111) adsorption sites to bridge sites in the vertices and edges of
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the nanoparticles. This effect can be seen as an artefact of our initial distribution of oxygen over

the nanoparticle, which was defined based on the adsorption site hierarchy for single oxygen

adsorbed on different sites of metallic nanoparticles. Therefore, we can treat these changes in

the O distribution over the nanoparticle as corrections to our initial guesses.

We have listed all the adsorption sites used in the initial configuration for all O coverages

and the adsorption sites occupied by O atoms after the geometry optimisations. The adsorption

energies of a single oxygen atom interacting with the nanoparticles on each one of these adsorp-

tion sites were also computed and used to calculate an average of the adsorption energy for the

initial and final O configurations in a "single oxygen" coverage limit. We have compared the

average adsorption energies for the initial and final O configurations to the adsorption energies

per O atoms obtained with the covered nanoparticles.

We have observed that the adsorption site availability and the distribution of O atoms to

different adsorption sites play a role in the changes in adsorption energies due to increasing O

coverages. However, by analysing the difference between the average adsorption energy for the

final O configuration and the adsorption energy per O atom for the covered Pt nanoparticles,

we show that the main changes induced by the coverage effect are related to the interactions

between adsorbates and the modifications that the O atoms create in the electronic structure of

the Pt nanoparticles. We have presented the d-band projected density of states for the Pt atoms in

the surface of the nanoparticles, showing a linear correlation between increases in the O coverage

and downshifts in the d-band centre, which illustrates how the presence of adsorbates modify

the metallic surface to weaken the adsorption energies per O atom. As the adsorption properties,

which are key descriptors for catalytic systems, are dependent on the adsorbate coverage, we

expect that an accurate description of adsorbate coverage effects will play an important role to

predict catalytic properties of metallic nanoparticles. Thus, by bringing a detailed discussion

about possible methodologies to tackle the problem with DFT calculations and by showing

clear differences of the adsorbate coverage effect due to the nanoparticle size, we expect that

our results will provide useful insights for further investigations in the computational catalysis

field.



Chapter 8

Conclusions

The work from this thesis was focused on computationally studying platinum nanopar-

ticles applied to heterogeneous catalysis. We have concentrated our studies on treating the in-

terplay between nanoparticle size effects and other variables that are important for fuel cell

catalysts such as the presence of support and the effects of changing the adsorbate coverage.

We simulated the interaction of platinum clusters and nanoparticles with graphene and assessed

the combination between size and support effects on the interaction between key adsorbates and

the metallic surfaces. Moreover, we have studied possible strategies to computationally treat-

ing the interplay between nanoparticle size and coverage effects for Pt nanoparticles interacting

with atomic oxygen and performed a study about how these effects change oxygen adsorption

energies. We have also presented the theoretical framework that allowed the implementation

of an atom-projected and angular momentum projected density of states (l-p-DOS), which is

an invaluable tool for computational studies on metallic surfaces and nanoparticles applied to

catalysis.

Together with the underlying theory for the implementation of local and angular momen-

tum projected density of states (l-p-DOS) within ONETEP’s formalism, we have presented in

chapter 4 four options of angular momentum resolved bases that were implemented to obtain the

l-p-DOS. We have tested three bases that are related to spherical waves, with a non-contracted

set of spherical waves (SWs); a contracted set with unity contraction weights (C-SWs), and a

contracted set where the contraction weights are determined via inner products with the NGWFs

(CF-SWs). Additionally, we have tested pseudo-atomic orbitals (PAOs) as a fourth basis set op-

tion. We have applied all these methodologies to different systems and compared our results

with similar calculations performed with the CASTEP code.

We have observed a similar trend for all systems in terms of charge spilling parameters,

137
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with SWs < PAOs ≤ CASTEP < CF-SWs < C-SWs. In general, the non-contracted SWs

basis presented small charge spilling parameters, which was something expected given the large

size of the SWs basis set. For the other bases, the charge spilling parameters were consistently

larger than the ones obtained with SWs. The charge spilling parameters obtained with PAOs

were almost identical in ONETEP and CASTEP. Meanwhile, for the contracted spherical waves,

fitting the contraction weights to the NGWFs helped to reduce the spilling parameter. As a

general rule, the differences in the charge spilling parameter did not cause substantial changes in

the overall shape of the l-p-DOS plots and the implemented methods provided similar results to

each other and to the ones obtained with CASTEP, which helped to validate the implementation

of the code. For metallic systems, the trends about the d-band centres from different structures

obtained with all the calculations were also similar, showing the robustness of the method for

applications in the computational catalysis field. The implementation of l-p-DOS in a linear-

scaling DFT code such as ONETEP produced an additional tool to analyse electronic properties

using large-scale DFT calculations, which was used throughout this thesis.

The ONETEP code was used to study platinum nanoparticles interacting with graphene

supports, where we have presented large-scale DFT calculations on systems ranging from a

single Pt atom on graphene to a cuboctahedral Pt309 nanoparticle supported on 880 carbon atoms.

In our calculations, we have considered two-dimensional and three-dimensional clusters and

nanoparticles. The results show that three-dimensional structures are generally more stable than

monolayers when supported on graphene and that the difference in stability between these two

types of structures increases as the system grows. A large part of this difference in stability was

associated with the Pt-Pt interactions, which also favoured the formation of 3D structures for

any isolated cluster larger than 13 atoms.

We have observed that the dispersion interactions were extremely important to the de-

scription of our systems and a significant part of the Pt/graphene interaction for larger platinum

nanoparticles. Moreover, the results have shown a decrease in the interaction strength per Pt

atom for nanoparticles of increasing size. These trends agree with experimental findings in

the area that indicate a weak interaction between pristine graphene and metallic nanoparticles,

where the presence of doping atoms, defects, edges, or functional groups pointed as anchoring

sites in the graphene-based supports, are responsible for the stability of nanoparticles supported

on graphene [167, 191, 192]. Despite the weak interaction between graphene and the Pt nanopar-

ticles, we have observed changes in the geometric and electronic properties of both structures.
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In terms of geometries, the interatomic distances for Pt nanoparticles increased for the interact-

ing facet and decreased for facets far from the support, while the carbon-carbon distances in the

graphene sheet increased in the region near the Pt nanoparticle. In terms of electronic changes,

we have observed electronic redistribution in the interacting region, with electrons flowing from

the nanoparticle to the graphene.

The changes in the geometries and electronic properties were correlated with the inter-

action strength between nanoparticles and support. Systems with larger interatomic expansions

in the Pt facet near the support presented stronger interactions and larger electronic redistribu-

tions. The changes in the interatomic distances and the electronic redistributions altered the

d-band centres calculated on both facets, indicating that the support, as well as the nanoparticle

size, could change the catalytic activity of metallic nanoparticles. We have attempted to sepa-

rate the electronic and strain effects that caused the changes in the nanoparticle d-band centres

by calculating this property on isolated nanoparticles constructed with the same geometry of

the nanoparticles supported on graphene, which we have named "Deformed Pt". We have ob-

served that the main differences from the "Deformed Pt" and the Pt nanoparticles supported on

graphene appeared only for the facets in contact with the support, while for the farthest facets

we only see differences for the Pt13 cluster. However, due to the weak interaction between Pt

nanoparticle and graphene, it was not possible to conclusively define to what extent each ef-

fect controls the changes in the d-band centres for Pt facets far from the support. Interestingly,

we have observed that the effect of the support also depends on the nanoparticle size, showing

the importance of considering both effects together for a more realistic modelling of metallic

nanoparticles applied to heterogeneous catalysis.

Using the structures obtained in our study about the Pt/graphene interaction, we have

calculated how the size and support effects affect the adsorption properties of the platinum

nanoparticles. We have performed our DFT calculations for three probe adsorbates, namely O,

CO and ethanol. The adsorption energies calculations were performed on multiple adsorption

sites on isolated and supported Pt nanoparticles. The adsorption site hierarchies obtained with

isolated nanoparticles were similar to the ones previously observed in the literature, with atomic

O preferentially binding on bridge and HCP sites near the edges of the nanoparticle facet and

CO adsorption being favoured on bridge and top sites near the vertex of the nanoparticles. For

ethanol, top sites near the edge and vertex of the nanoparticle were the most stable adsorption

sites for all nanoparticle sizes.

In terms of size effects, we have observed that the adsorption energies of O and CO
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weaken with increasing nanoparticle sizes, which can have significant implications in terms of

catalytic activity. For example, in the context of catalytic activity towards the oxygen reduction

reaction, the adsorption energy of atomic oxygen is commonly used as a catalytic descriptor and,

for Pt catalysts, it is commonly indicated that the interaction of Pt(111) slabs and O is too strong

for optimal ORR catalysis [4, 8, 113, 179, 225, 226]. Thus, the fact that the adsorption energies

are stronger near the vertices and edges of nanoparticles, which represent a larger proportion

of the available sites for small nanoparticles, and the increase in adsorption energies with de-

creasing nanoparticle sizes, can help explain why the ORR activity decreases for nanoparticles

smaller than 2-3 nm, and the peak of mass activity found in this size range [179].

Meanwhile, for the ethanol adsorption, almost no size effect was observed. To explain

these differences in the size effect for ethanol as compared with O and CO, we have performed

an in-depth DFT investigation on the differences of the interaction for each adsorbate. We

encoded size effects and the multiplicity of adsorption sites using the generalised coordination

number and discussed how the linear equations can change depending on the adsorption sites

used for its parametrisations. We have also demonstrated, that the changes in the adsorption site

coordination controlled the adsorption of O and CO to a much greater extent than for ethanol.

The analysis of how the electronic densities of platinum surfaces and adsorbates change with

the interaction has shown that the electronic redistributions due to the interaction are much more

local for ethanol than for O and CO and that overlapping states between surface and adsorbate

are more noticeable for O and CO than for ethanol. These findings, coupled to observations

that the dispersion interactions for ethanol adsorption are a larger fraction of the interaction as

compared for O and CO, helped explain why the nanoparticle size affects the adsorption energies

of ethanol to a smaller extent as compared with O and CO.

We have also observed a weakening in the adsorption energies of O, CO and ethanol due

to the support effects. The weakening happens due to the Pt lattice deformation, d-band centre

changes and electronic redistribution associated with interactions between Pt nanoparticle and

support. The support effect was also size dependent, being only significant for Pt13 nanoparticles

and this effect can also have interesting implications in terms of catalyst design. The adsorption

energy of O being too strong is pointed as a reason for the poorer activity for the ORR in

nanoparticles smaller than 2 nm. Thus, the decrease in the O adsorption energy caused by the

interaction of the nanoparticle with the support, which is more important for small nanoparticles,

can help to mitigate the strengthening in adsorption energy which is caused by the decrease of

the nanoparticle size. In that sense, the competition of the size and support effects on small
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clusters could be an additional reason to explain the unusual increase in activity experimentally

observed for size-selected subnanometer Pt clusters on carbon-based supports [142, 233]. We

have also observed that the ethanol adsorption energies remained almost stable for different

nanoparticle sizes, but were changed due to the support effects, showing that the combination of

support and size brings possible ways of tuning the adsorption energies for specific adsorbates.

In our final study, we have investigated the interplay between the Pt nanoparticle size and

O coverage effects. We have tested three approximations to reduce the computational cost of

the simulations and assessed their impact on our study. In our first approximation, we maintain

the Pt atoms fixed in the optimised positions obtained for isolated Pt nanoparticles, allowing

further optimisations only for the positions of the adsorbed oxygen atoms. This approximation

significantly reduces the computational time by restraining the number of degrees of freedom for

the geometry optimisations. For low and intermediate coverages, the results obtained with fully

relaxed systems and with this approximation were qualitatively similar, i.e., we have obtained

similar trends with almost constant shifts in the adsorption energies. However, for higher O

coverages, the relaxation of the Pt atoms has allowed the oxygen atoms to accommodate almost

in the same plane as the Pt nanoparticle surface, which was not possible for rigid nanoparticle

structures. These results have demonstrated that rigid nanoparticles are a valid approximation

for such studies when the main interests are the O adsorption trends with low and intermediate

coverages. For high coverages or for studies where subsurface oxygen is the main interest, full

relaxation of the structure should aid more reliable results.

The second approximation was made trying to use symmetry arguments to justify cov-

ering only one hemisphere of the cuboctahedral nanoparticles. Again, the approximation was

valid for low and intermediate coverages, showing significant differences only for high cover-

ages, where the O atoms in the interface between free and covered hemispheres have shown

different behaviours as compared to the same calculations for fully covered nanoparticles. A

final approximation that we have tested was allowing only the O atoms in one facet to relax

while fixing the position of all other O and Pt atoms. This strategy generated different results

as compared to calculations where all O atoms are allowed to move, and we were not able to

reproduce the final O positions for the studied facet and consequently the coverage dependency

for the adsorption energies. Thus, we have selected the first two approximations to perform a

study on coverage effects for different Pt nanoparticle sizes.

The increase in O coverage weakened the adsorption energies per oxygen atom; however,

this trend was different depending on the nanoparticle size. The decrease in adsorption energy



Chapter 8. Conclusions 142

per O with increasing coverage was much more evident for larger nanoparticles than for the Pt55,

which strengthen the idea that small nanoparticles could have the catalytic activity hindered

due to the blocking of adsorption sites made by strongly adsorbed species. We have managed

to separate the differences in the coverage dependency for each nanoparticle size into three

parts. First of all, the ratio between edge, vertex and terrace sites is size dependent, i.e., for

small nanoparticles edge and vertex adsorption sites are a larger fraction of the available sites

as compared to terrace sites. Thus, the distribution of adsorption sites used for a certain O

coverage on each nanoparticle will depend on the nanoparticle size, i.e., larger nanoparticles

will use a higher number of weaker (terrace-like) sites than small nanoparticles for the same

oxygen coverage.

Secondly, we have observed that the oxygen atoms move from HCP(111) sites to bridge

sites for coverages higher than 0.6ML during the geometry optimisation, which also depends

on the availability of adsorption sites and which is connected to size effects. This second effect

can be seen as an artefact of our simulation set-up. For all the calculations, we have defined the

initial distribution of adsorbates on nanoparticle facets based on arguments of adsorption site

hierarchies obtained in the low-coverage limit, i.e., without considering configurational contri-

butions to the total energies. Thus, the oxygen atoms moving to other adsorption sites during

geometry optimisations helped to correct some of the errors induced by the initial guesses. For

a more thorough investigation of coverage effect, we would indicate considering several dif-

ferent initial guesses to search for the ground-state distribution of adsorbates via a brute-force

approach or with other approaches such as parametrisations of cluster-expansion Hamiltonians

[241–245].

To quantify the influence of the availability of different adsorption sites in the adsorption

energies, we have listed the adsorption sites for each coverage and nanoparticle size in the initial

configuration and the sites occupied by oxygen in the configuration after the geometry optimi-

sation. For each adsorption site, we have calculated the O adsorption energy for single oxygen

interacting with the nanoparticle and used these values to compute the average adsorption en-

ergy for the final and initial configuration of each coverage. By analysing how these average

adsorption energies for the initial and final configurations compare with the adsorption energy

per O in the covered nanoparticles, we have observed that the distribution of O atoms to different

sites play a smaller role to the overall coverage effect as compared to the adsorbate-adsorbate

interactions and to the modifications that the O atoms create in the electronic structure of the

Pt nanoparticles. We have observed that the increase in coverage changes the d-band centre of
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metallic surfaces, and obtained a linear correlation between the increase in coverage and down-

shifts in the d-band centres, which has also been observed for extended surfaces [236–242] and

helps to explain the weakening in the interaction strength per O atom.

In general, our work demonstrates that the nanoparticle size can affect the catalytic ac-

tivity in many different ways. The nanoparticle size effects played an important part in con-

trolling the interaction strength between the nanoparticle surface and probe adsorbates such as

atomic oxygen which is an important descriptor for chemical reactions and carbon monoxide

that is a key contaminant for Pt catalysts in many applications, which helps to explain the de-

crease in catalytic activity with smaller nanoparticles. Meanwhile, for interaction with ethanol

molecules, the nanoparticle size effects were not as significant. At the same time, the nanopar-

ticle size was an essential factor to control the interaction between nanoparticles and graphene.

The nanoparticle size affects how the support alters the geometric and electronic properties of

the nanoparticles, including the ability of the nanoparticles to interact with probe adsorbates.

In that sense, we have demonstrated that controlling the nanoparticle size concurrently with the

support is a route that can be investigated in the search for better catalysts and that the size

effect for the support interactions could be an additional explanation to the unusual high ORR

activity of small clusters. Finally, we have also shown that the adsorption strengths, which are

important descriptors for catalytic systems, are dependent on the adsorbate coverage and that

this dependency also varies with the nanoparticle size. By showing the many impacts that the

nanoparticle size can have on metallic nanoparticles applied to heterogeneous catalysis and by

investigating the non-trivial combination of different effects important to the area, we expect to

have provided insights that could be used in future researches to understanding and developing

more efficient catalysts.

8.1 Further Work

Further work in similar problems to the ones treated in this thesis is necessary and is

already happening inside and outside of our group. Similar to other areas in computational

modelling, the main challenges in the field of heterogeneous catalysis are related to the trade-

off between the accuracy of the calculations employed in the research and the similarity of

the model to the investigated phenomenon. Additional work in both areas is desirable, where,

for example, our group is contributing with the development and improvement of new linear-

scaling DFT methods applied to metallic systems which can become useful in the near future

for investigations of more realistic nanoparticle sizes. In particular to the questions treated in
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this thesis, further work in the interplay between nanoparticle size and support is an interesting

option, including investigations on metal-oxides and metal-carbides supports or other carbon-

based supports such as defected graphene or other variations of two-dimensional carbon-based

structures. Additionally, as we have observed that the size and support effects in adsorption

energies change depending on the adsorbate, assessing how these effects control reaction mech-

anisms for the ethanol oxidation reaction could be a continuation for the work developed in

this thesis. Particularly, studies with transition state search algorithms about how the combi-

nation between nanoparticle size and presence of support affects the first dehydrogenation step

of ethanol molecules and reaction steps involved in the ethanol C-C bond break could be inter-

esting continuations for our work. We also understand that more accurate investigations of the

combination between nanoparticle size and adsorbate coverage effects, including the role of the

adsorbates distributions for different nanoparticle sizes and shapes using, for example, cluster

expansion Hamiltonians, could also provide new insights for the area. Finally, generating more

accurate models including, for example, solvation and pH effects could drive insights from com-

putational studies such as the one developed in this thesis to more realistic conditions, helping

to develop new and more efficient catalysts.



Appendix A

Adsorption of O, CO, and Ethanol on

Support Nanoparticles: Additional

Results

A.1 O, CO, and Ethanol interacting with the Pt (100) facet of sup-

ported Pt nanoparticles

In chapter 6 we show how the support affects the adsorption properties of Pt nanopar-

ticles interacting with O, CO and ethanol for adsorption sites in the (111) facet. Here, we

show similar results obtained for the adsorbates interacting with the (100) facet. Again, the Pt

nanoparticles are bound to the graphene via the (111) facet. Figure A.1 shows how the presence

of the graphene support changes the interaction between nanoparticles and adsorbates.

Figure A.1 shows that the support effects for adsorption on the (100) facet of the Pt

nanoparticles are similar to the ones obtained for the (111) facet which were discussed in chapter

6. Again, the presence of support weakens the adsorption of O, CO and ethanol on the Pt surface.

In all the simulated cases, the change in adsorption energy due to the presence of graphene was

lower than 0.3 eV, and the effect of the graphene support decreases as we increase the nanopar-

ticle size. As we observed the same trend in the support effect with increasing nanoparticle size,

we have decided to avoid calculations with Pt147 nanoparticles, as these effects should also be

negligible.
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FIGURE A.1: Adsorption energies for O, CO, and ethanol interacting with the (100) facet of
Pt13, Pt55, and Pt147 on different adsorption sites. The letters V, E, and C represent adsorption
sites in the vertex, edge and centre of a nanoparticle facet. Black dots are adsorption energy
values calculated for isolated nanoparticles and red open squares are the same values calculated

for Pt nanoparticles supported on pristine graphene.

A.2 Binding the Pt (100) facet on graphene

The majority of the analysis of support effects performed in our thesis considered Pt

nanoparticles interacting with pristine graphene via the (111) facet. However, we have also

calculated the adsorption energies for atomic oxygen interacting with a smaller number of ad-

sorption sites on (111) and (100) facets for Pt nanoparticles bound to graphene via the (100)

facet.

Paz-Borbón and Baletto [254] recently showed that the adsorption energies of O2 on PtNi,

Pt and Ni nanoparticles can suffer considerable changes when the clusters are bound to MgO

supports via the (111) or (100) facets. In our case, the support effect for Pt13 interacting with

graphene via the (111) and (100) facet is quite similar, being as small as 0.3 eV. For larger
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clusters, we also see a similar decrease in the support effect with increasing nanoparticle sizes.

A possible reason for the similarities between the support effect for both facets could be the

weak Pt-graphene interaction, which does not lead to significant changes as the ones observed

by Paz-Borbón and Baletto [254].
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Appendix B

Structures for Different Adsorbate

Coverages and Nanoparticle Sizes

As discussed in chapter 7, the initial O distribution with a given O coverage is different

for each nanoparticle size. Figure B.1 shows the initial and final O configuration for Pt55 with

three different values of O coverage. At this nanoparticle size, we reach a 1.00ML coverage

using only HCP vertex sites for (111) facets and Bridge sites near the edges for (100) facets.

For 0.66ML and 1.00ML coverages, we clearly see O atoms moving from the initial HCP (111)

adsorption sites to bridge sites in the vertices of the nanoparticle after the geometry optimisation.

FIGURE B.1: Pt55 nanoparticle interacting with different coverages of atomic oxygen, where
a), b), c) show initial O configuration and d), e), f) show the O configuration after geometry

optimisations. Silver (red) balls represent Pt (O) atoms.

Figure B.2 shows the initial and final O configuration for Pt147 nanoparticles with different

O coverages. Increasing O coverage, up to 0.46ML, is obtained by adding one O atom to a HCP
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vertex (111) site and one O atom to a Bridge site near the edge of (100) facet. For higher O

coverages, we also use HCP edges (111) adsorption sites. Similarly to the results obtained for

Pt55, we only see oxygen movement between adsorption sites for systems with O coverages

equal or higher than 0.60ML.

FIGURE B.2: Pt147 nanoparticle interacting with different coverages of atomic oxygen, where
a), b), c), d), e), and f) show initial O configuration and g), h), i), j), k), and l) show the O

configuration after geometry optimisation. Silver (red) balls represent Pt (O) atoms.

For Pt309 nanoparticles, as illustrated in figure B.3, we see significant changes between

initial and final O configuration only for the systems with 0.78ML O coverage. For 0.6ML,

we see small changes between initial and final O configurations, while for systems with lower

coverage the initial and final O configuration are identical.
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FIGURE B.3: Pt309 nanoparticle covered with atomic oxygen on different coverages, where
a) to g) show initial O configuration and h) to n) show the O configuration after geometry

optimisation. Silver (red) balls represent Pt (O) atoms.
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