
UNIVERSITY OF SOUTHAMPTON

Deep Cascade Learning

by

Enrique S. Marquez

A thesis submitted in partial fulfilment for the

degree of Doctor of Philosophy

in the

Faculty of Engineering and Physical Sciences

Electronics and Computer Science

June 2019

http://www.soton.ac.uk
mailto:esm1g14@ecs.soton.ac.uk
http://www.engineering.soton.ac.uk
http://www.ecs.soton.ac.uk




UNIVERSITY OF SOUTHAMPTON

ABSTRACT
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ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

by Enrique S. Marquez

Deep Learning has demonstrated outstanding performance on several machine learning

tasks. These results are attributed to training very deep networks on large scale datasets.

In this thesis we investigate training models in a layer-wise fashion. We quantify perfor-

mance and discuss the advantages of using such training algorithms on computer vision

and signal processing tasks.

Inspired by the Cascade Correlation algorithm, which is a growing neural network that

iteratively learns artificial neurons, we developed a supervised layer-wise training algo-

rithm, which we name Deep Cascade Learning. Our methodology takes as input the

architecture to train and splits the model in submodels, where each iteration trains

only one layer of the network. The feature representation gets more robust as layers

are stacked. Moreover, the algorithm provides training complexity reduction while pre-

serving competitive results in comparison with state-of-the-art end to end training. We

demonstrate these advantages on multiple benchmark datasets.

Given that Deep Cascade Learning trains models from scratch successfully, we also look

at layer-wise methods to transfer features from a large base dataset, to a smaller target

dataset. This is particularly useful when the target dataset cannot be used to train a

model from scratch due to lack of data. This second algorithm, which we named Cascade

Transfer Learning (CTC), yields similar memory advantages to Deep Cascade Learning,

and enables minimal computational complexity for feature transfer. In addition, CTC

provides competitive results in comparison with other transfer learning approaches.

Finally, we further explore the scalability of Deep Cascade Learning by executing it

on a multi-variate time series classification task. Such tasks include predicting human

activities from body-worn sensors. Deep Cascade Learning can be used to reduce the

training time of these models, opening up the possibility of online training on smart

devices.
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Chapter 1

Context & Contributions

Recent developments in machine learning have shown state-of-the-art results by applying

deep learning to complex datasets. The result is deep differentiable networks capable of

merging the standard machine learning pipeline (feature extraction and classification)

into a single training algorithm. Deep networks learn optimal weights by minimizing a

loss function. These weights are constrained in order to generate robust and invariant

features. The classifier is directly connected to the top hidden layer of these set of

weights (layers of feature extraction), which allows the network to optimally tune the

synergy between features and classifier.

The traditional deep learning training algorithm uses backpropagation to update the

weights of the hidden layers [108]. In the models, layers are updated as the gradient is

propagated from bottom (last layer) to top (first layer). The magnitude of the gradients

on early layers is affected by the multiplicative effect of the chain rule. In other words,

the magnitude will always decrease for layers closer to the input. This well-known

problem, often described as vanishing gradient, is tackled extensively by the literature

[70, 90, 45]. However, approaches such as ReLU [90] and residual connections [45]

alleviate the vanishing gradient problem but do not totally overcome it [125]. The

vanishing gradient problem is further discussed in Chapter 2 and 4.

The aim of this thesis is to explore supervised layer-wise training of deep learning models.

We present a novel Deep Cascade Learning algorithm and demonstrate its effectiveness

on multiple tasks. We motivate our algorithm on the premise that early layers do not

learn meaningful representations of the data, and that the robustness of the features

is built in later stages of the network. By applying a layer-wise training, a classifier is

directly connected to every layer, which ultimately increases the gradient magnitude.

Through this work we propose a novel training algorithm to sequentially learn represen-

tations of the data. We quantify performance and robustness of our method on image

classification, time series classification and a novel approach to apply transfer learning

on the image classification domain.

1



2 Chapter 1 Context & Contributions

Contributions

The main contributions of this work are as follows:

Deep Cascade Learning

• Complexity advantages. The algorithm itself is capable of achieving similar

performance to traditional training while requiring a fraction of the time. As

opposed to end to end training, the computational cost decreases as the model

gets deeper.

• Performance. Our algorithm obtains competitive results with the state-of-the-art

when fine-tuning the network after cascading. However, there is a computational

cost associated with this fine-tuning.

• Applications. We show quantitative analysis on image classification using the

CIFAR benchmark dataset, which contains 10 or 100 classes in its two variants.

In addition, we quantify the performance of cascading 1D Convolutional Networks

on a multi-variate time series classification problem.

Cascade Transfer Learning

• Memory Complexity. Traditional transfer learning includes a fine-tuning stage

after training the classifier on the last layer. Our approach trains layer by layer

which only requires to store one block at the time drastically decreasing the com-

plexity of the training. This enables the users to apply transfer learning using less

hardware than the required to train the network on the base dataset.

• Performance. The algorithm generalizes better on multiple image classification

tasks for relatively small networks, and achieves competitive results on very deep

networks.

• Scalability. We tested our algorithm on five datasets and showed its applicability

to multiple target datasets.

• Resource Efficient Prediction. The algorithm yields several classifiers with

different accuracy. Early classifiers can be used to make predictions on ‘easy’

inputs, allowing the network to stop inference at mid stages.
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Thesis structure

The thesis is structured as follows:

Chapter 2 covers the literature on Deep Learning and neural networks. We discuss the

methodology of computer vision and signal processing in detail along with the most

successful architectures to date. The Chapter starts with early approaches on neu-

ral networks including perceptrons and MLPs, and goes through state-of-the-art deep

learning models with dense and residual connections [45]. We also revise temporal neural

networks that are applied to time series data.

Chapter 3 explores the literature on layer wise training. The section includes the Cas-

cade Correlation algorithm [28] which presents an early approach to progressively train

multi-layer perceptrons. Additionally, we explore other recent approaches to iteratively

learn layers using unsupervised algorithms [48, 68]. Finally, we discuss a very powerful

architecture to progressively increase the size of a convolutional generative model for

image generation [61].

Chapter 4 presents the approach and shows quantitative analysis of our Deep Cascade

Learning algorithm on two image classification tasks. The algorithm shares advantageous

properties with other layer-wise approaches while being executed on state-of-the-art

network architectures.

Chapter 5 analyses a novel transfer learning approach where pretrained layers are se-

quentially adapted using a cascade-like algorithm. We show competitive results on three

target datasets and use ImageNet dataset from the Large Scale Visual Recognition Com-

petition [109] (ILSVRC) as the base dataset. Cascade Transfer Learning (CTL) yields

complexity advantages and allows applying transfer learning on any pretrained network

without increasing the memory requirements. The algorithm is most successful on very

deep networks. For CTL, depth is not correlated with the required training memory,

as opposed to traditional fine-tuned transfer learning. Additionally, CTL can find the

stage at which the network transfers the features better to the target dataset.

Chapter 6 discusses networks for Human Activity Recognition (HAR). This problem

includes sensor data, and can be seen as a multivariate time series classification problem.

We present results on residual networks for HAR on three datasets. In addition, we show

that Deep Cascade Learning is scalable to 1D Residual Networks and is not limited to

2D CNNs.

Chapter 7 summarizes the studies and findings developed during this thesis. Finally, we

discuss future work covering layer wise training, as well as potential scalability of our

algorithms to other applications.
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Publications

• Published Paper at IEEE Transactions on Neural Networks and Learning Systems.

Deep Cascade Learning.

Enrique S Marquez, Jonathon S Hare, and Mahesan Niranjan. Deep cascade learn-

ing. IEEE Transactions on Neural Networks and Learning Systems, 2018



Chapter 2

Deep Learning

Deep Learning can be seen as a set of machine learning methods that allow training deep

neural networks successfully. A deep neural networks (DNN) is such model that cannot

be naively trained with only backpropagation. Further regularisation and optimisation

methods have to be included in order to improve generalisation of DNNs. In addition,

GPU acceleration and automatic differentiation has allowed deep networks to learn from

large scale complex data. Before the deep learning breakthrough, neural networks were

outperformed by traditional approaches (e.g SVMs, Random Forest) due to their poor

scalability to larger problems and lack of understanding.

Rosenblatt [106] successfully developed the first artificial neuron called the Percep-

tron [106]. This artificial neuron holds some properties that are still applicable to

modern neural networks. However, some ideas did not catch up and were discarded

by subsequent studies. Such ideas include training multi-layer perceptrons (MLP) with

a fixed randomized early layers, because of lack of knowledge on how to update these

early weights. The single perceptron was limited to its linear boundary, thus, making it

impossible to learn non-linear functions, such as the XOR function [87]. The Backprop-

agation algorithm was presented as a way of learning multiple perceptrons by updating

the weights using its derivatives and the chain rule [107]. This learning procedure greatly

boosted the capabilities of neural networks, which enabled them to learn more complex

functions. Besides training a stack of perceptrons end to end, Fahlman and Lebiere [28]

presented an adaptive architecture to iteratively train multiple perceptrons. This ‘Cas-

cade Correlation’ algorithm includes several techniques with similarities across modern

deep learning. Nevertheless, neural networks were computationally expensive with com-

plex hidden mechanics; for this reason, they were put aside by the community and were

taken over by statistical approaches to machine learning.

Improvements in neural network architectures were still been made after MLPs were

developed. In the computer vision field, Fukushima [33] presents the Neocognitron,

an artificial neural network inspired by discoveries on the visual primary cortex. The

5



6 Chapter 2 Deep Learning

Neocognitron presented a few concepts that were then applied into more robust visual

networks, such concepts include feature integration and receptive field. Subsequently,

LeCun et al. [71] proposed the first Convolutional Neural Network (CNN) named LeNet-

5. The architecture contributed key concepts that are applicable to modern state-of-the-

art CNNs, such as weight sharing, and downsampling. After LeNet-5, the community

followed a standard pipeline of classifying handcrafted features to tackle vision problems

due to the complexity of CNNs, which made almost impossible to train on large scale

datasets.

Similarly, the community explored the possibility of using recurrent units to capture

temporal patterns in the data [86]. Recurrent Neural Networks (RNNs) allows artificial

neurons to process sequences of inputs, hence, extracting temporal information from

the input sequences. Hochreiter and Schmidhuber [49] presented the Long short term

memory (LSTM), which is an architecture to hold or forget information across the time

axis. LSTMs showed better performance on several tasks by extracting short and long

patterns. This improvement enabled recurrent architectures to overcome vanilla RNNs.

Their applicability goes from handwriting recognition [39] to speech applications [74].

The decay in neural network research was a result of the training complexity of these net-

works. Recent developments in processing power and GPU acceleration has drastically

decreased the training time. Nowadays, these networks are not only computationally

feasible, but we are now capable of increasing the number of parameters to learn more

complex representations. In addition, with the digital revolution the availability of the

data has dramatically increased. The machine learning community can now gather

thousands of data points and iteratively train these networks using batch training.

Deep networks, however, still hold several drawbacks in contrast with traditional ma-

chine learning approaches (e.g SVM and Random Forest). One of the main criticisms

is the interpretability of the models. It is not straightforward to quantify the internal

mechanics of deep networks, which leaves the open question, how do deep networks actu-

ally learn representative features? For this reason the community has been researching

around understanding the “black box” that is deep learning. Shwartz-Ziv and Tishby

[113] conclude that DNN find efficient representations by approximating minimal suf-

ficient statistics in the sense of the information bottleneck. In addition, Lin et al. [75]

aims to unravel deep networks through physics by exploring frequently presented prop-

erties that are similar in both domains, such as symmetry, locality, compositionality,

and polynomial log-probability.

Besides the interpretability problem, deep networks suffer from degradation of the back-

propagated gradients. Vanishing gradients in early layers generates smaller updates of

weights, which do not allow the network to learn meaningful representations on early

stages [45]. To define the vanishing gradient problem, we make use of a small net-

work with four hidden layers. The parameters of this model are defined as: weights
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W = w1, w2, w3, w4 (for the purpose of this definition the shape/nature of the weights

is irrelevant), biases B = b1, b2, b3, b4, hidden layers outputs Z = z1, z2, z3, z4, the in-

puts to the hidden layers are defined as x1, x2, x3, x4 and final output y. Hence, we

can define the output of a layer as zi = f(wi, xi) + bi, where f is the function between

inputs and weights (e.g linear for dense layers, or convolutional for convolutional lay-

ers). zi is then evaluated using the predefined activation function σ. If we apply the

backpropagation using the chain rule to obtain the first hidden layer gradients we get,
∂y
∂w1

= σ′(z1)×w2 × σ′(z2)×w3 × σ′(z3)×w4 × σ′(z4)× ∂y
∂z4

. If we analyse the previous

equation we realise that to obtain the gradients of the first layer, we have to multiply the

derivative of the activation function σ several times. Hence, if σ′ < 1, the resulting value

of multiplying several number between 0 − 1 will be very small. In addition, the more

layers we use, the more multiplications are performed in the chain rule, and the smaller

the resulting value for early layers will be. This can be alleviated by using activation

functions with larger derivatives such as Rectified Linear Units [90] (further discussed in

later sections of this chapter). However, we can spot that to obtain ∂y
∂w1

it also has to be

included multiplications of the weights wi, which are very often initialised between 0−1.

This also has an effect on the vanishing gradient problem, thus changing the activation

function does not fully overcome this issue.

The training of deep networks has been optimized over the past few years, in order to

enhance their stability, performance, and complexity. The methodology includes:

• Regularization methods. In order to avoid overfitting the training data. Such

methods include: dropout [117], constraints to the loss function (e.g weight decay

and L1 norm [36]) and batch normalization [55].

• Complexity reduction. Methods to reduce training complexity such as batch

training [48, 67]; and methods to reduce the cost of inference after training, such

as pruning or binarizing the weights [100, 42].

• Optimization. The latest algorithms include optimization steps to speed up the

convergence of the network (e.g cross-entropy loss function for classification and

Adam optimizer [63]). These methods are further discussed on the next section.

• Initialization. Better initial weights leads to faster and more efficient convergence

[46]. We discuss this in more details in the next section.

• Architectures. The community has explored multiple architectures to learn bet-

ter representations. Most recently, residual connections have been a trend towards

better learning, we discuss this into depth in Section 2.2. This improvement is

developed as a way of circumventing the vanishing gradient problem.
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2.1 Relevant concepts & state-of-the-art in DL

In this section we discuss into detail several concepts used during this thesis. We describe

a set of commonly applied architectures as well as state-of-the-art methodology to train

these networks.

• Convolutional Neural Networks (CNNs). These models are motivated by

studies around animals visual cortex [53]. Neocognitron [33] was a first approach

to emulate the visual system. However, it failed to incorporate with key aspects of

the cortex, such as its hierarchical structure and translational invariance. LeCun

et al. [71] developed LeNet-5 as first successful CNN trained to classify handwriting

letters and digits. CNNs are feedforward networks in which the parameters are

filters or kernels instead of linear weights. Each filter produces one feature by

convolving it with the input. Theoretically the feature is translation invariant,

thus allowing the network to search for the same pattern across the spatial input.

The stack of convolutional layers is known as a feature extractor, often referred as

an encoder. The MLP on the last stage of the network is known as the classifier.

The model contains activation functions to learn non-linear features. AlexNet

[67] is a CNN architecture trained on GPUs, which made feasible the training

of these networks on large scale datasets. This architecture is further discussed

on the Section 2.2. The entire network is differentiable and can be trained using

backpropagation and Stochastic Gradient Descent (SGD) to minimize the loss

function.

• Recurrent Neural networks (RNNs). In some problems the patterns to capture

are not in the spatial domain, but rather in the temporal domain. Other appli-

cations of these networks may include sequence analysis and natural language

processing. RNNs aim to extract such patterns using recurrent units to “hold”

information from previous inputs. This recurrent procedure contains an internal

state to process sequence of inputs, hence, preserving or forgetting features from

past data. The vanilla RNN [129] is known to be capable of finding short term

patterns. For the case when long term dependencies are necessary, Hochreiter

and Schmidhuber [49] presents the Long Short Term Memory Networks (LSTMs).

Derivatives of LSTMs, such as Gated Recurrent Unit(GRU) [15], have been ex-

plored extensively in the literature. These networks have produced state-of-the-art

results on speech [1, 64] and text [119] problems. RNNs are less parallelisable than

CNNs, computationally more complex, and not easily compressed [5].

• Regularization. In Deep Learning there are several techniques to avoid over-

fitting. Srivastava et al. [117] developed Dropout to prevent deep networks from

overfitting the training data. It is a simple yet powerful method which is applied

to the training routine. On every iteration of training, dropout “deactivates” some
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units in the specified stage with a fixed probability (typically p = 0.5). By apply-

ing this, the network not only prevents complex co-adaptations on the training set,

but also decreases the variance (high variance induces is reflected as overfitting the

training set) by emulating an average of smaller sub-networks. Many years ear-

lier, Fahlman and Lebiere [28] mentioned an insight to dropout when applying the

cascade correlation algorithm, and stated that their algorithm generalized better

when ignoring some weights during training. Constraints to the loss function, such

as l1 (which induces sparsity and feature selection) and l2 norm are also applicable

as regularization methods. Moreover, Batch Normalization [55] decreases the co-

variance shift of the features by learning a normalization function at intermediate

stages of the network.

• Rectified Linear Activation Function. ReLU [90], in the machine learning

context, is an activation function motivated to address the vanishing gradient

problem. This is as a result of the derivative of the function ReLU, which is 1. In

addition, computing its function and derivative is computationally more efficient

than traditional activations, such as Sigmoid and hyperbolic tangent. However,

ReLU still holds a “dying units” problem, where neurons are often driven to in-

active states and cannot be brought back due to its zero gradient to the left of

the zero [18]. Several approaches have been used to avoid having dead neurons

on early stages of the training algorithm. Leaky ReLU [80] uses small slope on

the negative axis of the function, this allows inactive neurons to be back to acti-

vate state since its derivative has a small value instead of zero. Other activation

functions based on ReLU have been proposed as ways of better feature learning.

For example, Parametric ReLU [46] uses a similar method as Leaky ReLU, the

main difference remains in the slope, which is adaptively learnt and included in

the backpropagation algorithm. Equations 2.1, 2.2, 2.3 show the mathematical

operation of ReLU, Leaky ReLU (a is fixed) and PReLU (λ is learnt).

ReLU(x) = max(0, x) (2.1)

LeakyReLU(x) = max(x, ax) (2.2)

PReLU(x) = max(x, λx) (2.3)

• Optimization and loss functions. Convergence of deep networks can be a

complex problem and might require several forward passes of the data. In order

to speed up training and ensure convergence, the community has developed op-

timization algorithms. Popular approaches include adaptive learning rates which

consider the first and second moments of the gradients [27, 63, 134]. Depending

on the problem, the loss function can be adapted to further enhance the training.
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For example, on multi-class datasets one might apply a näıve loss function, such

as Mean Square Error, however, using a Softmax function with CrossEntropy loss

may squash the output into a probability vector and more rapidly find a minimum

with desirable properties.

• Initialization. Arbitrarily initializing the weights can damage the network’s con-

vergence. Recent developments have found correlation between the number of

parameters in the model and its ‘ideal’ initialization. He et al. [46] compares mul-

tiple initialization methods and presents a novel method to randomly initialise the

weights from a fix distribution. Kaiming’s initialization [46] considers the activa-

tion function of the network, for ReLU networks they concluded that the weights

should be initialised from a Gaussian distribution with zero mean and
√

2/nl stan-

dard deviation, where nl represents the number of parameters of layer l. These

methodology has been recently adapted to modern deep learning networks, al-

though, its motivation comes from early studies in initialising neural networks

2.2 Deep Learning for Computer Vision

CNNs have achieved state-of-the-art results on multiple visual learning tasks. Such

tasks include image/object classification [67, 45], object detection [121], biometrics [122],

segmentation [78], and medical image processing [62]. This breakthrough comes from

training networks from scratch, as well as transferring the feature extractor from one

large scale dataset to a less complex domain [67, 132]. This is known as transfer learning

and is explained into details in later sections.

The convolution operator is defined as yij =
∑k

a=0

∑k
b=0w

t
abx(i+a)(j+b) where yij is the

output value at index i and j, w is the (for most computer vision cases) square filter

with size k, and x is the input image. For multichannel cases (e.g RGB images, three

channels with C = 3), the filters are multidimensional with shape (C, k, k) and can be

unravelled as a linear combination of multiple 2D filters to generate a single feature map

per multidimensional filter. In order to generate more than one feature, the layer may

contain several multidimensional filters, hence the shape of the convolutional weights

of a layer is defined as (N,C, k, k) where N is the number of “3D” filters to be learnt.

The operation does not work on the whole input like in fully connected layers, instead

it computes the operation on one fixed sized region of the image (receptive field) at the

time using shared parameters. This generates robust translational invariant features,

but does not allow these features to capture patterns at multiple scales. Thus, to make

it more robust to scale, pooling operators are often used to downsample the features and

learn filters at multiple scales. Commonly used pooling operators include Max Pooling,

which takes the values of highly activated neurons and discards those with low activation

value; and Average Pooling, which takes the average of the activations. Both use a
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sliding window approach on fixed receptive field with a constant step (stride). Other

pooling operators have been proposed to tackle different issues in the learning of features

[37, 44]. Recent architectures do not use pooling operators, instead the downsampling

can be learnt by a strided convolution [116]. It is intuitive to think that learning the

downsampling function would be more beneficial than having a fixed operator, however,

it adds some extra parameters to the network. The input to these layers are usually

padded with zeros to preserve the dimensionality. Batch normalization is also included

into the set of learnable layers of the CNNs. It aims to decrease the variance of the hidden

features (covariance shift) by learning normalization parameters (mean and standard

deviation) at mid stages of the network. Nevertheless, CNNs architectures might not

use all the techniques listed, but a subset of them. Features are flattened on the last

stage of the feature extractor in order to connect the classification device, which is often

an MLP to make the network differentiable end to end.

LeNet-5 [71] introduces key concepts to train CNNs. It contains two convolutional

layers with kernels of size (6, 1, 5, 5) and (16, 6, 5, 5) and downsample operations (2 by

2 average pooling) after every convolutional layer. The classification on that model is

performed by two fully connected layers with 120 and 84 neurons each. After LeNet-5,

the community followed more traditional approaches to tackle vision problems. This

decay in CNN research was a result of the complexity of the training of these networks.

Figure 2.1: AlexNet CNN applied to ImageNet, input image RGB 224 × 224 and
outputs the class. C1-5 are convolutional layers. C1, C2, and C5 have MaxPooling
layers after the convolutions. The dimensionaly of the filters are: C1 96 × 11 × 11
(channels, rows, and columns of filter), C2 256× 5× 5, C3 384× 3× 3, C4 384× 3× 3,

and C5 256× 3× 3.

The breakthrough of CNNs came with AlexNet [67] in 2012. Krizhevsky et al. [67]

introduced a setup to train CNNs with GPU acceleration with a set of methods to

reduce overfitting. They applied a CNN to the ImageNet challenge, which is a large

scale visual classification competition containing 1.5M images and is further explained

in Section 2.2.3. AlexNet won the 2012 ImageNet competition by a margin of 8% top-5

classification accuracy (see Section 2.2.2 for details on the metric). The algorithm in

second place extracted SIFT descriptors using Fisher vectors and classified them with

Support Vector Machines (SVMs) [110]. The network included dropout on the layers of
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Figure 2.2: Inception modules used in GoogLeNet. (left) Naive approach, computa-
tionally untraceable, (right) Bottleneck approach with layers to reduce the dimension-

ality of the feature maps. Figure taken from the original paper [120].

the classifier, which helped avoid the network overfitting the training data. Dropout also

increases the number of epochs necessary to train the models. In addition, ReLU was

applied in every hidden layer as well as Softmax on the output layer. MaxPooling was

introduced under this context to downsample the data after every convolution. Data

Augmentation was included in Alex’s Net methodology to generate more images from

the raw data [17]. Their implementation included rotation, mirroring, and shifting, and

it allowed them to perform it at zero computational cost by performing the augmentation

in parallel with the training algorithm. Figure 2.1 illustrates AlexNet as a block diagram.

The community developed several architectures around AlexNet in order to learn better

representations and boost generalization. Multiple contributions are listed chronologi-

cally as follows:

• GoogLeNet [120]. September 2014: Winner of 2014 ImageNet challenge. This

model is based on the sequential concatenation of inception modules. Each module

contains a stack of filters with multiple size (k = 1, 3, 5) to extract features at

multiple scales. The inputs are padded in order to preserve dimensionality and to

enable the concatenation of multi-scale features. The complexity of the network

became an issue, hence, they applied a bottleneck structure using 1×1 convolutions

to compress the number of feature maps and make the model computationally

feasible. Figure 2.2 shows the inception module diagrams used in GoogLeNet. The

architecture also contains multiple output blocks at different stages to increase the

magnitude of the gradient on early layers. GoogLeNet is made of nine inception

modules and three output blocks on the 3rd, 6th, and last module of the network.

During testing, they adopted an aggressive cropping approach resulting in 144

crops per testing image. This testing procedure does not boost generalization but

decreases false positives, which ultimately increases accuracy.

• The All Convolutional Neural Network [116]. April 2015. In contrast with

previous models, The All CNN used small 3×3 filters and made the downsampling

learnable by using strided convolutions. The classifier contains 1× 1 convolutions
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with average pooling and softmax activation. Removing the fully connected layers

drastically reduces the parameters of the network. The novel idea was also later

applied to segmentation problems [79]. They achieved competitive performance

on three image classification datasets. In addition, the hidden representations can

easily be visualized by inverting the data flow of the CNN. This is possible due to

the fact that the model is fully convolutional.

• Visual geometry Group Network [114]. (VGG) April 2015. Similar to the All

CNN, the VGG Net applies 3× 3 convolutions but uses MaxPooling as downsam-

pling operator. Simonyan and Zisserman [114] present several models with 11 to

19 layers. The classification structure was taken from AlexNet, which contains two

fully connected layers with 4096 neurons each. In their augmentation procedure

they also used random cropping which is extensively used nowadays [45, 51]. Pre-

vious architectures contain 2-3 downsampling operators, meaning that the network

holds 2-3 spatial dimensions. Therefore, one of the main achievements of the VGG

nets was training deep CNNs with five resolutions. Thus, enabling the network to

generate more scale invariant features, yet again confirming the importance of hi-

erarchical depth to learn visual representations. The complexity of the network is

greater than previous nets due to its number of parameters. Although, it requires

fewer iterations to converge due to implicit regularization given by small filters.

Figure 2.3 summarizes the VGG network structure.

Figure 2.3: VGG-19 CNN applied to ImageNet with 16 convolutional and two fully
connected layers, input image RGB 224x224 and outputs the class probabilities. C1-16
are convolutional layers. After every block of convolutional layers, there is a MaxPooling
layer. The dimensionaly of the filters are: C1-2 64x11x11 (channels, rows, and columns
of filter), C3-4 128x3x3, C5-8 256x3x3, C9-12 512x3x3, and C13-16 512x3x3. The

activation of all the hidden neurons is ReLu, and of the output layer softmax.

• Residual networks [45, 47] (ResNets) Dec 2015. These models take benefits

from residual connections, which adds skip connections that propagates the fea-

tures from the previous hidden layer to the current hidden layer. In Figure 2.4 this

residual connection is represented as the function id. The community has widely

used residual connections to learn better representations at early stages of the

networks. ResNets have yielded state-of-the-art results on multiple visual tasks.



14 Chapter 2 Deep Learning

These models directly alleviate the vanishing gradient problem by appending a

skip connection between the input and outputs of the residual blocks. The net-

work is built by sequential concatenation of residual blocks (ResBlocks) instead of

convolutional layers. Each (original) ResBlock contains two convolutional layers,

batch normalization, ReLU activation, and most importantly an identity mapping

layer to merge the previous features to the output of the ResBlock. Figure 2.4 illus-

trates the ResBlock diagram presented in the original paper. Later studies showed

empirical results using multiple ResBlocks, such as dropout and pre-activation

ResBlocks. Their models contain from 52 to 1000+ layers and won the ImageNet

competition 2015. In order to train deeper networks, they adopted the protocols

of GoogLeNet to reduce the number feature maps, thus allowing them to train

networks as deep as 1000+ layers. However, the performance decreased when us-

ing very deep models, which suggests that the vanishing gradient problem is not

actually solved. In addition, Veit et al. [125] suggests that ResNets are simply an

ensemble of shallower networks, which then raises uncertainty on the actual need

for depth in ResNets. An additional procedure to decrease the number of parame-

ters was changing the classification layers to follow The All CNN structure (global

average pooling and softmax). The majority of recently developed architectures

utilise residual connections.

Figure 2.4: Residual block diagram presented in [45]. It contains two convolutional
layers, batch normalization, and activation functions. The input is propagated using
the identity mapping function id. The figure was adapted from the original paper [52].

• Stochastic Depth Networks [52]. March 2016. The limits of depth were pushed

by using the stochastic depth protocol during training. Huang et al. [52] suc-

cessfully trained very deep ResNets (1200+ layers) using a generalized version of

dropout by ‘deactivating’ layers instead of neurons. During training, the depth of

the network changes by randomly deactivating several ResBlocks. For testing and

inference, the inputs are evaluated using the whole network. In theory, applying

this procedure should further alleviate the vanishing gradient problem given that

the magnitude of the gradient remains unchanged on deactivated layers.

• Fractal Networks [70] May 2017. Larsson et al. [70] present a model with multi-

ple paths or branches to bypass one or more ResBlocks. It uses a simple expansion

rule to increase the depth of the network. The architecture holds a structural



Chapter 2 Deep Learning 15

layout which are precisely truncated fractals. During training, a FractalNet ran-

domly changes its topology and connections, which has some similarities with the

Stochastic Depth procedure [52]. It is important to mention that when randomly

disabling connections, there has to exist at least one path that connects input

with output layer. These models benefit from “drop-path” regularization, which

deactivates certain paths of the network during training. They tested FractalNets

for image classification on three datasets and obtained results comparable with the

state-of-the-art. In FractalNets time complexity is proportional to depth, however,

going deeper does not impair accuracy.

• Densely Connected Networks [51] July 2017. Using ResNets as foundation,

this architecture includes more than one residual connection. In fact, it appends

direct connections between any two layers within the same resolution (same size of

feature map). Instead of adding the previous input, this model reuses features from

early layers by concatenating them on later layers. Applying this successfully leads

to an increase on performance in comparisons with standard ResNets. Ultimately,

the concatenation of feature maps increases the complexity of the network by a

high factor, which is mainly dependent on the number of layers per resolution

rather than raw depth.

Most CNNs architectures are tested on image classification problems on benchmark

datasets. However, these networks have been successfully applied to other computer

vision problems. Some applications include: biometrics, such as face identification [122],

which can now be performed on smartphones with a high accuracy; semantic segmen-

tation [137], for example, segmenting objects or roads, which has helped to develop

self-driving vehicles; medical imaging analysis [62, 130, 88, 24], in order to assist spe-

cialists in the read of scans.

Dilated CNNs. Traditional Convolutional layers apply the operation on adjacent

pixels. This enables the network to find spatial patterns with a fixed size. In or-

der to extract bigger spatial patterns, the networks tend to downsample the images.

We defined the convolution operator (using squared filters) in section 2.2 as yij =∑k
a=0

∑k
b=0w

t
abx(i+a)(j+b), adding dilation increases the steps a and b by the dilation fac-

tor (d). The dilated convolutional operation then becomes yij =
∑k

a=0

∑k
b=0w

t
abx(i+a∗d)(j+b∗d).

For example, applying a convolution with kernel size of k× k on the original image will

find patterns with scale k×k, however, applying the same operation on the downsampled

image (downsample by 2) would extract patterns at 2k × 2k. This is useful to extract

information at multiple scales, but there is a decay of information when applying this

operation due to compression loss.

In order to overcome this, the community tends to use Dilated Convolutions. Figure

2.5 compares dilated and non dilated architectures, and shows the dimensionality of the

features at every stage. It essentially contains the same amount of parameters as the
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traditional convolution, with the difference that the kernel uses a receptive field with

gaps accordingly to the size of the dilation. Increasing the dilation enables the network

to see ‘bigger’ receptive fields and avoids the need to downsample the image. This,

however, generates an increase in the memory required for training since the spatial size

of the features are the same as the original image across the entire network. Yu et al.

[133] explores the effectiveness of dilated CNNs for the tasks of object localization, image

classification, and semantic segmentation. They directly show that dilated networks can

outperform its non-dilated counterparts on specific tasks where spatial information is

crucial. Such idea has been successfully applied in medical image segmentation [130, 88,

24].

Figure 2.5: Comparison between CNNs, dilated (bottom) and traditional (top). d
represents degree of dilation, c number of initial channels, w and h width and height
respectively. Commonly used approach downsamples the features after several convolu-
tions. Spatial size is preserved for the Dilated CNN. Figure extracted from the Dilated

Residual Networks paper [133].

2.2.1 Transfer Learning

When data collection or availability becomes a problem, transfer learning can allow us to

boost the performance by preliminary learning a feature extractor from a similar problem

domain, often referred to as base or source dataset (large dataset). The dataset to apply

transfer learning to is often addressed as target dataset (smaller dataset). Torrey and

Shavlik [124] discuss several transfer learning techniques without using deep networks.

These methods can be listed as follows:

Inductive transfer. The technique involves adjusting the inductive bias of the model

trained on the base dataset. Thus, narrowing the hypothesis space, limiting the possible

models, or remove search steps when transferring the model. In addition, inductive trans-

fer also covers transferring Bayesian models. Multiple approaches have been explored
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to transfer Bayesian learning methods. The traditional method involves computing the

prior distribution on the source dataset, to then be considered in the Bayesian model

developed for the target dataset [22, 85]. Another inductive transfer method includes

hierarchical learning. In this case, models from multiple simple tasks are combined to

generalize better in a more complex task. For example, Taylor et al. [123] propose a

hierarchical learning based on tasks difficulty. Each task is scored and sorted based on

difficulty. The model then learns ‘easy’ tasks first to obtain better results in the most

complex task.

Transfer in Reinforcement Learning. In this case, an agent is in charged of per-

forming actions given the state of the environment [115, 135]. These actions can alter

the current state and obtain rewards. The global idea involves learning a policy to per-

form actions and maximize the cumulative reward. These models may require several

iterations before learning a reasonable policy; hence, transfer learning in this setting

is applied to mostly decrease the number of iterations required. These algorithms can

be divided into: starting point methods, which involve training a model using a base

dataset and using it as starting point for the target task; imitation methods, which al-

low the target model to use the policy learnt from the source dataset, which ultimately

affects the updates on the target policy; hierarchical methods, which use the tasks on

the base dataset as a building block for learning the target’s policy.

In Deep Learning, transfer learning is applied by learning a deep network on the base

dataset to then reuse the feature extractor as initialiser to train on the target dataset.

For example, a common approach to transfer learning involves learning a deep network

from simulated (generated) data before training on fixed real data [112]. This enables

faster convergence and better generalization, and as we know simulated data is labelled

for free. In the past, the idea of transferring the feature extractor using unsupervised

learning methods was explored, for example, sharing a bag of visual words [12, 99]. It

is important to mention that in all transfer learning tasks, the base dataset has to have

similarities with the target dataset, otherwise transferring features will not boost the

learning of the target dataset [65].

Several problems in computer vision are constrained by the amount of data. In order to

tackle this issue, the community has adopted a transfer learning procedure to first learn a

discriminative representation from a large scale dataset [103, 83, 62] . The methodology

for transfer learning is divided into two stages, the first stage uses a base or source

dataset and the second stage the dataset of interest or target dataset. Firstly, any

CNN architecture is trained on the base dataset, typically ImageNet due to its sparsity

(given the amount of labels) and size. Generalizing on ImageNet yields to a robust

feature extractor, thus, features that can generalize to 1000 classes classification problem

can potentially be used to generalize in other datasets with similar properties. The

second stage propagates the images through the pre-trained feature extractor in order to

generate robust feature vectors for the target dataset. The features can then be classified
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using any machine learning algorithm. Commonly, MLPs are selected as classifier to

make the network differentiable and allow fine-tuning of the complete network after

training the classifier.

Given both base and target datasets, transfer learning problems can be split in two

scenarios. The first problem includes having different inputs, often just a different di-

mensionality (it could be the case where input images are fundamentally different), which

is tackled by resizing and cropping. Secondly, targets are different in both datasets. In

Deep Learning for computer vision, both scenarios are typically presented; hence labels

and feature space are different. The problem is then summarized to empirically quan-

tify to which extend both statements are true. This is done by executing the transfer

learning algorithm and measuring generalization on the target dataset.

Kim et al. [62] use a “bridge” dataset to co-adapt the pre-trained network to a similar

space as the target dataset. For example, training on ImageNet to then fine-tune on

X-Ray images, to then transfer the features to prostate cancer detection using X-Rays

imaging. Yosinski et al. [132] explores transfer learning in depth by analysing the features

at multiple stages of the feature extractor. Transfer learning has also been applied as an

encoder decoder structure, where the pre-trained network is fixed as starting encoder.

Besides image classification from a large scale dataset to a smaller target dataset, the

community has used pre-trained networks for other useful applications. One widely ex-

plored application has been semantic segmentation, which uses a pre-trained networks

to compute representative feature maps of the images to segment [137, 103, 101]. These

segmentation networks typically are divided into two stages; an encoding part to cap-

ture representative information from the input image (transferred representations); and,

a decoding stage to target the segmentation mask. Moreover, image style transfer tech-

niques aim to use sparse representations to capture the semantics of a “style” image and

transfer it to a content image, thus generating an image that combines both content and

style [35, 34]. In biometrics, transferred representations can be used as starting points

to learn further more discriminative soft-biometric feature vectors [84].

These methods fpr transfering features are also applicable in other deep learning fields.

For example, in Natural Language Processing, transfer learning has been applied to

create a multi-lingual translation machine [58]. This methodology takes advantage of

datasets with big corpora (e.g English documents) to learn better representations for a

different language with less data.

2.2.2 Metrics performance

In computer vision, the type of metric is dependent on the problem to be tackled and the

dataset. For classification tasks the community typically uses top-1 and top-5 accuracy,

where top-1 compares ground truth with most likely class prediction; and top-5 compares
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against the five predictions with the highest probability. When considering imbalance

datasets, typically two methodologies are applied to measure performance. The first

approach is to use weighted F1 score, which considers the class imbalanced. This metric

is further explored in Chapter 6. The second approach includes using a mean-per-class

metric, where predictions are normalized accordingly to the number of samples per class.

If the imbalance of the dataset is not considered, the results can be misleading and a

biased or overfitted network might be overlooked.

Besides these metrics, we often utilise the loss value (of both training and validation set)

as training indicator. Again, the loss function to use depends entirely on the nature of

the problem. For classification tasks, cross-entropy or mean squared error are often the

functions of choice [67, 114, 45]. For object localization, mean Average Precision (mAP)

has been widely applied to evaluate models. It computes the average of the precisions at

different recall values, in other words, it considers the predicted position of objects and

the overlapping area to determine whether the object was detected correctly. In addition,

Lin et al. [76] present Focal Loss, which aims to learn more from hard examples and

avoids the model from overfitting on easy negatives. State-of-the-art image generation

is evaluated using an inception model (GoogLeNet) to do inference on the generated

images [7]. If the generated image fools GoogLeNet, an accumulator is increased; thus,

providing accuracy numbers based on how many times GoogLeNet was fooled by the

generator.

The loss function is selected depending on the nature of the targets. In multi-label

classification tasks the community often uses Cross-Entropy loss. This function can be

expressed as −
∑L

c=1 yo,c log(ŷo,c), where c is the class index, L the number of classes,

o the observation index, y represents the target, and ŷ the prediction. Using this loss

function for classification tasks has shown speed ups in comparison to other losses, such

as Mean Squared Error.

2.2.3 Datasets

State-of-the-art models are developed and tested on benchmark datasets. The following

datasets are widely used by the computer vision community to test classification models:

2.2.3.1 MNIST

MNIST is a well known hand written digit recognition dataset [72]. The data is splitted

into 60k images for the training set, and 5k images for the test set. The images are

binary (one channel per image), with a size of 28 × 28. Typically, this dataset is easy

to learn and it is used to generate early results. The labels are balanced and labelled

from zero to nine. A random subset of images from MNIST can be is shown on the left

of Figure 2.6.



20 Chapter 2 Deep Learning

Figure 2.6: Nine samples from two datasets. Left) MNIST Right) CIFAR. The images
were resized for proper visualization.

2.2.3.2 CIFAR-10/100

Tiny image classification dataset containing 60k images [66]. There are three datasets

extracted from CIFAR, they contain similar images and targets are 10, 20 or 100 labels.

These targets describe different objects, such as animals and vehicles. The input images

are RGB of size 32 × 32. Figure 2.6 shows random input samples from the CIFAR-10

dataset. In comparison with MNIST, this dataset is more complex given that the labels

are more sparse and less representative of the label.

2.2.3.3 ImageNet

Large scale image classification dataset containing 1.3M images for training and 0.1M

for testing [109]. In contrast with previously visited datasets, ImageNet contains RGB

images with multiple size from a range between 100 and 500 pixels per dimension. This

dataset is widely used in transfer learning given that it contains 1000 classes and models

can learn very robust representations. By generalizing on ImageNet, the network can

learn to generalize on similar domains to image classification. The metrics used are top-5

and top-1 accuracy to quantify performance on this dataset. Human performance on this

dataset oscillates around 5 ± 1% top-5 accuracy [46]. A random set of images selected

from ImageNet are shown in Figure 2.7. Since the ImageNet dataset was released, deep

networks have taken over the state-of-the-art. Figure 2.8 shows the performance of deep

architectures chronologically.
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Figure 2.7: Thirty-two random samples from the ImageNet dataset. The images were
resized for illustration purposes. Note that the images do not have the same size.

Figure 2.8: Results for the ImageNet large scale object detection competition on
chronological order. Deep Learning was first applied on 2012. The error has drastically

decreased since then given improvements on Deep Learning architectures.

2.3 Limitations of Deep Learning in Computer Vision

Even though deep learning has generated outstanding performance in computer vision

tasks, training networks can be a complex and inflexible procedure. Some drawbacks of

deep learning are listed as follows:
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• Time complexity. Training on the required amount of data can be computa-

tionally expensive due to the cost of propagating high dimensional inputs through

the network.

• Space complexity. The number of parameters of the network increases with

depth. Hence, the depth of the network is limited by the hardware. Compressing,

pruning, and binarizing the weights have been proposed to decrease the number

of parameters of the network [100, 42]. In addition, training these models re-

quires to store the feature maps at every stage of the network, which can be very

computational expensive when the images are high resolution.

• Vanishing gradient problem. Explored in detail in Chapter 4, it affects the

learning capabilities of early layers. Ideally, one would expect that by solving the

vanishing gradient problem, the performance should remain stable when appending

new layers to the architecture.

• Appending new targets. For some applications, it is imperative to preserve the

robustness of the network while learning a new label. This is particularly useful in

areas like biometrics, on which new subjects may be appended to the database at

any point. A commonly used approach involves using weak flexible algorithms (e.g.

KNN) with DL pre-trained features [122]. This would allow to use the flexibility

(of adding new labels) of the algorithm with robust deep representations.

• Data size. Networks tend to overfit when insufficient data is provided, this applies

to any deep network. Transfer Learning, as described previously in this chapter,

it is a solution that works in some cases when the base and target datasets have a

similar structure. Traditional approaches still outperform deep learning when the

amount of data is limited, thus, making deep learning inapplicable. In some cases

augmenting the data can help to generate more variants of the training dataset

and simulate an increase in the data size [67].

2.4 Deep Learning for Signal Processing

Multiple studies related to time series and speech have taken over the state-of-the-

art using deep learning. Signals have similar properties as images which enables the

community to share DL architectures between image and signal processing. Moreover,

the convolutional operator in computer vision includes a spatial component, while in this

section we elaborate around convolutions in the temporal domain (1D convolutions). The

filters are optimized to learn patterns between adjacent time components as opposed to

spatial patterns.
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ResNets and its derivatives have an equivalent architecture in the temporal domain [30].

However, there has been recent improvements with WaveNet [64] style nets, which in-

clude dilated temporal convolutions and multi-activation layers. The dilated convolu-

tional operator in signal processing is equivalent to performing a convolution at a lower

sampling frequency, allowing the network to find longer term patterns with the same

number of parameters. The dilated convolution operation in this setting is further dis-

cussed in Chapter 6. Kingma et al. [64] applies deep dilated networks with double

activation on multiple speech problems, such as speech recognition, text-to-speech, and

speech enhancement.

Traditional approaches to solve signal processing problems include classifying bespoke

features, such as Mel-frequency Cepstral Coefficients (MFCC), statistical features (me-

dian, mean, area under the signal), often including derivatives of these features. In

addition, traditional machine learning algorithms, including Support Vector Machines

(SVMs) and Random Forest, have been applied to separate these handcrafted features

[56]. In Chapter 6 we explore a Human Activity Recognition (HAR) problem. HAR

uses multi-sensor data that can be addressed as time series classification [138].

Networks in signal processing also make use of the convolutional operator, however it

differs in dimensionality with the operation applicable to computer vision. The convo-

lution is unidimensional and aims to extract temporal patterns. For this reason it is

frequently referred as temporal convolution. Figure 2.9 illustrates the temporal convo-

lution operator, the filters Cj are convolved with the input series to generate F feature

maps (feature signals).

Figure 2.9: Temporal convolution with D signals, window size of T , and F features.
The figure was adapted from [89].
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2.5 Time Series Classification

In this task the aim is to predict a label given some time dependent variables. For

example in forecasting, the goal is to successfully predict when an event is going to

happen given historical temporal data. Before Deep Learning, the state-of-the-art in

time series classification involved nearest neighbour (k-NN) and Dynamic Time Warping

(DTW) [8]. They key idea was generating invariant features which would be dependent

on the domain, e.g. invariant to warping. These robust features were robust enough

to be successfully classified by a simple KNN algorithm with a domain specific distant

measurement [8].

State-of-the-art models use feature learning instead of handcrafted domain specific fea-

tures. Wang et al. [127] perform preliminary tests on MLPs, and CNNs on 44 benchmark

datasets, and concluded that both architectures can provide competitive results. We be-

lieve CNNs should outperform MLPs in time series analysis, given that MLPs are not

desing to extract discriminative features across the time axis. Moreover, the receptive

field of CNNs is very limited, hence, dilated kernels enables them to find long term de-

pendencies that can potentially be weakly captured by the MLP. At this point, LSTMs

have shown better performance for this classification task [38].

Recently MLPs and LSTMs have been shown to be outperformed by Deep CNNs on for

time series classification [6]. Borovykh et al. [10] explore more complex CNN structures

and show state-of-the-art performance on predicting sequences.

2.6 Summary

In this chapter we discussed the literature necessary to fully comprehend the next chap-

ters. We discuss early approaches using neural networks as well as the training method-

ology carried out to learn meaningful representations. The chapter starts exploring the

single unit neural networks (perceptron), and further elaborate on state-of-the-art deep

models. In Section 2.1 we list, explain, and revise important deep learning concepts.

We then discuss Deep Learning in the computer vision setting, thus, revising modern

models and architectures applied on image classification tasks. Figure 2.8 illustrates

chronologically the performance of these state-of-the-art models. In addition, we work

around the limitations of deep learning, such as data availability, and some approaches

to overcome these limitations (e.g Transfer Learning). We briefly explore deep learning

for signal processing. Specifically, we review time series classification, which will be

further discussed and applied in Chapter 6.
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Layer wise training

In Chapter 2 we discussed the literature on deep learning. In addition, we covered

several disadvantages of fixed end to end training. We believe layer-wise training can

alleviate some of these disadvantages. Improvements are obtained as a consequence of

directly tackling the vanishing gradient problem, as well as better adaptability due to

the growing structure. Chapter 4 covers our layer by layer training algorithm which

generates complexity improvements of the network.

In this chapter we explore the literature on layer by layer training of neural networks,

from early approaches on stacking perceptrons, to more recent developments in image

generation.

3.1 Cascade Correlation

Fahlman and Lebiere [28] present an algorithm to iteratively train network of percep-

trons. This cascade architecture appends one unit (perceptron) per iteration. On each

iteration a new unit is learnt, while previously learnt units remain frozen. Once the

unit is appended to the system, the algorithm aims to maximize the magnitude of the

correlation between the most recent unit’s output and the residual error signal of the

network (see S in Equation 3.1). Considering Equation 3.1, Cascade Correlation aims

to maximize S given the error signal Eo, the features Vp (also referred to as patterns).

Ēo and V̄ represent the average over all units.

S =
∑
o

|
∑
p

(Vp − V̄ )(Ep,o − Ēo) | (3.1)

Details of the algorithm may vary depending on the application. In the particular case

of study, Fahlman and Lebiere [28] applied Cascade Correlation to a two spiral problem,

25
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which consists of 194 inputs with binary labels. The algorithm then can be written as

the following sequence of steps:

• The first iteration starts with a single neuron network. This small network is

trained until the error function plateaus

• Create several candidate units, and evaluate the performance of the network given

these candidates.

• Select the candidate with the maximum covariance between the unit’s output

Eo and the features already learnt V . Once the candidate unit is selected, it is

appended to the network and its parameters are frozen.

• Repeat the process of appending new units until the stopping criteria is reached

(e.g maximum number of iterations, or validation error cannot be improved).

Figure 3.1: Cascade Correlation Diagram. One unit has already been trained, boxes
connections are frozen, X connections belong to the current iteration and are trainable.

Figure adapted from the original paper [28]

This idea was one of the first approaches to “layer by layer” training. The units are

densely connected, which can be seen as appending residual connections between the

newly appended unit and previously learnt features. Unravelling a ResNet generates

a similar structure as Figure 3.1, which suggests the Cascade Correlation makes use

of residual connections during training [125]. In addition, Fahlman and Lebiere [28]

boosted Cascade Correlation’s performance by applying an early version of dropout to

deactivate frozen (already learnt) units during training, except that the already learnt

perceptrons are fixed, hence the vanishing gradient is irrelevant. The candidate units

may contain different activation functions. However, in the original paper they only use

pools of units with same activation function. They do mention the possibility of mixing

activation function in the network. Figure 3.1 shows the connectivity of the algorithm

for a Cascade Correlation network with one frozen unit.
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One of the achievements of this algorithm is to adaptively find the architecture of the

network and its connectivity pattern. By applying this type of layer-wise technique, one

may specify a stopping criterion to determine when to stop appending new units. This

is beneficial given that it reduces the amount of empirical tuning required to find the

optimal minimum in the error function. This method enables the possibility of training

deeper networks with limited resources, since the features can be cached at any point

in time given that the rest of the network is constant. At the end, the structure allow

us to have a trade of between time and space, which can be tuned accordingly to the

available resources. The Cascade Correlation algorithm was tested on the two spiral and

the n-input parity problem.

Inspired by this algorithm, we developed the Cascade Learning algorithm, which aims

to generalize advantages of Cascade Correlation to modern Deep Learning. This novel

algorithm is further explained on Chapter 4.

3.2 Adaptive architectures

In this section we briefly discuss a couple of adaptive architectures that followed up

Cascade Correlation. These models were developed prior deep learning.

3.2.1 Resource-Allocating Networks (RAN)

Platt [96] proposes RAN, which is an adaptive architecture that aims to append a

new computational unit whenever a new pattern is presented in the data. It resembles

a Radial Basis Function network (RBF), with the main difference that each stage is

trained sequentially in a layer-wise fashion. The model starts with no hidden units and

grows iteratively depending on the novelty of an observation. The output of a RAN is a

linear combination of the hidden units responses. Equation 3.2 shows the mechanics to

evaluate a RAN, where K is the current number of patterns, αk for k = 1 to K are the

weights of the layer (α0 is the bias), and φk represents the response of the hidden unit k

given the input x. The responses can be obtained by measuring the distance between the

existing patters uk and the input data (see Equation 3.3). The network decides to store

a new pattern uK+1 depending on its novelty, which can be computed by evaluating

two conditions. These conditions are dependent on thresholds εn (scale of resolution

in input space) and emin (minimum error to be achieved): (a) ||xn − unr|| > εn, input

vector has to be far away from the existing patterns; (b) en = yn − f(xn) > emin, error

between outputs and targets has to be more than the predefined error threshold. When

these conditions are not met, the network uses Leas Mean Squares (LMS) [128] gradient

descent to update the coefficients αk and the stored patterns uk and it does not append

a new unit to the model. These models showed efficiency and adaptability for the time

series prediction task.
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f(x) = α0 +
K∑
k=1

αkφk(x) (3.2)

φk(x) = exp
(
− 1

σ2k
||x− uk||2

)
(3.3)

Kadirkamanathan and Niranjan [60] propose RAN-EKF, which is an enhanced version

of the original RAN. The main contribution is the application of the extended Kalman

filter to update the weights instead of using LMS. The resulting network holds fewer

parameters, can obtain better performance when applied to a time series prediction

problem, and requires less time to converge.

3.2.2 Adaptive-Network-Based Fuzzy Inference (ANFIS)

Jang [57] proposes an adaptive architecture based on fuzzy inference that work as high-

level reasoning mechanisms. It also includes a neural network component that incorpo-

rate low-level reasoning. It sequentially tunes fuzzy if-then rules stated by human ex-

pertise. These rules are tuned using the learnable units, and they describe input-output

behaviour of the complex data. They directly compare their approach with Cascade

Correlation [28] even though is not an incremental adaptive architecture. Instead, it

starts with a fixed structure and it adapts based on a hybrid learning rule. Thus, this

model progressively removes units, which can be seen as a reverse layer-wise (unit-wise)

algorithm. For the purpose of this thesis, fuzzy logic is not considered. State-of-the-

art deep networks are more alike the networks generated by the Cascade Correlation

algorithm.

3.3 Deep Belief Networks (DBNs)

Hinton et al. [48] introduced a methodology to train deep multi-layer perceptrons. The

algorithm can be summarized in two stages: the first stage of unsupervised adaptation

of the weights using Restricted Boltzmann Machines (RBMs) [2] also referred in the

literature as autoencoders; and a second stage to fine-tuning in a supervised fashion to

co-adapt the features to the target class. The algorithm does not include an adaptation

criterion to determine how many layers to use. Instead, it requires the structure of the

network to be known before executing the algorithm.

Unsupervised pre-training. In this first stage, the algorithm initialises one hidden

layer h1 and aims to model the raw input to satisfying xi = h
(1)
i . For the next stage,

h
(1)
i is considered the visible layer and its parameters are frozen until the last stage of

the algorithm. For the next layer the “new data” is gathered by propagating the inputs
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through the frozen layer, thus obtaining a new input matrix h
(1)
i , hence the pseudo-

inputs would consist of features that approximations of the input data. Then the next

layer is trained using the same methodology to obtain a layer that satisfies h
(2)
i = h

(1)
i .

The stacking process is iteratively repeated until reaching the desired number of layers.

Each iteration can be seen as learning one autoencoder.

Fine-tuning. Once all the layers have been pre-trained, all the parameters are enabled

to minimize the error function between inputs and targets on the bottom of the network.

The minimization of the negative log likelihood is performed using supervised gradient

descent. This stage is often regularized using dropout and weight decay.

This algorithm enabled the training of deep networks without massively overfitting the

training data, and allowed neural networks to catch up with other machine learning

approaches. Bengio et al. [9] further explores these networks using empirical analysis.

They concluded that a greedy layer wise training mostly helps optimization by initialising

weights in a region near a good local minimum. In addition, they briefly explored a

supervised greedy layer wise algorithm, however, their conclusion suggests that a semi-

supervise layer-wise strategy can yield better performance of the overall DBN.

3.3.1 Convolutional DBNs (CDBN)

Similarly, Lee et al. [73] present an algorithm to sequentially pre-train CNNs using

convolutional RBMs. Once the feature extractor is trained, it computes an SVM to

classify these features. They showed how the features were learnt hierarchically and

generate more complex feature extractor on deep layers. In addition, they demonstrate

the effectiveness of max pooling to downsample the feature maps. Even though this

approach is mostly unsupervised, Convolutional DBNs (CDBN) perform better when

there is more labelled data, and yields competitive results when the data is limited.

3.4 Layer-wise training using kernel similarity

Kulkarni and Karande [68] present an algorithm to sequentially train layers of per-

ceptrons. The algorithm aims to maximize the distance between features of different

classes, and minimize the distance between features belonging to the same class. On

every iteration there is a new set of inputs propagated to the next layer defined as

Xk = tanh(Dk−1Wk), where Xk is the feature matrix at stage k, and Wk the weights of

the same stage. Before every gradient update, the algorithm also normalizes the features

to have zero mean and unit l2 norm. They showed comparable performance with tra-

ditional end to end training of MLPs on MNIST and CIFAR-10 datasets. In addition,

they performed a kernel analysis of these networks and showed better feature encoding
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than early approaches. Given that they train a layer at the time, this algorithm is less

computationally demanding than the alternatives.

3.5 AdaNet

Adaptive Structural Learning (AdaNet) progressively grows the size of the network.

Cortes et al. [20] explore this idea for Deep MLPs, and show a theoretical proof of

convergence. The algorithm starts by randomly generating several candidate structures

(subnetworks; not necessarily single layers), training such candidates using traditional

Stochastic Gradient Descent (SGD), and evaluating the given candidates. It then selects

the candidate that produces the smallest loss, appends it to the network and discards

the others. For the remaining iterations it performs a similar procedure: randomizing

candidates, training, evaluating, selecting. As opposed to DBNs, the connectivity in this

case is also randomized. It does not necessarily stack the subnetworks at the last stage of

the current network, instead, it can be the case where the randomized candidate connects

side by side with the existing units. The algorithm continues until the last iteration has

been reached or none of the candidates contribute to decreasing the loss. This pool of

subnetworks idea was explored first in the Cascade Correlation algorithm [28]. One of

the main advantages is the easy parallelisation of the training of subnetworks. Algorithm

3.5 summarizes these steps in pseudocode. The algorithm was compared with traditional

training of MLPs on paired subsets of CIFAR-10 (several binary classification problems).

The learnt topology of the network using AdaNet provides better performance than those

trained using grid search. Moreover, using grid search to find the ‘ideal’ topology of the

network can be computationally demanding. Finally, this idea can be generalized to

more complex architectures, such as CNNs and RNNs.

3.6 Progressive Generative Adversarial Networks (PGGANs)

Most recently, Karras et al. [61] trains generative model for super-resolution image

generation. PGGAN starts with tiny images and progressively stack convolutional layers

to both the generator (network in charge of generating the image) and discriminator

(network to evaluate the quality of the generated image) to smoothly adapt the network

to a higher resolution. In early resolutions, the generation of images is more stable due

to less class information and fewer modes [93]. Figure 3.2 shows the progressive growth

of the model, starting with a resolution of 8×8, and converging to a resolution of 1024×
1024. In other words, the model first learns large-scale structure (e.g context) to then

focus the attention on a greater level of detail. Training early iterations (low resolution

generation) is a simpler problem than training at full resolution (e.g 1024× 1024). This

was demonstrated given that the quality of the generated images decreases with smaller
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Algorithm 1 Pseudocode of AdaNet with two candidates. ft represents the network at
step t, w parameters of the network, Ft loss of the network, and ht selected candidate
at step t. The pseudocode was adapted from the original paper [20].

procedure AdaNet(X,Y, T ) . input data and number of iterations
2: f0 = 0 . Initialise model

for t = 0 : T do . Iterate from 0 to T
4: h, h′ ← GetRandomSubnetworks(ft1) . Initialise candidates

w ← minimize(Ft(w, h)) . SGD with first candidate
6: w′ ← minimize(Ft(w, h

′)) . SGD with second candidate
if Ft(w, h) ≤ Ft(w

′, h′) then . Select candidate
8: ht ← h

else
10: ht ← h′

end if
12: if F (wt−1) + w∗ < F (wt−1) then . Update net or stop if no improvement

ft−1 ← ft + w∗ht
14: else

return ft−1
16: end if

end for
18: return fT

end procedure

resolutions [93]. This layer wise training also provides time complexity advantages of

up to 2-6 times, since most iterations are executed at low resolution. As a result, the

algorithm is capable of generating images at 10242 resolution. They also proposed a

methodology to enable better convergence of the network by minimizing the conflict

between generator and discriminator. As opposed to the other layer-wise algorithms, a

progressive GAN grows the depth of both encoder and decoder of the generator, which

can be seen as the network progressively getting deeper at a higher rate.

Figure 3.2: Diagram illustrating the progressive growth of GANs. Both generator
and discriminator grow and duplicates resolution with each iteration. It starts with
small 8× 8 resolution, and finishes with 1024× 1024. Image adapted from the original

paper [61].
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The PGGANs were tested on CELEBA-HQ dataset, which is a high resolution version of

CELEBA [77]. This dataset was developed due to the size of the spatial dimensions of the

CELEBA datasets, and to fix inconsistencies that would induce noise into the network,

such as images containing more than one face. Additionally, the images were modified

to improve the overall quality. These modifications include a convolutional autoencoder

to remove JPEG artifacts in images [81], and an adversarial network trained to increase

the resolution of the image by 4. The faces are then cropped from the enhanced images.

This process was applied on all 202599 images. The dataset generation procedure also

included quantifying the image quality for the whole dataset and selecting the best 3000.

3.7 Summary

Through the chapter, we covered the literature on layer by layer training. Layer by layer

training has been applied and studied in the past. The main advantages of such train-

ing may include memory and time complexity (e.g Cascade Correlation, AdaNet), and

performance improvements (e.g DBNs, PGGANs). In addition, these layer-wise mod-

els often include adaptive hyperparameters, which reduces the effect of poorly choosing

these hyperparameters. The Chapter starts from early approaches applied to percep-

trons, and follows by more complex generative architectures. Some approaches include

unsupervised learning, such as RBMs and autoencoders. In the following chapter we

present our own supervised layer-wise algorithm with similar advantageous properties.



Chapter 4

Cascade Learning Architecture

for Deep Convolutional Neural

Networks

In this chapter, we propose a novel approach for efficient training of deep neural networks

in a bottom-up fashion using a layered structure. Our algorithm, which we refer to as

Deep Cascade Learning, is motivated by the Cascade Correlation approach of Fahlman

and Lebiere [28] who introduced it in the context of perceptrons and is further explained

in Chapter 3. We demonstrate our algorithm on networks of convolutional layers, though

its applicability is more general and can potentially be extended to other feedforward

architectures. In later chapters we evaluate this framework on two more settings, a

multi-sensor data problem, and in transfer learning.

Training of deep networks in a cascade directly circumvents the well-known vanishing

gradient problem by ensuring that the output is always close to the layer being trained.

We present empirical evaluations comparing our deep cascade training with standard

end to end training using back propagation of two convolutional neural network ar-

chitectures on benchmark image classification tasks (CIFAR-10 and CIFAR-100). In

addition, we show that our intuitions about gradient magnitudes are correct and then

investigate the features learned by the approach. We find that better, domain-specific,

feature representations are learned in early layers when compared to what is learned in

end to end training. Domain specific features at early layers might no be necessary to

obtain good generalisation of the overall model, however, this is useful for tasks were

early representations are used or transferred. The increase in robustness of the features

at early stages is partially attributable to the vanishing gradient problem which inhibits

early layer filters from changing significantly from their initial values. While both net-

works perform similarly overall, recognition accuracy increases progressively with each

added layer, with discriminative features learnt in every stage of the network, whereas

33
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in end to end training, no such systematic feature representation was observed. We also

show that such cascade training has significant computational and memory advantages

over end to end training, and can be used as a pre-training algorithm to obtain better

performance.

The reminder of the chapter is organized as follows. Section 4.1 explains the Cascade

Learning algorithm and analyses its advantages. Section 4.2 shows the results and discus-

sion of two experiments performed on two architectures. Finally, Section 4.3 summarizes

the findings, contributions, and potential further directions.

4.1 The Deep Cascade Learning Algorithm

In this section we describe the proposed Deep Cascade Learning algorithm and discuss

the computational advantages of training in a layer-wise manner. All the code used to

generate the results in this manuscript can be found in the GitHub repository available

at http://github.com/EnriqueSMarquez/CascadeLearning.

4.1.1 Algorithm description

As opposed to the cascade correlation algorithm, which sequentially trains perceptrons,

in Deep Cascade Learning we cascade layers of units. The proposed algorithm allows us

to train deep networks in a cascade-like, or bottom up layer-by-layer, manner. For the

purposes of this Chapter, we focus on convolutional neural networks architectures. The

deep cascade learning algorithm splits the network into its layers and trains each layer

one by one until all the layers in the input architecture have been trained, however,

if no architecture is given, one can use the cascade learning to train as many layers

as desired (e.g. until the validation error stabilizes). This training procedure allows

us to counter the vanishing gradient problem by forcing the network to learn features

correlated with the output on each and every layer. The training procedure can be

generalized as “several” single layer convolutional neural networks (sub-networks) that

interconnect and can be trained one at a time from the bottom up (see Figure 4.1). The

idea of incorporating more output heads is not new for the community, several layer-

wise algorithms take into consideration the use of output blocks at different stages of

the network. GoogLeNet [120] also makes use of multiple output heads, with the main

difference that the whole network is trained in an end to end fashion.

The algorithm takes as inputs the hyper-parameters of the training algorithm (e.g. op-

timizer, loss, epochs) and the model to train. Pseudocode of the Cascade Learning

procedure can be found in Algorithm 2, and will be referred to in further explanations

of the algorithm. Learning starts by taking the first layer of the model and connecting

it to the output with an ‘output block’ (line 9), which might be several dense layers

http://github.com/EnriqueSMarquez/CascadeLearning
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Figure 4.1: Overview of Deep Cascade Learning on a convolutional network with n

layers. Inputi is the tensor generated by propagating the images through the layers
up to and including Convi − 1. Training proceeds layer by layer; at each stage using
convolutional layer outputs as inputs to train the next layer. The features are flattened
before feeding them to the classification stage. In contrast with the cascade correlation
algorithm, the output block is discarded at the end of the iteration (see Algorithm 2),
and typically it contains a set of fully connected layers with non-linearities and dropout.

connected to the output [67, 114], or, as it is sometimes shown in the literature, an

average pooling layer and the output layer with an activation function [116]. The out-

put block specifications are chosen based on the task and architecture to use. Training

using standard backpropagation then commences (using the pre-supplied parameters;

see the loop in line 11) to learn weights for the first model layer (and the weights for

the output block). Once the weights of the first layer have converged, the second layer

can be learned by connecting it to an output block (with the same form as for the first

layer, but potentially different dimensionality), and training it against the outputs with

pseudo-inputs created by forward propagating the actual inputs through the (fixed) first

layer. This process can then repeat until all layers have been learned. At each stage

the pseudo-inputs are generated by propagating the actual inputs forward through all

the previously trained layers. It should be noted that once a layers’ weights have been

learned, they are fixed for the training of all subsequent layers. Figure 4.1 gives a

graphical overview of the entire process.

Most hyper-parameters in the algorithm remain the same across each layer, however we

have found it beneficial to dynamically increase the number of learning epochs as we get

deeper into the network. Additionally, we start training the initial layers with orders of

magnitude fewer epochs than we would if training end to end. The rationale for this

is that each sub-network fits the data faster than the end to end model and we do not

want to overfit the data, specially at in the lower layers. Overfitting in the lower layers
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Algorithm 2 Pseudocode of Cascade Learning adapted from the Cascade Correlation
algorithm [25]. Training is performed in batches, hence every epoch is performed by
doing backpropagation through all the batches of the data.

procedure Cascade Learning(layers, η, epochs, epochsUpdate, out)
2: Inputs layers : model layers parameters (loss function, activation, regulariza-

tion, number of filters, size of filters, stride)
η : Learning rate

4: epochs : starting number of epochs
k : epochs update constant

6: out : output block specifications
Output W : L layers with wl trained weights per layer

8: for layerl = 1 : L do . Cascading through trainable layers
Init layerl and connect output block

10: il ← epochs+ k × layerl
for i = 0; i++; i < il do . Loop through data il times

12: wnew
l ← wold

l − η∇J(wl) . Update weights of layer l by gradient descent
if V alidation error plateaus then

14: η ← η/10 . Change learning rate if update criteria is satisfied
end if

16: end for
Disconnect output block and get new inputs

18: end for
end procedure

would severely hamper the generalisation ability of later layers. In our experiments we

have found that the number of epochs required to fit the data is dependent on the layer

index, if a layer requires i(epochs), the subsequent layer should require i(epochs) +k, where

k is a constant whose value is set dependent on the dataset. This hyperparameter (k)

can be chosen empirically by executing the algorithm in a small subset of the data.

A particular advantage of such cascaded training is that the backward propagated gra-

dient is not diminished by hidden layers as happens in the end to end training. This is

because every trainable layer is immediately adjacent to the output block. In essence,

this should help the network obtain more robust representations at every layer. In

Section 4.2 we demonstrate this by comparing confusion matrices at different layers of

networks trained using Deep Cascade Learning and standard end to end backpropaga-

tion. The other advantage, as we demonstrate in the following subsections, is that the

complexity of learning is reduced over end to end learning, both in terms of training

time and memory.

4.1.2 Cascade Learning as supervised pre-training algorithm

A particular appeal of deep neural networks is pre-training the weights to obtain a

better initialization, and further achieve a better minimum. Starting from the work of

Hinton et. al on Deep Belief Networks [48], unsupervised learning has been considered
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in the past as effective pre-training, initializing the weights which are then improved in

a supervised learning setting. While this was a great motivation, recent architectures

[46, 45, 70], however, have ignored this and focused on pure supervised learning with

random initialization.

Deep Cascade Learning can be used to initialize the filters in a CNN and diminish the

impact of the vanishing gradient problem. After the weights have been pre-trained using

Deep Cascade Learning, the network is tuned using traditional end to end training (both

stages are supervised). When applying this procedure it is imperative to re-initialize the

output block after pre-training the network, otherwise the network would rapidly reach

the sub-optimal minimum obtained by the cascade learning. This does not provide

better performance in terms of accuracy. In later sections we discuss how this technique

may lead the network to better generalization.

4.1.3 Time Complexity

In a convolutional neural network the time complexity of the convolutional layers is:

O

(
d∑

l=1

nl−1 s
2
l nl m

2
l i

)
, (4.1)

where i is the number of training iterations, l is the layer index, d is the number of

layers, n is the number of filters, s and m is the size of the input and output (spatial

size) respectively1 [43].

Training a convolutional neural network using the Deep Cascade Learning algorithm

changes the time complexity as follows:

O

(
d∑

l=1

nl−1 s
2
l nl m

2
l il

)
, (4.2)

where il represents the number of training iterations for the l-th layer. The main differ-

ence between the equations is the number of epochs for every layer, in Equation 4.1 i is

constant while in Equation 4.2 depends on the layer index. Note in this analysis, we have

purposefully ignored the cost of performing the forward passes to compute the pseudo-

inputs as this is essentially ‘free’ if the algorithm is implemented in two threads (see

below). The number of iterations in the cascade algorithm depends on the dataset and

the model architecture. The algorithm proportionally increases the number of epochs

on every iteration since the early layers must not be overfit, while later layers should be

1Note that this is the time complexity of a single forward pass; training increases this by a constant
factor of about 3.
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trained to more closely fit the data. In practice, as shown in the simulations (Section

4.2), one can choose each il such that i1 << i and iL ≤ i, and obtain almost equivalent

performance to the end to end trained network in a much shorter period of time. If∑d
l=1 il = i, the time complexity of both training algorithms is the same, noting that

improvements coming from caching the pseudo-inputs are not considered.

There are two main ways of implementing the algorithm. The best and most efficient

approach is by saving the pseudo-inputs on disk once they have been computed; in order

to compute the pseudo-inputs for the next layer one only has to forward propagate the

cached pseudo-inputs through a single layer. An alternate, naive, approach would be to

implement the algorithm using two threads (or two GPUs), with one thread using the

already trained layers to generate the pseudo-inputs on demand, and the other thread

training the current layer. The disadvantage of this is that it would require the input

to be forward propagated on each iteration. The first approach can further decrease the

runtime of the algorithm and the memory required to train the model at the expense of

disk space used for storing cached pseudo-inputs.

4.1.4 Space complexity

When considering the space complexity and memory usage of a network, we have to

consider both the number of parameters of the model, and also the amount of data that

needs to be in memory in order to perform training of those parameters. In standard

end to end backpropagation, intermediary results (e.g. response maps from convolutional

layers and vectors from dense layers) need to be stored for an iteration of backpropaga-

tion. With modern hardware and optimisers (based on variants of mini-batch stochastic

gradient descent) we usually consider batches of data being used for the training, so the

amount of intermediary data at each layer is multiplied by the batch size.

Aside from offline storage for caching pseudo-inputs and storing trained weights, the

cascade algorithm only requires that the weights of a single model layer, the output

block weights, and the pseudo-inputs of the current training batch are stored in RAM

(on the CPU or GPU) at any one time. This potentially allows memory to be used much

more effectively and allows models to be trained whose weights exceed the amount of

available memory, however this is drastically affected by the choice of output block

architecture, and also the depth and overall architecture of the network in question.

To explore this further, consider the parameter and data complexity of a VGG-style [114]

network of different depths (this model is explained in detail in Chapter 2. Assume that

we can grow the depth in the same way as going between the VGG-16 and VGG-19

models in the original paper by [114] (note we are considering Model D in the original

paper to be VGG-16 and Model E to be VGG-19), whereby to generate the next deeper

architecture we add an additional convolutional layer to the last three blocks of similarly
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model parameters data storage total

VGG-16 13.9M 32K 14.2M
VGG-19 19.1M 338K 19.5M
VGG-22 24.5M 364K 24.8M
VGG-25 29.8M 391K 30.2M
VGG-28 35.1M 418K 35.5M

Table 4.1: Storage required of end to end training of various depths of VGG style
networks. The number of parameters increases with depth. The data storage units of

the training depends on the computational precision.

trainable layer # parameters data storage total

1 33.6M 69K 33.7M
2 8.6M 132K 8.6M

Pooling

3 16.9M 50K 17.0M
4 4.5M 66K 4.6M

Pooling

5 8.8M 25K 8.8M
6 2.8M 25K 2.9M

. . .

Table 4.2: Storage required of cascade training of various layers of a VGG style
network. The number of parameters decreases with depth. The data storage units of

the training depends on the computational precision.

sized convolutions. This process allows us to define models VGG-22, VGG-25, VGG-

28, etc. The number of parameters and training memory complexity of these models

is shown in Table 4.1. Results in this table were computed on the assumption of a

batch size of 1, input size of 32× 32, and the output block (last 3 fully-connected/dense

layers) consisting of 512, 256 and 10 units respectively. The remainder of the model

matches the description in the original paper [114], with blocks of 64, 128, 256, and 512

convolutional filters with a spatial size of 3 × 3 and the relevant max-pooling between

blocks. For simplicity, we assume the convolutional filters are zero-padded so the size of

the input does not diminish.

The key point to note from Table 4.1 is that as the model gets bigger, the amount

of memory required, both for parameters and for data storage, of end to end training

increases linearly. With our proposed cascade learning approach, this is not the case;

the total memory requirements is purely a function of the most complex cascaded sub-

network (network trained in one iteration of the cascade learning). In the case of all the

above VGG-style networks, this happens very early on in the cascading process. More

specifically this happens when cascading the second layer, as can be seen in Table 4.2.

The Table illustrates that after the second layer (or more concretely after the first max-

pooling) the storage requirements of subsequent iterations of cascading reduces. The

assumption in computing the numbers in this table is that the output blocks mirrored

those of the end to end training and had 512, 256 and 10 units respectively.
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If we consider Tables 4.1 and 4.2 together, we can see with the architectures in question

that for smaller networks the end to end training will use less memory (although it is

slower), whilst for deeper networks the cascading algorithm will require less peak memory

and providing training time reductions. Given that the bulk of the space complexity for

cascading comes as a result of the potentially massive number of trainable parameters

in connecting the feature maps from the early convolutional layers to the first layer of

output block, an obvious question is could we change the output block specification to

reduce the space complexity for these layers? Experiments described in Section 4.2.1.1

explore the effect of reduced complexity output blocks on overall network classification

performance.

4.2 Experiments

Our first experiment is performed on a less complex backpropagation problem and not

on a CNN as explained in Section 4.1. We decided to execute this experiment to quickly

determine the efficiency of Deep Cascade Learning. In this case we have chosen a

small three hidden layer Multi-Layer Perceptron (MLP) applied to the flattened MNIST

dataset. The results show that this algorithm is feasible and can obtain competitive

generalization in early stages of the network with small improvements. This was a

preliminary experiment, details can be found in the github repository.

To demonstrate the effectiveness of the Deep Cascade Learning algorithm, we apply it to

two widely known architectures: a ‘VGG-style’ network [114], and the ‘All CNN’ [116].

We have chosen these architectures for several reasons. Firstly, they are still extensively

used in the computer vision community, and secondly, they inspired state-of-the-art

architectures, such as ResNets [45] and FractalNets [70]. Explicitly, the VGG net shows

how small filters (3 × 3) can capture patterns at different scales. This is enabled by

downsampling the images multiple times after sets of convolutions. The All CNN gave

the idea of performing the subsampling with an extra convolutional layer rather than a

pooling layer, and performs the classification using global average pooling and a dense

layer to diminish the complexity of the network. The representations learned in each

layer through end to end training are compared to the ones generated by Deep Cascade

Learning. We compare our algorithm with an end to end model. The end to end model

is trained using the standard procedure, and then we use the already learnt filters to

train classifiers at every stage of the network (note that these filters are fixed given that

they were learnt using end to end training). The training parameters of the models

remain as similar as possible to make a fair comparison.

The learning rates in both experiments are diminished when the validation error plateaus.

We evaluate the validation error after each epoch to determine whether the learning rate

should be changed. More specifically, we use a mean-window approach that computes
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Figure 4.2: Time and depth comparison between Deep Cascade Learning, end to end,
and pretrained using Deep Cascade Learning (see section 4.2.2.2 for details and results
on pretraining using cascade learning). Multiple VGG networks were executed within
a range of, (left) starting number of epochs (10-100) , (right) depth (3,6,9). Black
pentagons represent runs executing the naive approach for both Cascade Learning and
the pretraining stage. Solid blue dots represent optimal run, which caches the pseudo-

inputs after every iteration.

the average of the last five epochs and the last ten epochs, and if the difference is nega-

tive then the learning rate is decreased by a factor of ten. The size of the window was

tuned for the cascade learning only; if this approach is used in other training procedures

it might be necessary to increase the size of the window.

The increase in the number of epochs in the cascade algorithm varies depending on

the dataset. We performed experiments with an initial number of epochs ranging from

ten to one hundred without any real change in the overall result, hence ten epochs as

starting point is the most convenient. In all the experiments presented here, every layer

iteration initialises a new output block, which in this case consists of two dense layers

with ReLU activation [90]. The number of neurons in the first layer will depend on the

dimensionality of the input vector, it may vary between 64 to 512 units, the second layer
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contains half as many units as in the first layer. The final layer uses softmax activation

and 10 or 100 units depending on the dataset, which results into an output block with

three learnable fully connected layers. We did not observe major improvements by

connecting a more complex output block, we illustrate this in Table 4.3.

4.2.1 Datasets

We have performed experiments using the CIFAR-10 and CIFAR-100 [66] image classifi-

cation datasets, which have 10 and 100 target labels respectively. Both datasets contain

60k RGB 32 × 32 images split in three sets: 45k images for training, 5k images for

validation, and 10k images for testing. In our experiments the datasets were normalized

and whitened [67], however we performed no further data augmentation, following the

procedure in AlexNet [67] and the Stochastic Depth paper [52].

4.2.1.1 CIFAR-10

VGG-style networks

We performed empirical evaluations on the weight decay and learning rate for Deep Cas-

cade Learning. We took into consideration the fact that sub-models are single convolu-

tional layer, which tend to easily overfit the data. Hence, tuning these two parameters

was crucial to ensure convergence. In addition, we applied stochastic gradient descent

with a starting learning rate of 0.01, and weight decay of 0.001. These values might

still be suboptimal and further tuning could slightly improve performance. Our VGG

implementation model contains six convolutional layers, starting with 128 3 × 3 filters

and duplicating them after a MaxPooling layer. The initial weights remained the same

in the networks trained by the two approaches to make the convergence comparable.

Space complexity and output block specifications. In order to test the memory

complexity of this network we must take into account the output block specification.

Specifically, we must consider the first fully connected layer, which in most networks

contains the largest number of trainable parameters, particularly when connected to an

early convolutional layer (see Section 4.1.4). On the first iteration of cascade learning,

the output is 128×32×32, hence, the number of neurons (n) in the first fully connected

layer must be small enough to avoid running out of memory but without jeopardising ro-

bustness in terms of predictive accuracy. We have performed an evaluation by cascading

this architecture with output blocks with a range of different parameter complexities.

Table 4.3 shows the number of parameters of every layer as well as the performance for

output blocks with first fully connected layer sizes of n = {64, 128, 256, 512}. In terms of

parameters, cascade learning for early iterations can require more space than the entire
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Training First output block unit count
Regime. Iter. 64 128 256 512

param. acc. param. acc. param. acc. param. acc.

CL

1 8.4e6 0.63 1.7e7 0.64 3.4e7 0.66 6.7e7 0.66
2 8.5e6 0.69 1.7e7 0.72 3.4e7 0.72 6.7e7 0.73
3 2.5e6 0.77 4.4e6 0.78 8.6e6 0.79 1.7e7 0.80
4 4.5e6 0.80 8.7e6 0.81 1.7e7 0.81 3.4e7 0.81
5 4.8e6 0.82 9.0e6 0.83 1.7e7 0.83 3.4e7 0.83
6 1.6e6 0.83 2.7e6 0.84 4.8e6 0.84 9.1e6 0.84

End to end 2.8e6 0.86 3.9e6 0.87 6.0e6 0.87 1.0e7 0.87

Table 4.3: Number of parameters comparison using different output block specifica-
tions. Shows the effect of using between 64 and 512 units in the first fully connected
layer (which is most correlated with the complexity). (Left) number of parameters,
(Right) validation accuracy. Bottom row shows the parameters complexity of the end
to end model. The increase in memory complexity on early stages can be naively re-
duced by decreasing the number of units of the fully connected layers. Potentially,
memory reduction techniques on the first fully connected layer are applicable at early

stages of the network. Later layers are less complex.

end to end network unless the overall model is deep. The impact of this disadvantage

can be overcome by choosing a smaller n, and as shown in Table 4.3, the decrease of

accuracy need not be particularly high when compared to the reduction in parameters

and saving of memory.

As shown in Table 4.3, reducing the number of units can efficiently diminish the pa-

rameters of the network. However, we argue that in cases where the input image is

massive, more advanced algorithms to counter the exploding number of parameters are

applicable, such as Tensorizing Neural Networks [92] and Hashed Nets [14]. Based on

the findings of these papers, applying those types of transformations to the first fully

connected layer should not affect the results.

Training time complexity and relationship with depth and starting number

of epochs. Equation 4.2 is dependent on the starting number of epochs il and its

proportionality with depth. In Figure 4.2 we explored the effect of the time complexity

by these two variables. To reproduce the left figure, several networks were cascaded

with il = [10, 30, 50, 70, 100]. The overall required time is not drastically affected by

il. For this particular experiment if il > 50, each iteration is more likely to be stopped

early due to overfitting. The right figure shows the results on a similar experiment with

varying network depth (d = [3, 6, 9]). Cascading shallow networks outperforms end to

end training in terms of time. The epochs update constant (k in Algorithm 2) should

be minimized on deeper networks to avoid an excessive overall number of epochs. Both

figures show the importance of caching the pseudo-inputs, the black pentagons (naive

run) are shifted to the right in relation to solid blue dots (enhanced run).
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Figure 4.3: Comparison of confusion matrices in a VGG network trained using the
cascade algorithm and the end to end training on CIFAR-10. First two layers of the
end to end training do not show correlation with the output. While accuracy increases
proportionally with the number of layer using the cascade learning, showing more stable

features at every stage of the network.

Figure 4.3 shows confusion matrices from both algorithms across the classifiers trained

on each layer. In this experiment we found that the features learnt using the cascade

algorithm are less noisy, and more correlated with the output in most stages of the

network. The results of the experiment show that the features learnt using the end to

end training in the first and second layer are not correlated with the output; in this

case the trained output block classifier always makes the same prediction. The third

layer starts building the robustness of the features with an accuracy of 67.2%, and the

peak is reached in the last layer with 85.6%. In contrast, with the cascade learning,

discriminative features are learnt on every layer of the network. At the third layer,

classes such as air plane and ship are strongly correlated with the features generated in

both cases. The end to end training mostly fails to generalize correctly in classes related

to animals.

Figure 4.4: Comparison of confusion matrices in a The All CNN network trained
using the cascade algorithm and the end to end training on CIFAR-10. Features learnt

by cascading the layers are less noisy, and more stable.

On every iteration of the cascade algorithm, the sub-networks have a tendency to overfit

the data. However, this is not entirely a problem since we only keep the convolutional

layer for the overall model, which can be seen as pruning the model and ultimately
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Figure 4.5: Visualization of the filters learnt in the first layer in both algorithms,
(top) cascade learning, (bottom) end to end training. Each patch corresponds to one
3 × 3 filter. Filters learnt using the Deep Cascade Learning show different, and more

clear, representations .

reducing overfitting of the overall model. This also avoids generating overfitted pseudo-

inputs for the next iteration, hence disconnecting the dense layers works as a matter of

regularisation.

One of the ways of determining if the vanishing gradient problem has been somehow

diminished is by observing the filters/weights on the first layer (the one most affected

by this issue). If the magnitude of the gradient in the first layer is small, then the

filters do not change much from their initialized values. Figure 4.5 shows the filters

learnt using both algorithms. The cascade algorithm learnt a range of different filters

with different orientation and frequency responses, while using an end to end training the

filters learnt are more redundant. Some filters in the end to end training are overlapping,

this generates a problem since the information that is being captured is redundant.

It is naive to assume the problem is alleviated because the filters on the cascade learning

are further apart from the initial filters. Hence, to complement the visualization of the

filters, we calculated the magnitude of the gradient after every mini-batch forward pass

on both cascade learning and end to end and plotted the results on Figure 4.6. For the

end to end training, the gradient was computed at every convolutional layer for all the

epochs. For the Deep Cascade Learning, the gradients were calculated on every iteration
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Figure 4.6: Magnitude of the gradient after every mini-batch forward pass on the
convolutional layers of the end to end training (bottom), and the concatenated gradients
of every Deep Cascade Learning (top) iteration. Vertical lines represent the start of a
new iteration. Curves were smoothed by averaging the gradients (of every batch) on

every epoch.

on the core correspondent convolutional layer. The curves are generated by averaging

the mini-batch gradients in each epoch.

In contrast with Deep Cascade Learning, the magnitudes of the gradients in end to end

training, on early layers, are substantially smaller than those on deeper layers. Overall,

the gradients are higher for the Deep Cascade Learning. In addition, it requires fewer

epochs with high updates on the weights to quickly fit the data on every iteration. With

end to end training the opposite occurs; it requires more epochs (because of the small

updates) to fit the data.

4.2.2 The All CNN

This architecture contains only convolutional layers, the downsampling is performed

by using a convolutional layer with stride of 2 rather than a pooling operation. It
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also performs the classification by downsampling the image until the dimensionality

of the output matches the targets. The All CNN paper [116] describes three model

architectures. We have performed our experiments using model C (deepest model in

[116]) which contains seven core convolutional layers, and four 1×1 convolutional layers

to perform the classification with an average pooling and softmax layers as the output

block. In the case where the output block contains an average pooling and a softmax

activation, each layer would learn the filters required to classify the data and not to

generate discriminative features. Hence, to make a fair comparison of the filters we have

changed the output block of the All CNN to three dense layers with softmax activation

at the end. In the All CNN report [116] it is stated that changing the output block may

result in a decrease in performance, however in this study we aim to widely compare

both algorithms at every stage, rather than just final classification result. The number of

parameters used when cascading this architecture varies between 2.7∗106 and 0.33∗106;

on the other hand the end to end training requires us to store 1.3 ∗ 106 parameters.

The All CNN, using an end to end training, learns better representations on early layers

than the VGG style net. The first convolutional layer achieves a performance of approx-

imately 20% by learning three classes at most. This can be observed in the confusion

matrix in Figure 4.4. In contrast with end to end training, the accuracy when cascading

this architecture progressively increases with iterations, learning discriminative repre-

sentations at every stage of the network going from 65% to 83.4%. It is important to

note that, during end to end training, layer five did not learn representative features.

However, this mysterious behaviour did not disturbed the accuracy on deeper layers.

Figure 4.7 compares the performance of both algorithms on each layer. The accuracy

in the cascade learning increases with the number of layers. In addition, the variance

of the performance is very low in comparison with the end to end. This is because it

forces the network to learn similar filters in every run, decreasing the impact of a poor

initialisation.

We have found that for a given iteration more than 50 epochs are not necessary to

achieve a reasonable level of accuracy without overfitting the data. Additionally, we

also tested the time complexity of this model within a range of starting epochs (similar

experiment in previous section). These experiments went from 10 starting epochs to 50

(epochs increase by ten on every iteration with a ceiling on 50). The elapsed time for

the All CNN model C is reduced by ∼ 2.5 regardless of the starting number of epochs.

4.2.2.1 CIFAR-100

Similarly to the previous experiments, we have tested how the cascade algorithm behaves

with a one-hundred class problem using the CIFAR-100 data set [66]. The experimental
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Figure 4.7: Performance on every layer on both architectures, (top) VGG, (bottom)
The All CNN. Cascade learning has a lower variance making the initialization less
relevant to the classification at each layer. It also shows a progressive increase in the

performance without the fluctuations presented in the end to end training.

settings remain the same as the previous section, and the main change to the model is

that the output layer now has 100 units to match the number of classes.

In a VGG-style network, the comparison between both algorithms is similar to a ten

class problem. In end to end training, the first two layers do not learn meaningful repre-

sentations, and each layer learns better features using the cascade algorithm. However,

the end to end training performs better by approximately 1% on the final classification.

In The All CNN Network, the features learnt in the end to end model remained more

stable than in CIFAR-10. Similarly to the previous experiment, the first four layers

were outperformed by the cascaded model. However, the end to end model had better

performance over by 3% and 6% on the last layers.
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1 2 3 4 5 6 7 Fine-Tune

VGG
CL 0.35 0.39 0.50 0.50 0.53 0.59 - 0.63
E-E 0.01 0.03 0.22 0.14 0.35 0.60 -

The
All CNN

CL 0.31 0.39 0.47 0.46 0.49 0.54 0.52 0.67
E-E 0.03 0.05 0.03 0.41 0.54 0.61 0.62

Table 4.4: Comparison of accuracy per layer using the cascade algorithm and end to
end training on CIFAR-100 in both architectures. Using the cascade learning outper-
forms almost all the layers in a VGG network, and almost achieves the same accuracy
in the final stage. The All CNN with an end to end training outperforms in the final
classification, however the first three layers do not learn strong correlations like when

using the cascade learning.
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Figure 4.8: Performance comparison on CIFAR-10 between pre-trained network and
random initialization, (left) VGG, (right) The All CNN. The step bumps in the Cascade
learning are generated due to the start of a new iteration or changes in the learning

rate.
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The results on a 100 class problem are arguably the same as in a ten class one. It is

noted that The All CNN Network, when trained end to end, can outperform the cascade

algorithm in the final classification but not in the early layers. In the VGG style network,

Deep Cascade Learning build more robust features in all the layers, except for the last

layer which had a difference of 1%. Table 4.4 shows a summary of the results on every

layer for both algorithms. Early robust representations are useful to perform early and

“quick” inference. In addition, these early layers may contain more information (given

the better performance) that can potentially be used to transfer features. However, it

does not improve accuracy in deeper stages. We can argue that this comes as a result

of early overfiting of Deep Cascade Learning due to domain specificity at early layers. I

4.2.2.2 Pre-training with cascade learning

In the experimental work described so far, the main advantages of cascade learning come

from: (a) reduced computation, albeit at the loss of test accuracy in comparison to end

to end training; and (b) a better representation at intermediate layers (multiple early

classifiers, and potentially transfer learning). We next sought to explore if the repre-

sentations learned by the computationally efficient cascading approach could form good

initialisation of end to end trained networks and achieve performance improvements.

The weights are initialised randomly. Then the procedure is divided into two stages:

firstly, we apply DCL to the from the bottom to the top of the network. We then

sequentially connect all the layers to obtain a full model. In the subsequent stage, the

network is fine-tuned using a backpropagation and stochastic gradient descent, similarly

to the end to end training. We applied this technique to both VGG style network and

The All CNN. For more details on the architectures refer to Section 4.2.1.1.

Figure 4.8 shows the difference in performance given random and cascade learning ini-

tialisation. The learning curves in the figure are for the VGG and The All CNN archi-

tectures trained on CIFAR-10. The improvements in testing accuracy varies between ∼2

to ∼ 3% for the experiments developed in this section. However, the most interesting

property comes as a consequence of the variation of the resulting weights after executing

the Deep Cascade Learning. As shown in the previous section, this variation is signifi-

cantly smaller in contrast with its end to end counterpart. Hence, the results obtained

after pre-initializing the network are more stable and less affected by poor initialization.

Results on Figure 4.2 show that even including the time of the tuning training stage,

the time complexity can be reduced if the correct parameters for the cascade learning

are chosen. It is important to mention that end to end training typically requires up to

250 epochs, while the tuning stage may only require a small fraction since the training

is stopped when the training accuracy reaches ∼ 0.999.
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The filters generated by Deep Cascade Learning are arguably overfitted (first layer typi-

cally achieves ∼ 60% on unseen data and ∼ 95% on training data) as opposed to the end

to end training, on which the filters are more likely to be close to their initialisation. By

pre-training with cascade learning, the network learns filters that are in between both

scenarios (under and overfitness), this behaviour can be spotted on Figure 4.9.

Figure 4.9: Filters on first layer for at different stages of the procedure on the VGG
network defined in the previous section. (top-left) initial random weights, (top-right)
end to end, (bottom-left) cascaded, (bottom-right) end to end trained network initial-

ized by cascade learning. The images were normalised and resized accordingly.

Figure 4.10 shows the test accuracy during training of a cascaded pre-trained VGG

model on CIFAR-100.

Figure 4.10: Performance comparison between pretrained network and random ini-
tialization on CIFAR-100 using a VGG network.
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4.3 Summary

In this Chapter we have proposed a new supervised learning algorithm to train deep

neural networks. We validate our technique by studying an image classification problem

on two widely used network architectures. The vanishing gradient problem is diminished

by our Deep Cascade Learning. This is as a result of decreasing intermediate layers of

every submodel, which ultimately allocates output blocks adjacent to the layer to train.

it is focused on learning more robust features and filters in early layers of the network. In

addition, the time complexity is reduced because it no longer needs to forward propagate

the data through the already trained layers on every epoch. In our experiments the

memory complexity is decreased by more than three times for the VGG style network

and four times for The All CNN. Standard end to end training has a high variance in

the performance, meaning that the initialization plays an important role in ensuring a

good minimum is reached by each layer. Deep Cascade Learning generates a more stable

output on every stage by learning similar representations at every run. In addition, the

Deep Cascade Learning algorithm has been demonstrated to scale to 10 and 100 class

problems, and shows improvements in the features that are learnt across the stages of

the network. Using this algorithm allows us to train deeper networks without the need

to store the entire network in memory.

As a summary of the findings of Deep Cascade Learning, we can conclude:

• Memory and training time reductions. Saving the pseudo-inputs of already trained

early layers can decrease memory and time during training. This avoid the need

of forward propagating across already trained layers.

• Early classifiers contain important information about the data and can be used to

make early predictions. Potentially, an ensemble model can be created by stacking

predictions at of all this multi-scaled classifiers.

• Given that early layers can also be used to perform a classification, early layers

could be included in the transfer learning field. This can potentially lead to more

transferable networks, where early layers might hold more information about the

target domain. This would not be the case for the end to end training.

• It has to be mentioned that this algorithm has been tested on very closely related

datasets. This gives us an intuition of its applicability, but it does not mean that

it is scalable to every machine learning field. We encourage the community to

make use of Deep Cascade Learning (or supervised greedy layer wise algorithms)

on multiple machine learning tasks. This could lead to increased scalability of

Deep Cascade Learning applications.
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It should be noted that our algorithm is not aimed at obtaining better performance

than standard approaches, but with significant reduction in the memory and time re-

quirements. We have shown that if improvements in generalization are expected, this

algorithm can be used as a pre-training algorithm technique.

There are many questions that are still yet to be answered. How deep can this algorithm

go without losing robustness? We believe that if the performance cannot be improved by

appending a new convolutional layer, l, it should at least be as good as in the previous

layer, l − 1, by learning filters that directly map the input to the output (filters with

1 in the centre, and zero in the borders). This might not happen because the layer

might quickly find a local minimum. This could be avoided with a different type of

initialization; most probably one specialised for this algorithm. In Deep ResNets [45],

the accuracy diminished when they went beyond 1200 layers, and hence the vanishing

gradient problem was not entirely circumvented. We believe this algorithm might be able

to go deeper without losing performance by partially overcoming the vanishing gradient

problem, learning “mapping” filters to maintain the features sparseness, and learn a

bigger set of high level features. In addition, Deep Cascade Learning has the potential

to find the number of layers required to fit a certain problem (adaptive architecture),

similarly to the Cascade Correlation [28], Infinite Restricted Boltzmann Machine [21],

and AdaNet [20].





Chapter 5

Cascade Transfer Learning

In Chapter 2 we discussed transfer learning as an approach to applying deep learning

when data availability is limited. In addition, Chapter 3 explores layer-wise training

methods for non transfer learning problems. In this chapter we discuss a novel approach

to transfer features from one dataset to another. This transfer learning technique shares

several similarities with the Deep Cascade Learning (see Chapter 4). Typically, transfer

learning is applied by using the feature extractor at the last stage of the pre-trained

network. This is assuming that the latest feature in the network holds the most in-

formation. We propose a framework to gradually learn transferable features across the

network. In addition, this approach also provides an insight to where in the network

features are most transferable to the target dataset. This can lead to a more efficient

and less complex network in comparison with traditional deep transfer learning.

The code used to generate the results of this Chapter can be found in http://github.

com/EnriqueSMarquez/CascadeTransferLearning

5.1 Background

Transfer learning has been explored to share features extractors across similar, yet dif-

ferent domains [22, 85]. The methodology commonly uses two datasets, a base dataset,

typically a balanced dataset (in order to obtain less biased machine learning algorithms)

with a large amount of data; and a target dataset, which may contain less data and

different labels. It is motivated by the robustness of the feature extractor, and the idea

that filters are reusable on objects with shared properties. Kim et al. [62] proposes a

framework to transfer features when the base and target datasets are not in a similar

space. Their framework uses a bridge dataset to adapt the feature extractor to a closer

space to the target dataset. This avoids losing generalization due to domain specificity.
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This is applicable when the base dataset is very different from the target dataset. Appli-

cations of transfer learning include, medical imaging [62], soft-biometric [83], semantic

segmentation [103], and were further discussed on Chapter 2.

Yosinski et al. [132] measures feature transferability between subsets of ImageNet [109].

As opposed to the typical approach where features are transferred at the last stage of the

network, they chopped the network at every stage and trained a dense layer to quantify

the robustness of the features as the network gets deeper. Therefore, measuring the

transferability of the features at every stage of the network. They concluded that fine-

tuning recovers co-adapted interactions between layers. Fine-tuning is a crucial step to

better transfer features regardless of the layer of the network on which it was chopped.

Kornblith et al. [65] tested 13 state-of-the-art models on 12 datasets. In their experimen-

tal setup they re-trained the last layer (classifier), and fine-tuned the feature extractor.

They concluded that better feature extractors for ImageNet yield better results on tar-

get datasets. This result is intuitive since the 12 datasets used have similarities to

ImageNet’s labels, hence, the generalization on the target dataset is proportional to

ImageNet.

5.2 Cascading pre-trained networks

In this section we propose a new algorithm that we call Cascade Transfer Learning

(CTL). We explain the algorithm, its complexity, and properties.

The CTL algorithm starts from the pre-trained network just like traditional transfer

learning. It then sequentially trains hidden layers of the network. Every iteration

requires an initialised classifier, hence, CTL outputs as many classifiers as layers trained

(iterations). This helps early layers to adapt to the target domain instead of fully

preserving the representations learnt through the base dataset. In addition, CTL aims

to determine at which stage the network comprises the most information about the

target domain. In our CTL executions, we start the algorithm at mid-stages of the

network to avoid losing key coarse representations of the base dataset. In addition,

the algorithm reuses early layers features (already trained features) by appending skip

connections from these stages to the layer to train. The rational behind these decisions

are explained in later sections when we explore the hyperparameters of this algorithm.

In Figure 5.1 we show the steps required to perform CTL. The diagram makes use of

a five layer ResNet (as illustration) and shows the flow of CTL. The algorithm starts

at the third residual block, and propagating one extra residual connection. On the first

stage, the model is trained end to end on the base dataset, in order to obtain the feature

extractor to transfer. Afterwards, CTL starts by training a module of the pre-trained

model, the algorithm can potentially start at any stage of the network. We evaluate the
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influence of the starting layer in later sections. On each iteration, the algorithm trains a

pre-trained residual block and discards/stores classifiers from previous iterations. These

extra residuals allow the network to progressively adapt each layer to the target domain

while preserving the synergy between the layers. This can be achieved by avoiding

overfitting early layers. A discussion on how to tackle overfitting of cascaded models

can be found in Chapter 4.

The algorithm has several similarities with Deep Cascade Learning. Firstly, it adapts

the pre-trained network layer by layer and freezes already trained layers. The cost of

propagating the inputs through already trained layers is equivalent to one forward pass

through the cascaded layers. If certain accuracy needs to be achieved while minimizing

resources, the algorithm can be stopped at any given stage of the network. CTL also uses

the same framework as Deep Cascade Learning, with the difference that the network

is initialised using pre-trained weights instead of random initialisation. Additionally,

techniques that are applicable within the CTL algorithm are also applicable to Deep

Cascade Learning. For example, the dimensionality reduction block to decrease the

number of parameters on each iteration could be applied in Deep Cascade Learning.

Ĥi = ReLU(wt
iHi + bi) (5.1)

y = Softmax
(
wt

cl

∑
i

Ĥi + bcl

)
(5.2)

We explored multiple approaches to combining the residual connections. Our first ap-

proach would concatenate the feature vectors from the residual connections and trains

the classifier on this complex feature, however, this leads to a linear increase in the num-

ber of parameters of the classifier. Figure 5.2 shows the chosen connectivity diagram

for one iteration of CTL, where Hn represents the features at stage n. To overcome the

dimensionality issue, we pool the features and connect a linear layer with an activation

function to reduce the dimensionality and match Hn. We then add these features to

obtain a single feature vector per input, which is later classified using an MLP with

softmax activation. If the network already contains residual connections, we start prop-

agating from Hn−2 to avoid redundancy in the features. Equations 5.1 and 5.2 illustrate

the logic to generate Hi, this dimensionality reduction/matching layer can be multi-

ple dense layers, or a single dense layer. Each branch contains its own classifier with

parameters wi (linear weights), bi (bias) and its evaluated using a ReLU activation.

The prediction y outputs a probability vector, and wcl, bcl the parameters of the clas-

sifier. In our experiments we have found that the dimensionality of Hi can be further

reduced by connecting a 1 × 1 convolutional layer before pooling. This does not affect

the performance of CTL.
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(a)

(b)

(c)

(d)

Figure 5.1: Diagram illustrating the steps of CTL. For simplicity, the diagram uses a
ResNet with five residual blocks, the algorithm starts at layer two, and on each iterations
in connects an extra residual. On the first stage of CTL (a), the chosen architecture is
trained end to end on the base dataset, thus, resulting in a model with learnt weights
on the base dataset. Then it iteratively cascades modules of the pre-trained model
while freezing previously cascaded layers (b), (c), and (d). Dashed boxes represent
frozen modules. On each iteration the classifier can be stored for later predictions or

discarded.

5.2.1 Algorithm Complexity

On each iteration the model trains a single classifier and residual block. The largest

fraction of the parameters reside in the classifier and fully connected layers. Their

complexity depends on the dimensionality of the features.

Following [82], the algorithm can be implemented in two ways depending on the hard-

ware, implementation, and framework flexibility. Naively, one can have the whole net-

work loaded on the device (typically GPU) and fix the required layers. Thus, there is

an additional cost of having the need to propagate through the network, however, the

gradients do not have to be stored. This implementation is more flexible and allows
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Figure 5.2: Model for iteration n of CTL including two residual connections. Hn

represents the hidden state at stage n. Previous hidden states are connected to learnable
MLPs to match the dimensionality Hn. The resulting vectors are then added together
to hold a single feature vector. The last stage takes this vector and classifies it using
a linear layer with softmax activation. The features can be spatially pooled before
each MLP to further reduce the complexity of the algorithm. The layers or blocks are

already pre-trained on the base dataset.

us to test different executions. The optimal algorithm caches the feature vectors at the

required stages and only loads the model and classifier that are trained on that iteration,

hence, the cost is reduced to only that of propagating through a residual block and its

classifier.

Depending on the implementation, the memory complexity of CTL can be minimized

to a fraction of its fine-tuned counterpart. Additionally, every classifier is trained to

generalize on the target domain. This generalization is increased as the network adapts

more layers. We can use early classifiers to do inference on ‘easy” (or far apart from the

boundaries) inputs and discard the need of propagating until the last layer. This can be

applied to minimize the hardware cost if false positives are not crucial.

The time complexity depends on the number of epochs required to fit the dataset for

both fine-tune network and CTL. Thus, we explore this empirically on later sections.

5.3 Algorithm Hyperparameters

Besides the training and network variables (e.g. learning rate, number of filters, mo-

mentum, weight decay), CTL contains two hyperparameters:

• The starting stage. The algorithm may start at any stage of the network, from layer

0 to layer n. However, as mentioned in the previous section, in our experiments

we concluded that cascading early layers can disturb the hierarchical structure

between layers. This ultimately affects the convergence of the network by forget-

ting important early representations. Yosinski et al. [132] further discusses this

behaviour and concludes that this issue can be alleviated by fine-tuning the model.
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However, our algorithm aims to avoid the need of fine-tuning the model. Taking

this into account, we start the algorithm half-way through the network.

• Residuals from previous layers. Potentially one could connect a residual connection

from every previous layer. This can increase the number of parameters drastically

as well as adding redundancy to the resulting feature vector.

We present a study on the influence of these hyperparameter in later sections.

5.4 Using early classifiers for resource efficiency

Resource efficient recognition has been widely addressed by the computer vision com-

munity. Jones and Viola [59] proposed an algorithm to efficiently discard false positives

using weak early classifiers. The idea was further explored using deep networks in the

Multi-Scale resource efficient network [50]. This network can classify ‘easy’ images at

early stages, and more complex images on later layers. The classifier to use directly

depends on a fixed uncertainty threshold, which is fixed by the programmer depending

on the performance of each classifiers.

Similarly, Cascade Transfer Learning learns a classifier per stage. We can stop the

inference if a prediction holds a greater probability than the fixed threshold. This

leads to a resource efficient network where inputs may not propagate through the entire

network, but exit at early stages.

5.5 Experimental Setup

In this section we discuss the datasets, models, and methodology applied on this chapter.

It is worth mentioning that the chosen datasets do not have enough images to train deep

networks from scratch, as doing so quickly overfits the data.

5.5.1 Datasets

Kornblith et al. [65] presents results of applying transfer learning on several datasets. For

simplicity, we only chose three of these datasets. The datasets were randomly selected

from [65] taking under consideration that one of the datasets had to be far apart from

the base dataset. The chosen datasets are described as follows:

• Caltech-102 [29]. Includes a total of 9144 images with 102 categories, such as

faces, animals, food, and vehicles. The dataset contains 40 to 800 images per
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class. There are no training or test set defined, hence in order to obtain similar

datasets as the literature, we show results on this dataset by performing 3-fold

cross-validation five times (defined as Repeated Stratified Crossvalidation). Split-

ting the data using this methodology yields training and test sets with 3060 and

6084 images respectively. Each fold of the evaluation method is balanced to de-

crease the variance of training. Considering the imbalance in classes, we test using

mean-per-class accuracy as otherwise the results are misleading.

• Flowers-102 [91]. Contains 102 classes of commonly encountered flowers in the

United Kingdom. Each label holds from 40 to 258 images. Nilsback and Zisser-

man [91] includes one split for test, training, and validation set. Similarly to the

Caltech-101 dataset, we tested using a mean-per-class accuracy metric to take into

account the imbalance of the dataset.

• Describable Texture Dataset (DTD) [16]. Consists of 5640 images with 47

labels inspired by human perception. The dataset is perfectly balanced with 120

images per class. Cimpoi et al. [16] include ten splits for training and test set. In

our experiments on this dataset, we train and test using all ten splits and average

the performance to obtain a more general metric. This dataset is less similar to

ImageNet which makes the transferred features less robust for the target dataset.

5.5.2 Models

Kornblith et al. [65] tested several pre-trained models and measured their feature trans-

ferability. We chose to test our algorithm on ResNets, given that their conclusions are

that ResNets are the best feature extractors to apply transfer learning on [65]. They

compare ResNets with several other architectures that are capable of obtaining a better

ImageNet top-1 accuracy. However, features learnt with ResNets include better trans-

ferability given that they outperform the remainder of the models on most of the studied

datasets [65]. Their conclusion was merely empirical and, even though was tested on

several datasets, can still be a biased conclusion. We can make use of their conclusion

given that we are using the same datasets.

We directly compare traditional transfer learning with CTL. Each iteration of CTL

trains one residual block. More specifically, we selected the pre-trained networks as

ResNet-34, ResNet-50, and ResNet-102 trained on ImageNet. This decision was made

out of simplicity, since these three networks can be fine-tuned in a single graphics card

(NVIDIA GTX 1080 used for experiments), whilst any deeper network requires at least

two devices to fine-tune.

ResNet-34 uses a basic residual block structure with two convolutional layer with a

kernel size of 3. In contrast, ResNets-50/101 require a bottleneck structure to reduce the

dimensionality of the block. The bottleneck residual block includes three convolutional
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layers, the first one with 1 × 1 convolutions and a decrease of the number of filter by

4. The second layer is a traditional 3 × 3 convolution similar to the ones used in the

basic block. Finally, the third layer expands back the number of filters by 4 with a

1 × 1 convolution. This technique is applied to reduce the complexity of the network

and enables the possibility of going deeper without drastically affect the number of

parameters.

The data to train on the base dataset is normalized, and the parameters (mean and

standard deviation) are stored. When transfer learning is applied, the data of the target

dataset is normalized accordingly to the normalization parameters used to pre-train the

network. If this normalization is not applied, the feature space of the target dataset

will be shifted from the ImageNet feature space, which will induce bias on the features.

Moreover, this normalization can be seen as reducing the covariance shift of the input

data from the target dataset to the base dataset.

5.6 Measuring transferability

In this section we compare our Cascade Transfer Learning algorithm with two commonly

used approaches for transfer learning: fine-tuning, by training the last classifier for

several epochs followed by unfreezing the encoder to tune the filters to the target domain.

By fine-tuning, ResNets have shown state-of-the-art results on transferring features. For

each dataset we tune the hyper parameters using the train and validation set. We then

execute runs with tuned hyperparameters on both training and validation set. The

testing is performed after the network has been trained, therefore we do not include

any early stopping. We believe that by sequentially decreasing the learning rate, the

network converges to a minimum and the accuracy on unseen data does not decrease.

Therefore, exiting this local minimum is not feasible for the model due the learning rate

at this point being is too small.

Both fine-tuning and CTL algorithms are trained using Stochastic Gradient Descent

(SGD) with momentum. Following the literature [65, 132], we constrain the cross-

entropy loss function with weight decay of 10e-4. For the fine-tuning case we trained the

classifier for 50 epochs, dropping the learning rate by a factor of ten at 30 and 45 epochs,

and trained the entire network for an additional 30 epochs with a similar learning rate

schedule at 15 and 25 epochs. Subsequently, we train each sub-network of the CTL for

30 epochs each, and decrease them by the same factor at 15 and 24 epochs. We did not

observe improvements when applying data augmentation to any of the datasets, hence,

all our results are shown without further augmenting the data. The batch size for all

the experiments is 32. These training hyperparameters were either empirically tuned or

taken from the literature of the pre-trained networks, more importantly, they remain

the same on both experiments to make a fair comparison.
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Figure 5.3: Accuracy comparison for ResNets-34/50/101 tested on the datasets of
study. Top curves represent CTL, bottom curves traditional fine-tuning transfer learn-

ing.

In our experiments we found that using two residuals from previous layers (layers Hn−3

and Hn−2) are enough to boost the performance of CTL. In addition, the learning rate is

divided by ten for the residual block in comparison to the classifier. This is because we

want the algorithm to quickly learn the classification while gradually learning a better

representation for the target dataset on early stages of the network. We have found that

if any given iteration of CTL is executed with high learning rate, the robustness of the

transferred features may be distorted, which leads to a drastic decrease in performance.

Table 5.6 compares our transfer learning algorithm with traditional fine-tuning. These

results are generated by applying cross-validation across the dataset. For the Caltech

dataset, we applied a balanced cross-validation to avoid generating splits with imbal-

anced classes. We applied 3-fold cross-validation five times in order to preserve the

number of samples ratio (training 25% and testing 75%) and generate a similar dataset

size that matches the literature. This yields a training set of 2040 images and a test

set of 6149 images. The Flowers-102 dataset provides specific validation and test splits.

Hence, we tuned the network using the both training and validation set, to then retrain

on both datasets and evaluate on the given test set. This procedure was performed

several times and the results were averaged. For the remaining texture dataset, we
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Caltech Flowers Texture

CL F-T CL F-T CL F-T

ResNet-34 0.90 0.89/0.92 0.89 0.88/0.93 0.67 0.63/0.7
ResNet-50 0.91 0.89/0.92 0.91 0.90/0.93 0.71 0.67/0.72
ResNet-101 0.92 0.90/0.93 0.91 0.90/0.93 0.71 0.66/0.72

Table 5.1: Performance comparison on test data of Cascade Transfer Learning and
fine-tuning Transfer Learning. Fine-tuning involves two stages, left column shows per-
formance of training the last classifier with the rest of the network frozen, right columns
shows after the network weights are tuned. The results are generated by applying cross-

validation

cross-validated using all ten given splits of the dataset. We then again, averaged the

results to obtain a more general performance.

It can be seen that CTL achieves competitive (within the standard deviation of the

models) results in comparison to fine-tuning the transferred network in an end to end

fashion. More importantly, our algorithm benefits from deeper networks without ad-

ditional memory requirements, this is further investigated in section 5.8. In addition,

results on the Texture dataset suggests that CTL is more successful on those target

datasets that are more different from the base dataset. The average performance vari-

ance is very small for both algorithms, we believe this is because there is not much

randomness in the algorithm since the initial weights are always the same.

Figure 5.3 shows the performance of ResNet-50 trained using CTL and fine-tuning at ev-

ery epoch. We can observe that early classifiers can converge to a competitive accuracy.

The use of residual connections allows learning better representations at every stage.

These plots suggest that a deeper feature does not necessarily mean a more transferable

feature. Hence, residual connections allow to propagate the transferability of the fea-

tures with each cascade iteration. Several experiments were performed without residual

connections, however, they were not as successful due to losing coarse representations.

In Figure 5.4 we can spot the decrease in performance when not appending residual

connections between cascaded layers. Considering Figure 5.3, we can also observe that

for all the datasets maximum performance might not be achieved at the last stage of

the network. Thus, CTL can find at which stage the features are best transferred. For

the specific datasets of study, the CTL trained models generalized better at stage 9,

8, 7 for Caltech-102, Flowers-102 and DTD respectively. The incremental performance

across layers is not observed when alone tuning a classifier at every stage of the net-

work. Yosinski et al. [132] discusses this behaviour, and they concluded that it is due to

representation specificity and fragile co-adaptation of features.
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5.7 Effect of the number of residuals & starting stage

In this section we evaluate how the hyperparameters of the algorithm affects its conver-

gence. The training parameters remained the same as in section 5.6. We did not perform

cross-validation due to the high time complexity of the experiment, which would require

15 crossvalidation runs over a parameters space of 6 on 3 datasets (15×6×3 = 270runs).

The following results are on validation data alone.

5.7.1 Number of residuals

For this experiment we fixed the starting stage at half of the network depth. We then

proceeded to execute CTL on ResNet-50 with different number of residuals and quanti-

fied performance at every iteration of CTL. It is worth mentioning that incorporating a

new residual requires a new MLP, which can increase the number of parameters.

The number of residuals is crucial to preserve the feature robustness across every layer.

Therefore, adding residuals avoids forgetting information from the base dataset. Figure

5.4 shows performance of training several ResNet-50’s with numbers of residuals from

0 to 6 on the datasets of study. The plots illustrate that worse performance is always

achieved when not including any additional residuals in the output block. In addi-

tion, appending many residuals yields a decrease in the performance for those datasets

more similar to ImageNet (Caltech-101 and Flowers-101), while different datasets (Tex-

ture) can benefit from the early coarse representations propagated through the residuals.

Given this analysis we can conclude that two residuals are sufficient to achieve good gen-

eralization without exponentially increasing the number of parameters.

As with the plots showed in previous sections, Figure 5.4 illustrates that greater gener-

alization may be achieved in mid-stages of the network and not from the bottom (last

stage) of the network. The red dots represent the performance at the last residual block

(n = 16), and they are sometimes outperformed by orange dots, which represent the

same metric at residual block 15 (n− 1).

5.7.2 Starting stage

The CTL algorithm can potentially be started at any stage of the network. We believe

that preserving early coarse representations is crucial to maximize the robustness of the

feature vectors. In this experiment we fixed the number of residuals to 2 and used the

same training methodology as in section 5.6. We then proceed to execute multiple runs

with different starting stages, from stage 3 to the last stage (16).

Without residuals, starting the algorithm at early stages generates a decrease in per-

formance. However, we can help the network avoid losing key coarse representations



66 Chapter 5 Cascade Transfer Learning

0 1 2 3 4 5 6
Number of residuals

0.70

0.75

0.80

0.85

0.90

Ac
cu

ra
cy

Calltech

0 1 2 3 4 5 6
Number of residuals

0.78

0.80

0.82

0.84

0.86

0.88

0.90

0.92

Ac
cu

ra
cy

Flowers

0 1 2 3 4 5 6
Number of residuals

0.64

0.66

0.68

0.70

0.72

Ac
cu

ra
cy

Texture

Figure 5.4: Performance of CTL at multiple starting stages for three datasets. Each
box represents the performance of the network given the number of residuals, the colour
dots is peak performance at a particular iteration. Black dots represent iteration zero,

red dots last iteration, the rest are mid stages classifiers.

by appending the residual connections. In Figure 5.5 we can see that the performance

slightly decreases when starting the algorithm a very late stages regardless of the start-

ing stage. However, since the training cost remains stable across every iteration of the

algorithm, starting it early generates more classifiers that can be used to make early

predictions without additional memory cost. It can also be spotted that the network

progressively builds better generalization, and the best performance is not necessarily

achieved at the last stage of the network. This is highly applicable for target datasets

that are very different from the base dataset.

Depending on the number of desired classifiers the algorithm can be started at any stage.
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Figure 5.5: Performance comparison for multiple CTL runs with different starting
stages for three datasets. The parameter was changed from third stage to last stage.

Dots represent performance at every classifier of the algorithm.

We have to consider the minimum accuracy required for the transfer learning problem

as well as the availability of the hardware.

5.8 Performance versus memory

In this section we evaluate the performance yielded by CTL and fine-tuning in contrast

to the required memory for training. We assume a batch size of one for this analysis.



68 Chapter 5 Cascade Transfer Learning

The training memory required for deep networks includes the number of parameters,

forward and backward intermediate variables (values and gradients), and the input stor-

age. We did not consider the input storage since it is the same for all the networks,

hence, it is a constant that does not affect the comparison. Although, we do consider

the dimensionality of the input since it affects the memory required to train the model.

Models include a first convolutional layer with no residual connections that also has to

be considered in the complexity calculations. For simplicity, we do not include the biases

in our calculations.

The memory requirements of a residual network depends on the type of residual block.

As mentioned in section 5.5.2, we use two types of residual blocks. The chosen residual

block is associated with the architecture.

In Figure 5.6 we show both residual blocks, in any case a convolutional layer is followed

by batch normalization. We assume Hi−1 has dimensions of (Ci−1,W,H) (number of

input features, and spatial dimensions). A short description of these blocks as follows:

Basic Block. It uses two convolutions with kernel size of 3, the number of feature maps

(Ci) is preserved across the residual block. Hi and Hi−1 must have the same dimension-

ality to enable the element-wise addition, if this is not the case, Hi−1 is downsampled

using an extra convolutional layer. The shape of the weights of each convolutional

layer is then (Ci, 3, 3, Ci). Batch normalization includes two learnable weights (mean

and standard deviation) with the same size as the number of channel (Ci). The vari-

ables and gradients to save are dependent on the spatial size. In this case the spatial

dimensions is preserved, hence, both convolutional layers have the same size for the

forward and backwards variables. The shape of the output of both convolutions is then

(Ci,W,H), also, the batch normalization includes variables and gradient of the same

size as Ci. Equation 5.3 shows the memory complexity of the basic residual block, were

Pi represents the number of parameters, and Mi the memory requirements for forward

and backward pass.

Pi = 2(9C2
i + Ci) Mi = 4(CiWH + Ci) (5.3)

Bottleneck block. This architecture uses three convolutional layers, the 1 × 1 con-

volutions are used to increase or decrease the number of feature maps. It has similar

properties as the Basic Block, such as Hi−1 must be equal to Hi and there is a batch

normalization operation after every convolution. Hi−1 contains αCi feature maps, were

α is the expansion factor of the residual block. The weights shape of the 1 × 1 con-

volutions are (Ci, 1, 1, Ci/α) and (αCi, 1, 1, Ci). Similarly, the main convolution holds

weights of shape (Ci, 3, 3, Ci). The batch normalization parameters are 2Ci for the first

two convolutions, and 2αCi for the last convolutional layer. The propagation shape of
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Figure 5.6: Residual blocks used in ResNet-34 (left) and ResNet-50/101 (right). Hi−1

represents the feature maps from the previous residual block, Ci the number of channels
of the residual block, Hi output feature maps. Image adapter from the original Residual

Networks study [45]

the features across the block is then, (Ci,W,H), (Ci,W,H), and (αCi,W,H). Equation

5.4 illustrates the parameters and variables complexity of this type of residual block.

Pi = 2αC2
i + 9C2

i + 4Ci + 2αCi Mi = 4(CiWH) + 2αCiWH + 8Ci + 4αCi (5.4)

In order to calculate the whole complexity of the feature extractor, we have to add the

complexity of all the residual block P =
∑n

i Pi and M =
∑n

i Mi. We then have to

quantify the memory requirements of the fully connected layers. For the fine-tuning

case there is a single fully connected layer. CTL includes additional linear layers but

the feature extractor complexity is reduced to P = Pi and M = Mi were i is the

stage or iteration of CTL. A given linear layer has wlHl−1 parameters and wl storage

requirements during training, were wl is the number of units, and Hl−1 the input vector

size.

We quantify the memory requirements of applying transfer learning using CTL and

traditional approach. Figure 5.7 compares both approaches in terms of memory and

performance. As observed in the figure, blue symbols are shifted to the left with respect

with the red ones. Thus, meaning that CTL models only use a fraction of the mem-

ory regardless of the depth of the chosen architecture. On the other hand, traditional

transfer learning requires more memory as the network gets deeper whilst yielding small

improvements over CTL.
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Figure 5.7: Memory and performance comparison between Cascade Transfer Learning
and fine-tuning transfer learning. Scatter x’s represent Caltech dataset, • Flowers
dataset, 4 texture dataset. CTL yields competitive performance while drastically
reducing the memory. We show the maximum memory required during the algorithm,
some stages may use less memory. Red symbols are results of fine-tuning, blue symbols

CTL.

Potentially, this algorithm can be adapted to make use of three datasets (base, bridge,

and target) [62]. Given the memory advantages, one could parallelise the three stages

approach and tune each layer from the (1) base dataset to the (2) bridge dataset to the

(3) target dataset. This approach could allow training on the target dataset essentially

cost free.

5.9 Summary

In this chapter we present a novel transfer learning algorithm using layer wise training.

The algorithm aims to adapt early layers to the target domain by using a layer-wise

training, which can be executed from mid-stages of the network. By applying this,

the pre-trained network smoothly decreases the specificity of the network on the base

dataset. This method can achieve competitive performance while using just a fraction

of memory. In addition, it can determine the best stage to transfer features to the target

dataset. We show empirically that if the target dataset is distant from the base dataset,

coarse (early) representations may be more useful as starting point to transfer features.

The algorithm has implementation and execution similarities with Deep Cascade Learn-

ing. As discussed in Chapter 4, this layer-wise methodology may be affected by overfit-

ting due to training simpler models iteratively. However, in the case of CTL, overfitting

would mean forgetting the feature extractor from the base dataset as opposed to Deep

Cascade Learning, where overfitting would lead to greater bias in the model. We believe
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preserving the co-adaptation of the layers is more important than fitting the target data

at early stages. Hence, underfitted early layers (to the target domain) are acceptable

and do not drastically affect the outcome of the algorithm. In this context the term

“underfitting” means not forgetting the base representation.

The connectivity pattern of the training algorithms contains residual connections from

early stages to avoid losing the hierarchical structure of the deep network. We show

competitive results on three different datasets and on three Residual Networks. More

importantly, the algorithm drastically decreases the memory required to train the net-

work in comparison to traditional fine-tuning. The influence of the hyperparameters of

the algorithm are quantified in section 5.3.





Chapter 6

Cascade Learning for Human

Activity Recognition

Deep Learning for Human Activity Recognition (HAR) has shown impressive perfor-

mance. Several architectures have been proposed to tackle this classification problem.

In this Chapter we explore the applicability of Deep Cascade Learning (see Chapter 4

to this sensor problem, as well as its scalability to Temporal Residual Networks. The

models used in this Chapter are discussed in later sections.

We consider ResNets and Dilated ResNets for this task. Dilation in the model aims to

increase the network’s ability to look into the past. We took these networks and applied

the Deep Cascade Learning algorithm (see Chapter 4), and directly compared their

performance with traditional end-to-end training of the chosen models. The success of

these experiments expands the repository of networks on which Deep Cascade Learning

can be applied to. We further explore the robustness of the end-to-end models by

comparing them with state-of-the-art results, and performing noise and subject-wise

cross-validation analyses.

One of the main goals of HAR includes having these networks in small devices (e.g

smartphones) to perform inference in real time. Therefore, anticipating the users of

certain incidents or monitoring diseases. In most cases, these devices are memory limited

and require reduction methods to fit into the device. While cloud computing might be a

solution, it can be affected by a poor connection and may generate delays in the inference

of the model. Besides inference, this models are often online trained while data is being

gathered. Hence, for some applications this models have to be trained in the mobile

devices. Thus, Deep Cascade Learning applied to HAR networks can further reduce the

training time as well as the resulting model’s complexity (using early classifiers). One

potential application would be stacking new layers as data is gathered, whilst using the

latest fully trained classifier for the required inferences.

73
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The contributions of this chapter include:

• We show that Deep Cascade Learning can be applied to 1D ResNet and 1D Dilated

ResNet. Thus, with our methodology models can be trained using a fraction of

the memory required to train the end to end network.

• We demonstrate through several experiments that a generic convolutional archi-

tecture (Residual Networks referred to as ResNets), outperforms recurrent archi-

tectures on this problem. Our results are confirmed on three datasets with greatly

varying activities. ResNets consistently performs as well as or better than all other

architectures, without including future data.

• We propose the use of ResNet on activities with short duration, and Dilated

ResNets on more stationary activities.

• Both architectures show a tolerance to missing values. We evaluated our models

with multiple levels of missing data. By using a simple linear interpolation on

the missing values, the models preserve their performance when there is a modest

amount of missing values in the data.

We discuss deep learning approaches involving Convolutional and Recurrent Networks to

classify activities from sensor data. The state-of-the-art includes bi-directional LSTMs,

and Deep Convolutional Recurrent Networks. However, in this chapter we emphasise

the fact that long term dependencies in activity recognition might not be the best idea,

since human activities are mostly periodical and do not hold long term patterns. In

addition, we show how Deep Cascade Learning may reduce the memory requirements of

the model as well as provide an insight on the depth of the network.

6.1 Human Activity Recognition

Nowadays, smart devices are used on daily basis. These devices often contain several

sensors, such as accelerometers and gyroscopes. Recording this data and extracting

important information is crucial to solve HAR related problems [31].

Datasets in this field are often captured using smart devices, such as smart phones or

smart watches. These recordings contain multiple time series belonging to multiple-

sensors (e.g 3D accelerometer, or 3D gyroscopes). Thus, these datasets can be seen as a

multivariate time series analysis problem, where the target would be dependent on the

dataset labels.

In this chapter we explore a multivariate time series classification problem referred to as

HAR. Inputs are the multidimensional sensor data, and the targets contain the activity

that is currently been taken by the subject. These activities may vary depending on the
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dataset of study, some contain multiple labels (e.g walking, running, standing), while

others contain less descriptive binary labels (e.g. Freeze of the gait on subjects suffering

from Parkinson’s disease).

Early approaches followed a common pipeline: extracting features (e.g Fourier or statis-

tical features); preprocessing those features; and using any standard classification device

to find patterns that correlate the features with the class activity [11, 69]. Features were

computed on segments of the signals, which were gathered by applying a sliding window.

The features were often stacked with their derivatives [69]. Roggen et al. [105] explore

the use of Support Vector Machines (SVMs), Random Forest, Gaussian Mixture Models

(GMM), and Hidden Markov Models (HMM) as classifiers. These algorithms were then

applied to multiple datasets and explored in detail [94, 11].

Two main issues are encountered when applying this pipeline: (a) computing hand-

crafted features can be computationally expensive, and may not be applicable to real-

time problems; (b) various activities require, in most cases, different features [54], which

can become a problem when performing a first weak classification to determine which

features to compute.

The HAR community has recently investigated the use of deep learning for classifying

activities. One of the first deep learning approaches to HAR used Deep Belief Net-

works [48] as auto-encoders to compute the features [97]. However, this model was still

outperformed by a traditional approach using Principal Component Analysis (PCA)

with statistical hand-crafted features. More recently, the HAR community has been

applying two types of deep architectures, Convolutional Neural Networks (CNNs) and

Recurrent Neural Networks (RNNs). Hammerla et al. [41] explore several deep learning

networks and provide results of, MLPs, CNNs, and Long Short Term Memory networks

(LSTMs), which are a specific type of RNN. All the networks perform relatively well on

at least one dataset, although, none of them generalized over multiple types of activi-

ties. Ordóñez and Roggen [95] present a deep convolutional recurrent network, which is

divided in two stages: a convolutional stage to extract the features from the raw data,

and a recurrent stage to learn time patterns across these features. Other recurrent neu-

ral network approaches include Ensemble of LSTMs [40], and Binarized Bidirectional

LSTMs [26].

Hammerla et al. [41] showed CNNs outperformed LSTMs on the PAMAP2 [102] dataset,

which contains more periodic activities were long-term dependencies are not relevant.

The DeepConvLSTM approach [95] obtains state-of-the-art results on the Opportu-

nity [104] dataset, and has similar results to bidirectional LSTMs [41, 26].

Recent work has shown impressive results using ResNets on multiple sequence modeling

problems [6]. Bai et al. [6] present results on sequence modeling tasks with RNNs and

CNNs with dilated convolutions and residual connections; they concluded that CNNs

are more effective across diverse sequence modelling tasks. Based on this premise, we
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present experiments involving deep residual CNNs to observe their generalization in

comparison to LSTMs for HAR tasks.

6.2 Deep Learning for Human Activity Recognition

As reviewed on Chapter 2 of this thesis, Deep Learning has outperformed all other ap-

proaches in several core machine learning applications, including computer vision [13,

136], signal processing [64], and time series analysis [127]. The main idea of training

deep networks facilitates learning complex features at multiple stages of the network

from the raw data. In other words, deep networks learn the features and the classi-

fier simultaneously, as opposed to early approaches where hand-crafted features were

computed to then be classified.

HAR is a multivariate time-series classification problem which has been approached

using multiple deep learning architectures. We consider deep convolutional networks

with residual connections and show that this architecture can outperform all previous

proposed models [41, 40, 95]. Particularly, we show that improvements over recurrent

models for this sequential task.

We study the case of three datasets, PAMAP2 [102], DaphNet Gait Freeze [4], and

Opportunity [104]. We present state-of-the-art results on ResNets and Dilated ResNets,

as well as a study on the effect of noise and frequency on these networks. All code

used to generate these results can be found at http://github.com/EnriqueSMarquez/

HumanActivityRecognition.

6.2.1 Long-short Term Memory Networks (LSTM)

We briefly revisit LSTMs in this section, for a fuller picture refer back to Chapter 2.

Ordinary Feed-Forward neural networks are not designed to capture time dependencies.

However, Recurrent Networks (RNNs), such as, LSTM networks have shown capabilities

to capture these patterns across the time axis [49, 119].

RNNs have been applied on HAR datasets to obtain state-of-the-art results [40, 41].

However, we believe LSTMs are not necessary since activities are typically periodical,

hence, there is not much use for long term dependencies. In addition, bidirectional

LSTMs have been applied using ‘future’ data, which limits their usage to offline analysis

and no real-time applications [26].

http://github.com/EnriqueSMarquez/HumanActivityRecognition
http://github.com/EnriqueSMarquez/HumanActivityRecognition
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6.2.2 Convolutional Neural Networks (CNNs)

We extensively review CNNs in Chapter 2 for Computer Vision. Most recently, Deep

CNNs have been introduced to temporal domains by applying 1D Convolutions, and

evaluating these features using non-linear functions. This has been applied in many

fields, such as Speech Recognition [111], Speech Enhancement [32], and Speech genera-

tion [3].

6.2.2.1 Temporal Convolution

The Temporal Convolution is explained in Chapter 2. In this section we elaborate more

about the temporal convolution for sensor data. Given an input multi-sensor (multi-

variate time series) x with C channels, a biased temporal convolution between x and a

set of unidimensional kernels ki ε Kj with shape [H, 1,Kj ] is defined as:

x̂t,j =
C∑
i=0

H∑
h=0

kixt+h,i + bi (6.1)

where x̂t,j represents the output feature j at time t, and bi the bias of kernel ki. The

steps of t will depend on the stride of the convolution.

Figure 6.1 illustrates a temporal convolution with one filter over the multi-sensor signal.

Equation 6.1 shows the mathematical operator of convolving a multi-variate signal with

the kernel Kj . These kernels are convolved with several time series (multiple sensors) to

obtain a set of resulting feature maps. Typically on CNNs, the operation is followed by a

non-linear activation function. The nature of the convolutional operation decreases the

dimensionality of the signal, hence, inputs are padded to preserve this dimensionality.

The kernels (also referred as filters) ki are trainable and optimized to generate robust

and invariant features.

Shallow Temporal CNNs have been applied for HAR on multiple datasets. Moya Rueda

et al. [89] present a CNN with 2 convolutional layers with a range of hyperparamters.

Similarly, Hammerla et al. [41] applies 2 and 3 layer networks to multiple datasets. Both

approaches use max-pooling operations after convolving to downsample the features.

6.2.2.2 Residual Networks

ResNets with 2D Convolutions are explained on Chapter 1. In this section we further

discuss these networks. The main difference includes a change in the type of convolu-

tion. Instead of using spatial convolutions for images, we use temporal convolutions as

explained on section 6.2.2.1.
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Figure 6.1: Temporal Convolution on multivariate time series, window size T and
kernel size [H, 1, i]. Kj is a multidimensional kernel, which can be seen as multiple 1D
kernels. Each kernel is convolved (∗ sign) with one time series from the input. The
resulting individual feature maps are added together to generate a single feature. The
output may be further evaluated using an activation function. We illustrate the case of

one kernel, typically this process happens several times to generate j feature maps.

Figure 6.2: Residual Network with N1 +N2 layers, representing first and second res-
olution of the network respectively. The input x is fed into a convolutional layer C,
which is the fed into the Residual Blocks. Each block contains two temporal convolu-
tions (illustrated by C block), two channel-wise Batch Normalization (BN), and ReLU
layers (ReLU). The input is added to the output of the ResBlock (circle with plus sign).
The features of the last ResBlock is then fed into a classifier, typically a fully connected

layer.

State-of-the-art sequence modelling problems using Temporal ResNets include, Time-

Series classification [127], and Text classification [19]. Given these improvements in the

field using ResNets, we chose to apply these models for HAR.

Figure 6.2 shows a typical ResNet graph with two resolutions. Each box in the diagram

illustrates sequentially connected ResBlocks with same resolution. The input is the

multi-sensor data, and outputs the activity classification using a fully connected layer.

Potentially, these networks can be used to generate a temporal stream of classification

with only past data. The first stage contains the same resolution as the input, it is then

halved after N1 ResBlocks. A typical ResNet may contain more than two resolutions.

In contrast with previous CNNs applied to HAR, ResNets do not contain pooling lay-

ers. Instead, any downsampling is performed by a strided convolution when required.

Dropout is not applied at any stage of the network following the literature of Residual

Networks [45, 47].
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6.2.2.3 Dilated Networks

A dilated convolution uses the same kernel size as a non-dilated convolution, but the ker-

nel is spaced accordingly to a constant value, which is often referred as degree of dilation

(d). By applying temporal dilation to CNNs, the network is capable of finding patterns

across longer time steps. Larger dilation correlates with finding longer (time-wise) pat-

terns. In addition, dilated CNNs preserve the dimensionality of the data, which generates

no compression losses. Instead of decreasing the resolution, dilated networks increase

the dilation (d) of the convolutional layers at multiple stages. Figure 6.3 illustrates the

difference between both operators. Residual Networks with dilated convolutions have

been proposed in multiple computer vision and speech settings [e.g. 133, 64]. Dilated

convolutions in this setting are beneficial to capture longer temporal patters. Thus,

enabling better learning of long and not fully periodic activities.

Figure 6.3: Illustration of the dynamics of convolution and dilated convolution opera-
tors. (Left) Typical Convolution (d = 1) (Right) Dilated Convolution (d = 2). Vertical
axis represent multiple time-steps (t1 − t7), horizontal axis sequential iterations of the

operator (1− 3), black boxes display the receptive field.

6.3 Datasets

We selected three HAR datasets widely used by the community, and with very differ-

ent classes to see how our model generalize to multiple activities. Each dataset has

different motivations and different activities. The protocols for the data acquisition

vary for each dataset, thus the sampling frequency, number of subjects and data points

vary accordingly. The evaluation was always performed on unseen data, and its evalu-

ation methodology may change across datasets to make results comparable to previous

approaches in the field.

All the data used to generate results in this study were downloaded from the UCI

repository [23].
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6.3.1 Opportunity

The Opportunity dataset [104] contains labeled activities from recordings taken from on-

body sensors. The data is collected from 4 subjects using Inertial Measurement Units

(IMUs) at 30Hz. Each subject has five files representing different runs. The recordings

contain kitchen related activities as labels, such as: Open Door, Open Dishwasher, and

Close Door. The fixed evaluation set used in some experiments was selected using the

protocol in [89] [95]. The resulting dataset contains 79 dimensions when concatenating

all the sensor data, corresponding to 79 one dimensional time series of the 79 sensors.

For most experiments we used run 2 from subject 1 as validation set, and runs 4 and 5

from subject 2 and 3 as test set as per the related literature [41, 26, 40].

6.3.2 PAMAP2

Similarly to the Opportunity dataset, PAMAP2 [102] consists of labelled activities

among nine participants. Each subject carried out twelve prolonged activities daily

activities such as standing and walking, and more complex activities such as Nordic

Walking and Vacuum Cleaning. The sensors used to collect the data were IMUs con-

taining accelerometers, gyroscopes, and magnetometers. In addition to the IMUs, the

data also contains heart rate and temperature recordings. The data was collected at

100Hz with a total of 52 dimensions. We excluded subject nine due to the reduced

recording time in comparison with the rest of the participants. The fixed evaluation set

was selected following the protocol in Moya Rueda et al. [89] and Hammerla et al. [41],

which uses subjects 5 and 6, as validation and test sets respectively.

6.3.3 Daphnet Gait

The Daphnet Gait Freeze dataset [4] is as binary classification problem. The data

was recorded on ten subjects diagnosed with Parkinson’s Disease, and was labelled

accordingly to whether the subject was suffering from “Freeze of the gait incident”. The

labels are Freeze and not Freeze . The subjects performed activities with high likelihood

of inducing freezing of gait (a motor complication in initiate movements). The sensors

were placed on the ankle, above the knee and on the chest. The data was recorded at

60Hz and contains a total of 9 dimensions. We evaluated this dataset using subject 9 as

validation set, and subject 2 as our test set [41].

6.4 Experimental setup

We test 1D Dilated and non-Dilated ResNets on the datasets presented in section 6.3.

In our experiments we present results on fixed evaluation sets chosen from the literature
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to compare our models with the state-of-the-art. The second experiment includes per-

forming cross-validation across subjects (leave-one-person-out [126]) to further compare

both models. We also test our models on downsampled data to visualize the effect of

the sampling frequency on the performance.

Both architectures have the same structure, three downsampling/change in dilation,

with 3, 4, 4, 5 ResBlocks for the first, second, third and forth resolution respectively.

Each ResBlock consist of 2 convolutional layers, hence, the models contain 33 layers

including the classification stage (MLP). We tested multiple ResBlocks arrays, such as

Pre-activation and Bottleneck, but found no improvements over the Basic Block. The

first convolution has 64 filters, and is duplicated after every downsampling/change in

dilation. The kernel size was empirically tuned to 15, and inputs to the convolutions

were always padded to preserve dimensionality. The output layer contains one fully

connected layer with softmax activation, and the number of output units depend on

the dataset. All the networks were trained for 400 epochs, using Stochastic Gradient

Descent with a learning rate schedule, momentum of 0.9, and cross entropy loss. The

learning rate starts at a high value to ‘warm up’ the network (0.1) and is dropped by a

factor of 10 on epochs 3, 100 and 200. The network is regularized using weight decay

with a value of 10e− 4. The input shape to the network is (B, T, L) were B represents

the batch size set to 32, T the number of channels (dimensions), and L the window size

(length of the sequence).

The evaluation was performed following [41]. In order to make the results comparable

with the literature, we used weighted f1 score (Eq. 6.2) for the Opportunity dataset.

For the remaining two datasets we used mean f1 score (Eq. 6.3). In both equations, 6.2

and 6.3, precc, recallc, and Nc represent the precision, recall and number of data points

of a given class c. Ntotal is the number of samples in the dataset.

Fw = 2
∑
c

Nc

Ntotal

precc × recallc
precc + recallc

(6.2)
Fm =

2

‖c‖
∑
c

precc × recallc
precc + recallc

(6.3)

6.5 Results

In this section we discuss and execute some experiments. A short description of these

experiments is presented as follows:

• Deep Cascade Learning. We explore the applicability of Deep Cascade Learning on

1D ResNets using sensor data. In addition, we quantify and compare the memory

reduction obtained by applying our algorithm to these models.
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• Comparison with state-of-the-art. We compare both ResNets with current state-

of-the-art models. In addition, we quantify the performance variance and show

mean, standard deviation and best across 20 training runs.

• Subject wise cross-validation. This experiment provides a better insight on how

well these models generalize across multiple subjects. It is particularly interesting

given the nature of the applications of HAR, one would be interested in a machine

that can be applied to any subject.

• Sampling Frequency effect on Temporal ResNets. We test how sensor data with

different frequency may affect these residual models. This is performed by down-

sampling the data several times and see if the models can still capture meaningful

representations.

• Noise tolerance. Sensor data might be affected by failures in the hardware. These

failures are often presented as missing values. Hence, this experiment enable us to

observe if a simple interpolation of the data can be used to append missing values

while not drastically losing performance of the models.

6.5.1 Cascading ResNets for HAR

In this section we evaluate the performance of Deep Cascade Learning applied to these

models. In Chapter 4 we present an algorithm for layer-wise training on 2D CNNs.

Similarly, we quantify the performance of applying such algorithm to 1D ResNets and 1D

Dilated ResNets. The success of this experiment suggests that Deep Cascade Learning

can scale to 1D CNNs and potentially to any type of differentiable neural network.

Table 6.1 shows results of applying cascade learning on both ResNet architectures on

the test sets for the datasets of study. To maximize the performance, these networks are

better trained in an end to end fashion, however, when cascading it yields competitive

results against the state of the art (Table 6.2). When cascading these deep networks,

the performance is very stable after approximately residual block seven (it may vary

depending on the run). We know Deep Cascade Learning can be affected by overfitting

if not tuned carefully. Moreover, cascading is not fully taking advantage of deep repre-

sentations while still providing competitive results. We believe Deep Cascade Learning

is more affected by imbalance datasets and lack of data, given that these data properties

also induce overfitting. A biased dataset can lead to a model being more likely to make

the same prediction, which can be seen as overfitting. As explored in Chapter 4, early

iterations of Cascade Learning might overfit. Thus, we applied greater weight decay

(10e− 3) and just allowed each submodel to see the data five times. Even by applying

this regularization scheme, the models still fit the data on mid stages of the network, and

performance does not improve on deeper iterations of the training algorithm. We did

not fully tune the Cascaded model, further improvements might be achieved by better
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PAMAP2 DaphNet Opportunity

ResNet 0.90 (0.91) ± 0.01 0.75 (0.83) ± 0.04 0.91 (0.91) ± 0.00

Dilated ResNet 0.90 (0.91) ± 0.02 0.72 (0.77) ± 0.03 0.91 (0.91) ± 0.01

Table 6.1: Results on Cascading ResNets and Dilated ResNets on HAR data. It reads
mean (best) ± std across 10 runs using the fixed training, validation, and test datasets

provided by the literature.

regularizing and tuning this algorithm the HAR task. Most hyperparameters stayed the

same to provide a fair comparison against their end to end counterparts.

Memory Complexity. In order to quantify the memory complexity advantages of

cascaded 1D CNNs, we calculate the end to end and cascade memory requirements for

training. The calculations remain similar as in Chapter 5 Section 5.8. The main dif-

ference is that kernels are 1D, features are 2D (width, channels), and dilated networks

do not perform downsampling. For each dataset, calculations may vary due to different

shape in the data (window size, number of sensors, number of labels). We show average

memory across all datasets to simplify the results. The end to end training requires

approximately 1.55 Gb of space to train a standard ResNet with the hyperparameters

specified in Section 6.5.2. While cascading only requires 0.25 Gb, which represents a

memory reduction of ∼ 6 times. On the other hand, dilated ResNets use slightly more

memory in both cases, 1.60 Gb and 0.27 Gb for end to end and cascading respectively.

Notice that for cascaded networks we show space and memory complexity for the itera-

tions with greater cost.

6.5.2 Comparison with state-of-the-art

In this section we compare Temporal ResNets with previous deep learning approaches on

the datasets of study. Specifically, we directly compare with the following architectures:

• Ensemble LSTMs [40]: merges multiple LSTMs with a fused training algorithm

to generate a single system. Averaging networks with similar methodologies have

always shown improvements.

• DeepConvLSTM [95]: combines a CNN to generate abstract features with an

LSTM to find time patterns on these features.

• Binarized-BLSTM [26]: binarization of a bi-directional LSTM. Binarizing the

weights and activations compresses the network to fit into devices easier.

• CNN [41]: shallow three layer CNN with max pooling operators and hyperbolic

tangent activation.

• LSTM-F and LSTM-S [41]: recurrent networks where the time steps of the input

data is either concatenated (model F), or fed as a sequence (model S).
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• b-LSTM-S [41]: bidirectional sequence LSTM.

In Table 6.2 the results on each dataset for both architectures are presented as average,

best, and standard deviation of the test f1, mean (best) ± std.

Overall, our models generalize better if consider the mean performance of all three

datasets. By having good initialization, the models can outperform LSTMs by 4 and 5

% without including any future data.

6.5.2.1 PAMAP2

ResNets on average perform similarly to previously published networks. Its best val-

idation f1 performs slightly better than the CNN trained on [41]. It also has a low

standard deviation which suggests that the network is not affected by the randomness

of the training algorithm. The Dilated ResNet can potentially perform better than

any other network. This is due to the activity types of the PAMAP2 dataset. Dilated

ResNets are better are classifying prolonged activities. Figure 6.4 shows how the ResNet

misclassifies sitting with standing more times than the Dilated ResNet.

We can observe in Table 6.2 that both architectures perform better than the CNN and

LSTM-F in Hammerla et al. [41]. The best results can be obtained using Dilated ResNet.

The Binarized-BLSTM uses future data and does not necessarily perform better, which

gives an advantage to our models when it comes to applications and deployment.

6.5.2.2 DaphNet

Both models can indeed outperform LSTMs for these periodic movements, and on aver-

age the ResNet performs 1% better than LSTM-S. The variance of the Dilated ResNet

is high, but it can converge into a network with very high f1 score (0.82) in comparison

with the literature. For this dataset, ResNets are more likely to provide better and

stable results.

6.5.2.3 Opportunity

Due to the short activities presented in the Opportunity dataset, Dilated ResNets do

not perform as well as ResNets, however, they still provide competitive results. ResNets

on the other hand are more suitable and generate better results than b-LSTM-S by 1.3%

at best. The models are almost invariant to poor initialization and randomness on this

dataset. They obtain a variance of 0.0075 on average.

We downsampled the signals to approximately 30 Hz and segmented them using a sliding

window approach. The size of the segments are 5.12 sec, 1.5 sec, and 1.5 sec for PAMAP2,
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PAMAP2 Daphnet Opportunity Mean Std

Metric Fm Fm Fw - -

Ensemble LSTMs [40] 0.854 - - - -

DeepConvLSTM [95] - - 0.917 - -

Binarized-BLSTM [26] 0.93 - - - -

CNN [41] 0.937 0.684 0.894 0.84 0.14

LSTM-F [41] 0.929 0.673 0.908 0.84 0.14

LSTM-S [41] 0.882 0.76 0.912 0.85 0.08

b-LSTM-S [41] 0.868 0.741 0.927 0.85 0.10

ResNet 0.93 (0.94) ± 0.01 0.77 (0.83) ± 0.03 0.92 (0.94) ± 0.008 0.87 (0.90) 0.08

Dilated ResNet 0.92 (0.95) ± 0.02 0.73 (0.82) ± 0.10 0.90 (0.91) ± 0.007 0.85 (0.89) 0.06

Table 6.2: Comparison with state-of-the-art for ResNet and Dilated ResNet using
end to end training. The results were generated using 20 runs and by selecting the best
validation f1 as stopping criteria. The notation is mean (best) ± std across all the runs.

Figure 6.4: Normalized confusion matrices for the PAMAP2 dataset for (left) ResNet
(right) Dilated ResNet. ResNet is more likely to misclassify sitting with standing, while

the Dilated ResNet mostly misclassifies vacuum cleaning and sitting with ironing.

DaphNet, and Opportunity respectively, and sampled with an overlap of 50%. The

networks were run 20 times to measure convergence and effect of initialization, and were

stopped when the validation f1 plateaued or dropped.

6.5.3 Subject wise cross-validation

We further compare our models by cross-validating across subjects. We aim to see how

well these models generalize among subjects, as well as maximizing the amount of data

by using the default frequency.

Table 6.3 shows results leaving one person out as validation set. The ResNet performs

1.4% better if we consider the mean difference between datasets. The dilated ResNet

has a higher standard deviation, it generalizes worse across multiple subjects, although,

still providing competitive results.
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Dilated ResNet ResNet
Subject PAMAP2 (Fm) Daphnet (Fm) Opp (Fw) PAMAP2 (Fm) Daphnet (Fm) Opp (Fw)

1 0.92 0.72 0.84 0.93 0.72 0.87
2 0.89 0.72 0.78 0.92 0.75 0.90
3 0.95 0.72 0.77 0.95 0.74 0.76
4 0.95 1.0 0.82 0.96 0.99 0.82
5 0.93 0.66 0.95 0.63
6 0.92 0.64 0.95 0.65
7 0.98 0.69 0.98 0.66
8 0.72 0.65 0.64 0.67
9 0.78 0.78
10 1.0 1.0

Mean 0.933 0.758 0.803 0.944 0.759 0.835
Std 0.03 0.134 0.03 0.02 0.134 0.059

Table 6.3: Subject cross-validation results for all three datasets using the Dilated
ResNet and ResNet models. The values are maximum validation accuracy achieved

during training leaving one person out of the training data.

6.5.4 Sampling Frequency effect on Temporal ResNets

Temporal Dilated ResNets emulate looking at the data at multiple frequencies, for ex-

ample when d = 2, the network looks at the signal with half its frequency. Hence, we

execute some experiments to see how the speed of the sensors may affect these net-

works. For this experiment, we only use the PAMAP2 dataset since it contains a higher

frequency than the rest and can be downsampled several times. We have to also take

into account that, downsampling the data generates fewer samples to train the network

and this may affect the generalization performance. The downsampling was done by

linearly skipping some values in the data. Each network was run four times to measure

its invariance. The window size was always fixed to 5.2 seconds. However, we did not

increase the number of parameters of the network. We anticipate linear results if the

ratio kernel size
number of samples is preserved.

Figure 6.5 shows the performance of our networks on multiple frequencies for the PAMAP2

dataset. When drastically downsampling the data, dilated convolutions can generalize

better. This is seen in the performance between 10 Hz to 17 Hz. In any other case,

the ResNet seems to be performing best. The variance of the ResNet is doubled on the

dilated version. It also explains why the best results may be generated using dilation.

The performance drops at high frequencies even though at this stage there is more data

available. This negative slope in Figure 6.5 can be rectified by increasing the kernel size,

which will increase the receptive field and look at more samples at a given time.

6.5.5 Noise tolerance

For this experiment we used same metrics and networks to those trained for Section

6.5.2 results. Ponce et al. [98] studies a methodology to measure noise robustness of
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Figure 6.5: Performance on test data of PAMAP2 at multiple frequencies on four
runs each. The shade of the curves represent the variance of the models and the scatter

dots the best achieved performance.

machine learning algorithms for HAR datasets. We simulated random missing values

on the test data on the range 1-99 % of missing values. We chose this scheme due to its

likelihood in HAR applications (failing of sensors lead to missing data points), and it is

considered a noise insertion method.

Before feeding the inputs to the network, the missing values were imputed using a simple

linear interpolation. In our experiments we computed the performance of 20 networks

per dataset, and obtained values for mean, standard deviation and best performance.

The networks were trained on the default clean data.

Figure 6.6 illustrates the performance of the networks for the given range of missing

values. The networks trained on PAMAP2 and DaphNet are more affected by noise

given than these datasets contain downsampled prolonged activities. On these two

datasets it is more likely to randomly add missing values to important features, while

in the Opportunity dataset, due to its imbalance, most of the inputs are false positives

that can be easily approximated with the interpolation scheme. The dilated model

approximately doubles the variance across all the datasets of the ResNet with a mean

value of 0.089. When initial conditions are best, both models perform similarly given

the noise range. Due to simplicity, we did not include the variance of the models in

Figure 6.6.
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Figure 6.6: Missing values tolerance for both models on three datasets. Red curves
represent mean performance for Dilated ResNet, blue curves ResNet. Opportunity

(solid), PAMAP2 (dashed), DaphNet (dashed and dotted).

6.5.6 Discussion

In section 6.5 we illustrate the performance of ResNets and Dilated ResNets in com-

parison with other architectures, especially LSTMs. There are several advantages of

our models over the literature: (a) Higher f1 score on the tested datasets, (b) CNNs are

easier to interpret since the weights and features can be visualized for multiple activities,

(c) Binarization of LSTMs is a way of compressing the network weights, however, CNNs

can be not only binarized but also pruned [42] to potentially fit into small devices (e.g

smartphones, Rasberry pis), (d) some models in the literature are bidirectional and uses

future data, while CNNs are trained only on the past sequence, (e) our models do not

use pooling or dropout in contrast with the literature, making the feature extractor fully

convolutional and potentially transferable among multiple datasets (g) CNNs in the lit-

erature are shallow, using deeper CNNs can provide better results, this is only possible

due to the residual connections, (h) data augmentation can potentially be applied to

CNNs to learn more invariant features, while this is not the case for LSTMs where data

augmentation may generate noise in the model, (i) ResNets can be used to generate a

stream of classification by inputting an entire sequence (without segmenting the signal),

this is particularly useful in real-time applications.

Both architectures outperform the literature in most cases. However, whether to choose

a dilated or a typical ResNet will depend on the dataset. The dilated ResNet is affected

by poor initialization, while its counterpart is more invariant to this randomness. The

model size is the same in both cases, although, the cost of propagating the inputs is

higher for the dilated ResNet due to necessary increase in the padding.
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When applying these models to high frequency data, we have seen that it is necessary to

increase the kernel size of the network. By doing this, the memory required to train the

model may increase linearly. Hence, in current work we are exploring the use of deep

cascade learning, a novel architecture suitable for memory efficient training and transfer

learning [82], on HAR.

6.6 Summary

We have Residual Networks for HAR, motivated by speech and computer vision models

and recent work on sequence modelling. The architecture ResNet has been applied to

many computer vision tasks, and the dilated version to speech tasks. We compare both

dilated and not dilated ResNets with state-of-the-art results on the datasets PAMAP2,

DaphNet Gait Freeze, and Opportunity. Our method performs the best in certain cases,

and provides competitive results on average. We argue that LSTMs are more compu-

tational extensive and less robust for these sequence modelling tasks. Especially, when

applying to datasets similar to PAMAP2, with mostly low term dependencies such as

sports, or gait analysis. We illustrate the benefits of downsampling the data to match

the kernel size. In addition, we show that these networks can tolerate certain level

of missing values in the data, however, further work includes improving this tolerance

through augmentation.

Additionally, we explore applying Deep Cascade Learning on 1D ResNets and 1D Dilated

ResNets. We quantify the reduction of memory requirements by applying our layer-wise

algorithm. More importantly, given the imbalance, the nature of the datasets, and the

number of hyperparameters, empirical tuning can become computationally extensive.

Hence, DCL can provide insights on depth and number of required iterations to find a

better minimum. Cascaded ResNets also take advantage from less convergence variance,

and thus, have less likelihood for converging into a poor minimum. Finally, when these

cascaded networks are stored in any smart device, early classifiers can be used to make

early predictions and avoid the need of continuing the forward propagation, ultimately

providing faster inference given a performance threshold. However, in terms of perfor-

mance, end to end training seems to obtain better results than DCL when applied to

ResNets.

Further studies include, testing dilation on the width axis of the network while keeping

the residual connection, reflected as an inception module [120] with multiple dilations

instead of kernel sizes. The datasets used on this manuscript did not contain high

heterogeneity or proportion of missing data/features. To further measure its robustness

is ideal to compare it using the Heterogeneity Human Activity Recognition (HHAR)

dataset, which records data with different devices holding more similarities to the data

gathered for applications. However, models applied to this dataset, such as Deep Sense
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[131] are not directly comparable since it uses Fourier features (following Stisen et al.

[118]) as input to the CNN. In addition, our models have shown learning transferability

properties in multiple deep learning fields.



Chapter 7

Conclusions & Future Work

This work has demonstrated that by constructing a cascade architecture which trains a

neural network in a layer-wise fashion, we can achieve significant reduction in compu-

tational complexity at the expense of small decrease in performance. We have shown

this on several benchmark problems related to computer vision, signal processing, and

transfer learning applied to computer vision. Thus, Deep Cascade Learning enables the

users to train very deep networks with no additional hardware requirements. A short

description of each chapter contributions and findings are presented as follows:

Chapter 2 & 3 reviews deep learning for both computer vision and signal process-

ing. We review the literature from early approaches on learning deep representations to

state-of-the-art architectures and algorithms. Specifically, we discuss deep learning from

early MLPs and perceptrons to the main breakthrough of AlexNet on training very deep

networks on large scale datasets. This was possible due to advancements in hardware

and the availability of the data. We then explore the literature on layer wise training

and most successful attempts to iteratively and hierarchically train these networks. Most

importantly, we focus on Fahlman’s Cascade Correlation algorithm, which was the first

unit wise training algorithm. Surprisingly our review discovers that, the Cascade Cor-

relation algorithm shares many properties with the state-of-the-art methodology, such

as dropout and residual connections.

Chapter 4 presents a greddy supervised layer wise training algorithm, which we named

Deep Cascade Learning (DCL). The algorithm was successfully tested on two bench-

mark image classification datasets with 10 and 100 classes. The models used in this

chapter include VGG and The All CNN networks. DCL is supervised and provides time

and memory complexity reduction, which is due to a decrease in the overall number of

epochs with no additional propagation through already trained layers. This method is

inspired by and shares similar properties with Fahlman’s Cascade Correlation. However,

it is applied to a different scale to modern deep learning architectures. An additional

motivation is the fact that DCL directly tackles the vanishing gradient problem. We

91
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quantify the effect of vanishing gradient problem by computing the magnitude of the

gradients at every stage of the network. Our findings are corroborated by several exper-

iments and analysis which directly compares Deep Cascade Learning with traditional

end to end training: (a) Memory complexity comparison, including discussions on opti-

mal and naive implementations; (b) Quantifying time complexity for both algorithms;

(c) Feature convergence, showing that Cascade Learning is more likely to converge to

the same minimum, which decreases the impact of poor initialisation; (d) Magnitude

of gradients analysis, to observe if there is indeed a increase in the magnitude of the

gradients at early stages; (e) Performance improvements when initialising with Cascade

Learning and Fine-Tuning the whole network.

Chapter 5 presents an extension of Deep Cascade Learning algorithm applied to trans-

fer learning, which we refer to as Cascade Transfer learning (CTL). We explore this

transfer learning methodology on three target datasets and used pre-trained Residual

Networks on ImageNet. CTL uses the same implementation as Cascade Learning and

shares similar advantages. Very deep pre-trained networks can be computational expen-

sive, and it may require more than one device to fine tune the network. Our approach

allows us to train these models without additional hardware. Additionally, the algo-

rithm is capable of determining at which stage of the network the features are better

transferred to the target dataset. The early classifiers can be stored and used to make

predictions on ‘easy’ inputs, avoiding the need to continue propagating through the

network. We list the experiments performed on this Chapter as follows: (a) Compar-

ison with state-of-the-art transfer learning: we compare against Fine-Tuning transfer

learning, which is known to be a very effective approach to transfer features; (b) The

algorithm contains two hyperparameters: we quantify the effect the number of resid-

uals and starting stage concluding that two residuals and starting at mid-stage of the

network is sufficient to properly cascade the networks of study; (c) Memory complex-

ity analysis: we show that our algorithm requires just a fraction of the memory while

achieving competitive performance against fine-tuning transfer learning. The results of

these experiments suggest that CTL can be executed with less complexity requirements

than other transfer learning approaches.

Chapter 6 explores deep learning models for signal processing. In particular, we test

the applicability of Deep Cascade Learning on these temporal models. Human Activity

Recognition (HAR) uses wearable sensor data to classify activities. We show how state-

of-the-art deep learning architectures can yield better performance on this multivariate

time series classification problem. In this chapter we demonstrated two main aspects

of Deep Cascade Learning. Firstly, networks with branches such as residual networks,

can also be cascaded without drastically affecting the performance. Secondly, DCL can

be applied to signal processing models including 1D convolutions while preserving gen-

eralization of deep features. These models also yield similar advantages to cascading

2D CNNs. The experiments involve ResNets and Dilated ResNets on three benchmark
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datasets with a wide range of different activities. These experiments include: (a) Com-

parison of our models with state-of-the-art results; (b) Subject wise cross-validation as

a better metric for this problem; (c) Experiments to measure tolerance of networks to

frequency and missing values; (d) Performance comparisons between 1D ResNets and

1D Cascaded ResNets for HAR.

In summary, this thesis explores the literature on Deep Learning focused on computer

vision and signal processing. In addition, we developed Deep Cascade Learning, a novel

layer-wise algorithm training deep networks. This algorithm is more memory efficient

than traditional end-to-end training, and can potentially allow to train endlessly deep

networks. Furthermore, we developed Cascade Transfer Learning, which takes Deep

Cascade Learning a step further by applying a similar algorithm to pre-trained models.

In addition, we quantify the performance of Deep Cascade Learning on a multi-sensor

classification problem (Human Activity Recognition). We conclude that Deep Cascade

Learning provides an alternative to traditional end-to-end training, and can further

enable the community to train deep models on small devices. Even though the perfor-

mance of DCL sometimes does not match its traditional end to end counterpart, it still

provides complexity advantages that can be beneficial for applications and deployment

of machine learning models. Our developed algorithms have only been tested in the

computer vision and signal processing field. We encourage the community to try our

methods in other machine learning fields.

Future work

Layer wise training of deep networks offer several advantages. There are still many

ideas to explore around this topic that are applicable to both Deep Cascade Learning

and Cascade Transfer Learning.

The Deep Cascade Learning algorithm requires fine-tuning to match the performance

of end to end. Our key ideas for further exploration on Deep Cascade Learning are the

following:

• One of the issues of our layer-wise methods is overfitting at early layers. Early

stages of the network must hold coarse representations to be able to learn finer

representations at deeper layers. To avoid overfitting, we reduce the number of

times each sub-model sees the data. This is a naive approach that yields good

results. However, further regularization can be implemented to prevent fitting

the training data. From our point of view, several approaches can be taken to

alleviate overfitting at early stages. One could prune after every cascade iteration

and induce regularization by avoiding redundancy of the learnt features, which

ultimately reduces noise at mid stages of the network. Similarly, binarization [100]
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of already cascaded layer can further regularize the algorithm. Another way of

regularizing would be by normalizing the features after cascading to decrease the

amount by what the hidden features shift around. Since the layer is frozen, we

can propagate all our input data and find normalization parameters after every

iteration. By doing this, we decrease the covariance and avoid specificity of the

features.

• On our layer-wise methods, we have to tune the number of epochs on which the

algorithm is started. Hence, the stopping criteria depends on either the number of

epochs or performance on validation set. We believe a better criteria would take

into consideration how much information has been compressed at each layer, and

give us an insight of whether an improvement can be achieved by appending a new

layer. An approach might potentially include the use of information bottleneck

theory [113]. The algorithm could automatically anticipate when each iteration

should be stopped by maximize the correlation between inputs and outputs. Doing

these analyses can also give us better understanding of DCL and CTL.

• It is worth exploring the limits of depth when applying Deep Cascade Learning.

Knowing that DCL gets less complex as the algorithm progresses, it could poten-

tially be used to train an ‘infinite’ layer network. The result would be an adaptive

architecture that self-tunes certain hyperparameters (e.g. filters width/dimen-

sions, depth, network width) and progressively learns better representations. The

programmer would then be relying less on empirical tuning. The obvious hyper-

parameter to automate when using Deep Cascade Learning would be the depth

of the network, but the principle can also be considered to also learn number of

filters and shape of kernels. In addition, due to the memory reduction, cascade

learning can train wider networks with more number of filters.

• There are some ideas that can make DCL more similar to Cascade Correlation.

Exploring these ideas might enable better learning of our layer-wise algorithm.

These ideas include fully connecting the outputs of Cascade Learning, and applying

dropout on frozen layers. More importantly, Cascade Learning could adapt the

idea of evaluating candidate layers and selecting the most suitable one. Since there

is a decrease in the memory usage, training multiple layers can be parallelised in

a single or multiple devices, and essentially create the ‘pool’ of candidates for free

(time-wise). This would follow both Cascade Correlation [28] and AdaNet [20].

• Classifiers on early stages learn different representations than those on later stages.

Therefore, after finishing the iterations of our layer-wise models, one could explore

methods to combine these classifiers. For example, using a ensemble model to

merge the classifiers, or a voting system to combine the predictions, or boosting.

These could lead to a bigger network with merged representations.
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• The idea of cascading networks could be scaled to other domains. Specifically, we

are interested on whether Recurrent Networks can be cascaded in a similar way

as CNNs. It is not as straightforward as CNNs since the structure of LSTMs is

not hierarchical, and is dependent on time patterns rather than spatial patterns.

Furthermore, exploring the cascaded features of MLPs is also of interest. The

motivation of only using CNNs on these work comes from the nature of these

networks and its behaviour as feature extractors.

• One interesting idea to explore would be Deep Cascade Learning as online adaptive

model. Since cascaded networks are trained layer by layer, one could adaptively

increase the number of layers as new data is coming. Already learnt classifiers can

be used until new layers have been evaluated, thus, appending to the network new

representations learnt on the ‘recently’ obtained data. This property has numerous

advantages for deployment and execution of live models. So far, the community

addresses this issue by training the network from scratch when is necessary, which

would be more inefficient than our proposed cascaded approach.

• Recent implementations of CTL show that adding residual connections to already

pre-trained nets can boost the co-adaptation of the layers. Hence, we could avoid

the need of fine tuning after cascading to reach a better performance. Exploring

this can further reduce the probability of overfitting at early stages. Ultimately,

this could lead to an enhance of Deep Cascade Learning and further reduce the

required memory to match performance against end to end.

• DCL networks learn better representations at every stage. Therefore, using these

networks as transfer learning devices might be beneficial to learn better represen-

tations of the target domain. These early representations might be more correlated

with the target domain than features extracted from an end to end trained net-

work.

• For HAR, it is worth of exploring if the concept of DCL can be scaled to more

WaveNet [64] like networks with oscillating dilations and multiple output blocks.

This analysis may also include quantifying the performance of DCL given multi-

activation CNNs.

• Finally, further analysing of DCL by applying it on other fields, such as Speech

and Natural Language Processing, can lead to a better understanding of DCL and

can scale up the repositories on which DCL is applicable to.
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