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ABSTRACT
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by Yue Lu

Internet of Things is a rapidly emerging technology that allows people and things to

be connected anywhere and any time, using any path or network. The ”things” in the

IoT applications need external power to perform any function. As a result, IoT devices

must offer superior power efficiency compared with previous digital applications. In

terms of power-saving techniques, voltage scaling is regarded as one of the most efficient

method. However, the aggressive scaling of the CMOS size and supply voltage have

posed a increase concern about circuit reliability. This thesis studies the effects of

process variation on the low-voltage digital signal processing circuits, with the aim to

develop efficient methods to further achieve power saving at the circuit-level and provide

corresponding cost-effective error mitigation techniques.

This thesis presents three major contributions. First of all, the analysis of process

variation on the adiabatic logic circuit (an energy recovery logic) is implemented and

bit-serial implementation is proposed as an efficient method to improve the energy-

efficiency and robustness against variation. After that, our research emphasis in this

thesis is shifted to low power and reliable serial computing. The second contribution

demonstrates the advantages of serial computing on a FFT implementation in terms of

area minimisation, power-saving and energy-scalable operation. The third contribution

proposes several novel error-mitigation techniques for serial computing via path isolation,

variable latency or time borrowing. The FIR evaluation results show that the proposed

techniques can effectively mask or prevent timing errors with very low hardware cost and

make serial circuit as a promising candidate for power-efficient and reliable computing

in the IoT devices.
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Chapter 1

Introduction

In 1965, Gordon Moore of Intel Corporation observed that plotting the number of tran-

sistors that can be most economically manufactured on a chip gives a straight line on a

semilog-arithmetic scale [1]. At the time, he found the transistor count doubling every

18 months. This observation has been called Moore′s Law, which has become a self-

fulfilling prophecy. Over the last half-century, the semiconductor world has been driving

towards aggressive increases in chip density and performance. However, along with tech-

nology scaling, limited budgets for chip area and energy, and increasing requirements

for circuit performance, functionality and reliability present more challenges for the next

generation of designers. Accordingly, continuous innovation of advanced elements and

processes are required for various design constraints.

1.1 Motivation

Because of advances in very large scale integration (VLSI) technology, the Internet of

Things (IoT) [2][3] is growing rapidly, as huge numbers of connected meters and machines

come online, all bristling with sensors to measure the world around them. The IoT also

represents a turning point for VLSI design itself [4]. The combination of higher costs

per unit area and thermal power dissipation limits useful chip integration. However,

the IoT provides an alternative model through the deployment of vast numbers of small

chips. As a result, these connected devices in the IoT must satisfy two criteria: be able

to operate with very low power consumption, and be robust against variations.

Various methods, on all hierarchical levels, have been proposed in the past to reduce

the power consumption in static complementary metal-oxide-semiconductor (CMOS)

circuits [5][6][7]. One of the most effective solutions is voltage scaling [8][9]. For IoT-

related applications without strict latency constraints, both the supply voltage and

clock frequency can be scaled down as low as possible to minimise the dynamic energy

1
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consumption. However, in this case, power consumption due to leakage might be the

dominant factor. In order to reduce total power consumption further, some circuit-level

approaches are urgently needed to minimise leakage power. IoT devices usually require

adaptability to changing conditions. Accordingly, power-scalable operations should be

taken into consideration for the relevant digital designs.

On the other hand, reliability issue [10] associated with ultra-low-power circuits is also

a major concern for current designers. Low voltage designs are more affected by process

variations compared to nominal designs, because the on-current in the low voltage region

is highly sensitive to variations in threshold voltage. Increased process variations in

advanced technology nodes further exacerbates the problem.

1.2 Research Aims and Contributions

This work aims to explore further the power-saving techniques at the circuit-level com-

bined with voltage scaling, which is suitable for future IoT-related devices. Considering

the moderate performance requirements in the IoT systems, the research also tries to

trade-off the balance between power, area, and performance. On the other hand, with

the implementation of low voltage operation, the effect of process variations would be

a large concern. Accordingly, specific variation-aware approaches corresponding to the

different circuit-level power saving techniques are urgently required.

The contributions of the research presented in this thesis can be summarised as follows:

• Evaluated and analysed the effect of process variations on the adiabatic logic com-

bined with the near-threshold operation. To improve the robustness of the adia-

batic adder further against process variation, a bit-serial structure is considered

with an even lower energy consumption per cycle.

• Developed a new approach to bit-serial signal processing with ultra-low-power

scalable multiplication. This is demonstrated by the design of an FFT in the 65

nm CMOS process.

• Developed several new approaches for timing-error tolerant serial computing, which

modifies path delays for different bit results, and minimises the effects caused by

timing violations. This is demonstrated by the design of an FIR filter or FFT

implementation in the 65 nm CMOS process.



Chapter 1 Introduction 3

1.3 Thesis Organisation

Chapter 2 introduces the state-of-the-art low power techniques that would be introduced,

namely adiabatic logic, serial computing, and voltage scaling. Moreover, a survey of

timing error resilient approaches is also presented.

Chapter 3 firstly analyses the process variation effects on the adiabatic logic combined

with the near-threshold operation. To improve the robustness of the ripple adder against

process variation further, a bit-serial adiabatic adder is considered with an even lower

energy consumption per cycle.

Chapter 4 investigates the possibility of further power reductions where a near-threshold

bit-serial operation is used in signed multiplication. The ideal is demonstrated on a 64-

point FFT, and the results were obtained using HSPICE simulations and the 65 nm ST

technology library for a 600 mV supply voltage.

Chapter 5 proposes a novel approach to prevent timing errors at the circuit-level for

serial computing. The proposed design places checkpoint flip-flops on each critical-path,

and dynamically splits the clock cycle into two for error-resilience.

Chapter 6 demonstrates a timing error mitigation method at the circuit-level for serial

computing. This is achieved by modifying the path delay distribution for different bit

results. For instance, the path delay for the least significant bit (LSB) computation

would be designed as the longest one, while the most significant bit (MSB) path should

be the shortest. Accordingly, timing violations would weakly result in large computation

accuracy losses.

Chapter 7 presents a method to bound the magnitude of timing errors and are demon-

strated on a 16-tap FIR filter based on a distributed arithmetic (DA) circuit. The

bit order in DA-based serial computations is initially reversed, thereby providing MSB

paths with more guardband by time borrowing. This ensures the timing errors weakly

affect the computation results. Further, a shifted-phase clock signal is applied on the

end-point registers. Hence, extra time slack would be provided without any effects on

system sampling rate.

Chapter 8 provides the conclusions regarding this thesis, including suggestions for future

studies.

1.4 List of Publications

The contributions of this work have been published in 6 papers, 2 further papers are

currently considered for publication after revisions, and 2 more papers have recently

been submitted:
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• Y. Lu, T. Kazmierski, ”Error-Free Near-Threshold Adiabatic CMOS Logic in the

Presence of Process Variation,” in Forum on Specification and Design Languages

(FDL), 2016.

• Y. Lu, T. Kazmierski, ”An ultra-low-power variable-accuracy bit-serial FFT but-

terfly processing element for IoT sensors,” in IEEE Asia Pacific Conference on

Circuits and Systems (APCCAS), 2016.

• Y. Lu, T. Kazmierski, ”A Reconfigurable Bit-serial FFT/FIR Processor for Ultra-

low-power,” in Forum on Specification and Design Languages (FDL), 2017.
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Chapter 2

Literature Review

With the rapid development of the Internet of Things (IoT), its associated technologies

are successfully integrating into everyday life. It is predicted that by 2020 approximately

50 billion electronic devices will be connected via the web. These devices, from cars

and doorbells to kitchenware, will share this enormous amount of data. However, this

will significantly increase the demand for power-efficient signal processing. On the other

hand, the conscious downscaling of transistor dimensions also presents a severe challenge

in CMOS readability issues. In this chapter, state-of-the-art low power and error-resilient

techniques are introduced in Section 2.1 and Section 2.2, respectively.

2.1 State-of-the-art Low Power Techniques

The most effective strategy for improving power efficiency is to aggressively reduce the

power supply voltage according to application performance demands [11]. Adiabatic

logic [12] is another attractive approach for reducing dynamic power, which uses an

AC (alternating current) voltage supply to recover power instead of being consumed

in the ground. The energy dissipated in adiabatic circuits is considerably less than in

transitional CMOS circuits. Therefore, adiabatic logic circuits are regarded as promis-

ing candidates for low-power circuits. To realise further power saving, voltage scaling

is combined with the adiabatic logic circuit. Several papers regarding near-threshold

adiabatic circuits have been published [13][14][15]. Bit-serial computing [16] is also re-

garded as a possible approach for reducing power consumption, or even total energy

dissipation. In the bit-serial architecture, all the data is processed bit by bit to reduce

hardware complexity. However, operation speeds are significantly affected due to the

bit-serial architecture. The same operation may take much longer in terms of working

clock cycles compared with conventional architecture.

5
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In this section, an overview of promising power-saving techniques is presented. Specifi-

cally, Section 2.1.1 illustrates the principle and sources of CMOS power dissipation. Sec-

tion 2.1.2 introduces the advantages and potential challenges in reliability of sub/near-

threshold voltage designs. Section 2.1.4 describes the structure and types of serial cir-

cuits, and comparisons with their conventional parallel counterparts. The principle of

the adiabatic logic circuit and the effects of process variations are presented in Section

2.1.3.

2.1.1 CMOS Power Dissipation

Power consumption is defined as the amount of energy used per unit of time. In general,

power consumption can be classified into two types: dynamic power and static power

[17]. The total power consumption in a CMOS circuit is given by putting this together,

as shown in the following equations.

Pdynamic = Pswitching + Pshort circuit (2.1)

Pstatic = Ileakage ∗ VDD (2.2)

Ptotal = Pdynamic + Pstatic (2.3)

2.1.1.1 Dynamic power

Dynamic power mostly consists of the switching power, as seen in Equation. 2.1. The

switching power denotes that during a certain time unit ( 1
f ) or at a fixed frequency f ,

the power is consumed for charging and discharging the load capacitance in the circuit.

Pswicthing = αCVDD
2f (2.4)

Where α, C and VDD represents the corresponding switching activity, load capacitance,

and supply voltage. According to these presented equations, it can be found that dy-

namic power can be saved by reducing the supply voltage VDD or switching activity α.

First of all, as VDD is a quadratic term in Equation. 2.4, the minimum VDD and working

frequency can be selected when the digital circuit is not latency-constrained. Moreover,

the activity factor is an efficient and simple lever for power reduction. When a chip turns

off entirely, the activity factor and dynamic power become zero together. The easiest

way of blocking the circuits is to stop the clock, which can be termed clock-gating.
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Figure 2.1: Power distribution with technology scaling [18].

2.1.1.2 Static power

Static power refers to the power consumed when a chip is not working, where the sub-

threshold leakage power is usually the dominants source. Basically, subthreshold leakage

current flows when a transistor is OFF. The sub-threshold leakage current is problematic

because it increases as transistor threshold voltages Vth decrease. For 130-nm technol-

ogy, the ratio of leakage power exhibits a significant increase. At sub-100-nm, leakage

power accounts for as much as 50% of the total power consumed by a chip (as seen

in Figure 2.1). Therefore, leakage will dominate total power dissipation in the future.

Because the leakage power in a chip is approximately linearly correlated with the gate

count, an effective method is to minimise the number of digital gates while maintaining

correct circuit functionality.

2.1.2 Near-threshold Voltage Design

Research to date indicates that voltage scaling is the most effective solution for reduc-

ing power, and has been practically applied in many digital designs [11]. However,

reducing the supply voltage causes a quadratic decrease in the dynamic power with

an ensuing performance penalty. Scaling the voltage down to the sub-threshold region

could achieve ultra-low power consumption, which was first proposed several decades

ago [19]. However, the performance when operating at sub-threshold levels is unsuitable

for most digital devices and the high-sensitivity to parameter variation is also a major

concern. Near-threshold computing (NTC) [20][11] is an important research approach,

which scales down the supply voltage to (approximately) the threshold voltage. There-

fore, much of the energy savings typical of sub-threshold operation can be retained with

an acceptable performance loss. In the rest of the chapter, the potential advantages,

challenges, and corresponding solutions of ultra-low voltage operation are discussed.
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2.1.2.1 NTV Computing Analysis

Although subthreshold operation consumes ultra-low power, it can only relate to a very

narrow market because of the severe performance loss. Comparatively, NTC (a design

space where the supply voltage is approximately equal to the transistor threshold volt-

age), retains considerable performance with an acceptable energy penalty [11]. There-

fore, it can be applied in a broad range of power-constrained devices from wireless sensor

nodes to high-performance servers.

Figure 2.2: Energy minimum and contributors to total energy for a 32-nm process
[11].

Given the Figure 2.2 showing the changes in energy and delay in the different voltage do-

mains, the maximum energy-efficiency point can clearly observed. In the super-threshold

region, the energy consumption is mainly determined by the supply voltage. This is be-

cause the majority of the energy cost is consumed by the dynamic power, which has a

quadratic relationship with voltage.

Research by David Blaauw’s group at the University of Michigan indicates that the

energy minimum point is close to 0.3 V for a typical 32-nm CMOS process with a 0.2-V

threshold voltage, where the leakage power has a significant contribution [21]. It is clear

that the crossover between dynamic and static power consumption is only slightly below

the minimum energy point.

2.1.2.2 Preliminary Works in Near-threshold Computing

Recently, many advanced processors operating at sub-threshold or near-threshold volt-

ages have been proposed [21][22][23]. The Subliminal [24] and Phoenix processors [25]
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are the two most representative sub-threshold processors.

As discussed in the previous section, the minimum-energy point for both of these pro-

cessors occurs in the sub-threshold region. Further, there is only a modest increase in

energy consumption when the supply voltage reaches the near-threshold region. Mean-

while, the performance of the processors can be optimised (to a large extent). For the

Subliminal processor, it costs 33.1 pJ/instruction at the nominal voltage with a 20.5 MHz

working frequency, while near-threshold computing yields energy and frequency reduc-

tions in the order of 6.6 and 11.4, respectively. For the Phoenix processor, the nominal

energy consumption and frequency are 29.6 pJ/instruction and 9.13 MHz, which are

reduced by 9.8 and 9.1, respectively, at the near-threshold voltage. In terms of some

specific-purpose processors, the JPEG co-processor designed by Yu Pu only costs 1.0

pJ/cycle with a 0.45 V supply voltage at 4.5 MHz in the near-threshold region [23]. In

[26], an alternative processing platform for biomedical signal processing is presented,

whereby the power and performance can be scaled to adapt to the application need. In

the high-performance mode, the proposed system consumes 145 pJ/instruction, while

the energy consumption reduces to 12.8 pJ/instruction with a 1 MHz working frequency

in the low power operation mode.

2.1.2.3 Challenges of Near-threshold Voltage Design

In the near-threshold regime, the on-current Ion is increasingly sensitive to variations

in threshold voltage Vth. Moreover, near-threshold designs are more affected by process

variations compared to nominal designs [27]. Further, timing violations resulting from

process variations are dramatically increased, which is a serious problem that needs to

be addressed. Figure 2.3 shows that the gate delay variation is disproportional to the

supply voltage. At nominal voltages, the frequency variation is stable at approximately

1.1, and the delay has a 5 increase at 400 mV. Moreover, near-threshold operation can

also result in increased sensitivity to temperature and supply ripple, both of which would

make the problem of performance variation even more serious [20][28].

2.1.3 Adiabatic Logic Circuit

In this section, the basic principles of the adiabatic circuit are presented. The word

”adiabatic” is from the Greek language, and is used to describe a thermodynamics

process where there is no energy loss or gain (in the form of dissipated heat) in a system.

In 1994, this idea was first demonstrated on a digital circuit design by Koller and Athas

[29]. They introduced an adiabatic latch circuit that could store the information on

which node was charged, and the energy was recovered from the output nodes. However,

because these designs use MOSFET devices as latching elements, the recovery only

works until the threshold voltage is reached, and a part of the stored energy cannot be
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Figure 2.3: Variation analysis versus supply voltage [11].

recovered. This type of circuit is termed quasi-adiabatic, because of the unavoidable

non-adiabatic losses. A variety of quasi-adiabatic families [30][31][32][33][34] have been

introduced over the years.

Recently, adiabatic logic has been frequently applied in low-power digital designs [33].

Compared with traditional static CMOS circuits, it can minimise energy losses during

the charging or discharging processes.

2.1.3.1 The Charging Process in Adiabatic Logic

The energy consumption caused by switching of an inverter can be observed in Figure 2.4,

where capacitor C represents the total load capacitance to which the pull-up and pull-

down networks are both connected. When the input signal changes from zero to one,

the charge from the voltage source transfers to charge the output capacitor. During this

process, the total energy can be represented as follows:

EVDD
= QVDD = CV 2

DD (2.5)

Assuming the energy transferred from the supply voltage is equal to that supplied to

the output capacitor, the energy stored in the output capacitor is equal to

EC =
1

2
CV 2

DD (2.6)

The other half is dissipated in the PMOS transistor, because the transistor has a voltage

across it when the current suddenly flows. Similarly, when an input transition from one
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back to zero occurs, the energy stored in the capacitor is dissipated in the pull-down

network [33].

Figure 2.4: The schematic of an inverter.

The equivalent circuits in Figure 2.5 illustrate the energy dissipation during switching

transitions. Compared with a static CMOS circuit, the energy saving is primarily due

to the time-varying voltage source.

Figure 2.5: The equivalent circuits illustrating the energy dissipation during switching
transitions

When the input signal transfers from one to zero, if the process is slow enough the

voltage on the capacitor can follow the change of the power clock. Accordingly, the

voltage on the capacitor is approximately equal to the voltage source. Therefore, the

current flow pull-up network can be expressed by the following:

i(t) = C
dv(t)

dt
=
CVDD

T
(2.7)

where C represents the output capacitance, and T denotes the transition time of the

power clock. By integrating the power p(t) during the transition time T, the energy for
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the switching process can be determined by the following:

E =

∫ T

0
p(t)dt =

∫ T

0
v(t) ∗ i(t)dt =

∫ T

0
(vR(t) + vC(t)) ∗ i(t)dt (2.8)

Because there is no energy consumed in the output capacitor, the total energy dissipation

in the charging or discharging process is equal to the following:

E =

∫ T

0
R
C2V 2

DD

T 2
dt = 2

RC

T
CV 2

DD (2.9)

In contrast to the charge/discharge process of the static logic circuit, when the T = 2RC

the dynamic energy dissipation in these two logic circuits is the same. However, when

the transition time is greater than 2RC, adiabatic logic appears more energy-efficient.

It should be mentioned that all the previous analyses about energy dissipation are only

relevant in an ideal adiabatic system, and the detailed loss mechanisms in adiabatic logic

are discussed in Section 2.1.3.3.

2.1.3.2 A Review of Adiabatic Logic Families

Over the last two decades, a large number of adiabatic logic families have been proposed.

Among these, four of the most traditional families are discussed in the current section:

ECRL [35], improved efficient charge recovery logic (IECRL) [36], and positive feedback

adiabatic logic (PFAL) [30]. It is noteworthy that all of them are operated with a

four-phase power clock, which can be seen in Figure 2.6.

Figure 2.6: Four-phase power clock [33].

ECRL consists of a cross-coupled PMOS pair to store information. The source terminals

are connected to the power clock, and the gates are driven by the drain of the other.
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The drains of the PMOS transistors are proposed as outputs in the gate circuit. The

pull-down network is composed of two NMOS transistors connecting the input signals.

One disadvantage of ECRL is that when the charge in the previous stage is recovered,

there would be no pull-down path to ground, causing floating output nodes. IECRL is

designed to address this problem, whereby the two extra NMOS transistors can create a

pull-down path during the idle phase. However, the number of transistors is increased,

and the total area becomes larger. Similar to IECRL, PFAL consists of a latch element

(a) ECRL (b) IECRL

Figure 2.7: Structure of ECRL and IECRL gates [35][36].

formed by two cross-coupled inverters to store the output state. In PFAL, the NMOS

transistors for evaluation are connected between the power clock and output. During

the recovery phase, the charge stored in the output capacitor can completely

Figure 2.8: Structure of PFAL logic gate [30].
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2.1.3.3 Loss Mechanisms in Adiabatic Logic

In an ideal situation, the energy consumption of an adiabatic system should follow

Equation 2.9. However, device shrinkage and the non-existence of zero-Vth transistors

means extra energy dissipation in adiabatic logic circuits.

First, with device shrinking, leakage power would not be negligible, which even dom-

inates total power consumption when the supply voltage is scaled down to the sub-

threshold voltage regime. The dominant portion of leakage current is termed the sub-

threshold current, it continuously flows from the supply voltage to ground during eval-

uation, hold, and recovery phases, and the average current can be represented as Ileak.

Thus, the total energy consumption per cycle is as follows:

Eleak = VDDIleak
1

f
(2.10)

It can be observed in Equation 2.10 that leakage energy is inversely proportional to

operation frequency. Therefore, in high-frequency designs the energy loss due to leakage

current can be negligible.

Figure 2.9: Energy loss of adiabatic logic with frequency [37].

Because energy can only be recovered when a charging path is formed, once the supply

voltage is changed and below the threshold voltage, the pull-up PMOS device becomes

switched off. Accordingly, a portion of charge is still stored in the output capacitor. In

ECRL, the residual charge is possibly used in the next cycle; otherwise, it would flow

to ground. Generally, this kind of energy loss is proposed as being non-adiabatic energy

consumption, which can be determined by

Enon−adia =
1

2
CV 2

th (2.11)
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The energy loss mechanisms are composed of three energy dissipations: adiabatic, leak-

age, and non-adiabatic losses.

Etotal = Eadia + Eleak + Enon−adia (2.12)

Moreover, non-adiabatic energy loss is independent of operating frequency. The total

energy loss with different frequencies is shown in Figure 2.9. Further, the minimum

energy point with a certain frequency can be observed in the figure, where the optimal

operating frequency for adiabatic logic can be acquired.

2.1.3.4 Impact of Process Variation on Adiabatic Logic

In CMOS circuits, process variation would be a major concern with technology scal-

ing. Moreover, process variations in adiabatic circuits (especially variations in threshold

voltage) could affect energy consumption and circuit performance.

As discussed in section 2.1.3.1, R is the resistance in the charging path of the circuit,

which is mostly composed of the on resistance of PMOS transistors. Moreover, variations

in threshold voltage are determinant to the value of resistance. For most of the time,

the charging transistor is operated in the linear region, and the current flowing through

the transistor can be expressed as follows:

ID = µCOX
W

L
((VGS − Vth)VDS −

V 2
DS

2
) (2.13)

where µ and COX denote the mobility of the majority carrier and oxide capacitance,

respectively. To minimise dynamic energy loss, the circuit is assumed to operate at a

low frequency, ensuring the voltage difference between drain and source is very small.

Because the on-resistance is equal to VDS
ID

, it can also be represented as follows:

Ron =
L

µCOXW
(VGS − Vth)−1 (2.14)

Since VGS −Vth is inversely proportional to the on-resistance Ron, the threshold voltage

affected by process variation could lead to the energy loss. Regarding leakage loss, the

sub-threshold current has an exponential dependence on threshold voltage, and varia-

tions of threshold voltage could cause a change in leakage power dissipation. Similarly,

non-adiabatic energy consumption is quadratically dependent on changes in threshold

voltage.

The effects of parameter variations on adiabatic circuits are considered different to other

circuit families. As mentioned in the previous publication [38], the threshold voltage vari-

ations on PMOS transistors have a large influence on energy dissipation. The impact of

inter- and intra-die variations in PMOS transistor threshold voltages on energy loss can
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Figure 2.10: Effect of global Vth,p variations on the energy consumption [38].

Figure 2.11: Effect of local Vth,p variations on the energy consumption [38].

be observed in Figure 2.10 and Figure 2.10, respectively. The simulation is implemented

in an ECRL inverter with two global threshold voltage variations (4|Vth,glob| = +50 mV

and 4|Vth,glob| = −50 mV ) and operating frequency changes from 100 Hz to 100 MHz.

In terms of the inter-die threshold voltage variation, when the circuit operates at low

frequencies, positive variation decreases the total energy loss, and the reverse is also

true. At medium and high frequencies, a circuit with -50 mV variation on the threshold

obtains a better performance in terms of energy dissipation.

Comparatively, the effects of intra-die variations are smaller. Here, the threshold voltage

difference between neighbouring transistors is set to 30 mV. In two symmetrical p-

channel transistors, one threshold voltage has a +15 mV positive variation, and the

other is decreased by 15 mV. According to simulation results, local variations cause

more energy loss over all frequency ranges.
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2.1.4 Serial Computing

Serial arithmetic [39] is a well-known digital design technique that minimises circuit area

by processing a single bit (or digit) at a time. In word-parallel implementations, all bits

of a word are processed at the same time by hardware working in parallel, whereas each

bit is processed separately by the same hardware unit in bit-serial implementations.

Serial circuits are basically classified into two categories: bit-serial [40] and digit-serial

[41][42] circuits. In a bit-serial circuit, both the operands are loaded bit by bit, reducing

the number of data input pads to two. On the other hand, a digit-serial circuit loads one

operand in a bit-serial fashion, and the other is always available for parallel operation.

Bit-serial, digit-serial, and word-parallel architectures can be considered as extremities,

as shown in the Figure 2.12.

Figure 2.12: Indication of Bit-serial, Digit-serial and Word-parallel Implementations
for a word length of N.

Depending on the supply voltage and the sampling data rates, serial computing may be

more energy efficient compared with its parallel counterpart.

2.1.4.1 Energy Analysis of Serial Computation

For conventional parallel designs, the dynamic and leakage energy in one clock cycle can

be expressed as the following equations:

Edynamic = αCV 2
DD (2.15)

Eleakage = VDDIoffTd (2.16)
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Here α is the activity rate, C is the total capacitance, VDD is the supply voltage, Ioff

is the total leakage current, and Td is the clock period. The total energy consumption

is equal to the sum of the dynamic and leakage energies, as shown in Equation 2.17.

ETotal = αCV 2
DD + VDDIoffTd (2.17)

Serial designs cost less in terms of hardware compared with their conventional parallel

counterparts. Therefore, it is expected that serial implementations will have less leakage

current compared with parallel systems. In a serial circuit, auxiliary control logic would

be used to maintain the system function, thereby increasing overall energy consumption

in the system. Assuming N digits exist in a word, the energy consumption of serial

implementation in one clock cycle can be represented as follows:

ESerial = (α(Ca + C/N)V 2
DD + rVDDIoffT

′
d) ∗ f(N) (2.18)

Where Ca is the capacitance of the extra circuit, r is the ratio of leakage current between

the parallel and serial design, Td is the reduced clock period of serial implementation,

and f(N) denotes the total operation cycles in the serial system. If we assume that both

serial and parallel designs finish processing one sample data during the same operation

period. Then,

Td = T ′d ∗ f(N) (2.19)

In this case, the difference between the energy consumed in parallel and serial designs

would be represented as Equation 2.20.

Ediff = αV 2
DD(C − (Ca + C/N) ∗ f(N)) + (1− r)VDDIoffTd (2.20)

Clearly, it can be seen that serial designs mainly trade-off the balance between dynamic

and leakage power consumption. For a specific system, if leakage energy consumes a

large part of the total energy consumption, serial implementation will reduce the leakage

energy significantly compared with its parallel counterpart. In this case, serial processing

may save more energy compared to conventional parallel designs.

2.1.4.2 Bit-serial Computing

The advantage of bit-serial architectures [43][44][45][46] is that all of the bits pass

through the same arithmetic block in order, thereby resulting in a significant reduc-

tion in hardware complexity [18][47].

Bit-serial adder
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For example, in a bit-serial adder as seen in Figure 2.13, each bit is fed through a 1-bit full

adder, and the N-bit result would be generated after N clock cycles. It can be seen that

although the bit-serial design requires more operating time, the hardware complexity

can be significantly reduced. Today, with the development of technology scaling and

low-voltage designs, bit-serial computing becomes more significant in ultra-low-power

system designs.

Figure 2.13: Comparison between bit-serial and parallel adder.

Figure 2.14: (a) Active mode leakage power, (b) energy (including dynamic energy),
and delay per 32b added for different addition systems (VDD=300mV) [48].
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As mentioned in the previous section, in the low-voltage domain the ratio of leakage

power should be increased, which benefits the implementation of bit-serial operation.

Khanna [48] compared the simulation results of leakage power, active energy, and delay

for both 1-bit and 32-bit adders operating at 300 mV. Figure 2.16 (a) shows that 1-bit

and 16-bit adders demonstrate 32 and 2.25 leakage power reduction compared with a

32-bit adder, respectively. Further, Figure 2.16 (a) shows that the 1b SA-1 consumes

40% less active mode energy than the 32-bit KSA-32. In other words, the total energy

consumed by a 1-bit system over 32 cycles is less than that consumed by a 32-bit system

in one cycle. The reason for this is that complexity in terms of transistor count increases

super-linearly with bit width, and leakage would dominate the total power consumption

in low-voltage designs.

Bit-serial multiplier

In terms of the bit-serial multiplier, the structure of a simple bit-serial multiplier and

the corresponding pseudo codes are presented in Figure 2.15.

Figure 2.15: Power comparison between the bit-serial and parallel multiplier with
frequency scaling.

The bit-serial multiplier has a quite long history. In 1976, Lyon [49] proposed a bit-

serial input/output multiplier that could improve the computational throughput at the

expense of truncated output. Gnanasekaran [50] developed the first bit-serial multiplier

that directly handles the negative weight of the most significant bit (MSB) in 2s com-

plement representation, while n adder cells are needed for n× (n+ 1)-bit multiplication.

Dadda [51] extended Gnanasekaran’s work to perform a signed multiplication, and two

solutions were presented. First, the sign-extension of the input was used to produce a

result which was correct up to the 2N th cycle, where the N th bit represented the original

sign-bit before sign-extension. This methodology was also used in [52][53]. Secondly, the

negative weight of the most significant bit was directly accounted for. Later, Ibrahim

analysed different structures of bit-serial multiplication in [54] and proposed an n-bit

unsigned multiplier based on a single adder. Here, two registers are used to hold the
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multiplier and multiplicand, and the outputs are fed to the arithmetic cell bit by bit.

The multiplier register is cyclic, where the output is always fed back to its input. An-

other register shifts to the right every (n+ 1) cycles. The final product is obtained from

the partial-sum register after n × (n + 1) cycles. Signed multiplication is based on the

Baugh-Wooley (BW) algorithm [55]. The negative weight is taken into consideration

rather than sign extension to save operating cycles.

Figure 2.16 shows the estimated total power dissipation for serial and parallel multipliers

with the operating frequency and technology scale. At high sample rates in serial im-

plementation, dynamic power dominates the total power because of the higher required

clock frequencies. At sample rates, the low static power consumption of the implemen-

tation presents a significant advantage. Therefore, it can be seen that below a certain

throughput threshold, serial computations require lower total power, and this threshold

increases with technology scales due to increased leakage currents in deep-submicron

CMOS.

Figure 2.16: Power comparison between bit-serial and parallel multiplier with fre-
quency scaling [18].

Bit-serial processor

Based on the popularity of bit-serial arithmetic circuits, the bit-serial structure has been

increasingly applied in many digital systems, such as the coordinate rotation digital

computer (CORDIC) [56], LPDC decoder [47], and RISC processor [57].

A bit-serial MSP430 RISC processor [57] is highlighted here, which can outperform its

parallel counterpart on the sensor benchmarks with low voltage operation. Initially, to

serialise the microprocessor, various components are designed in serial structures from
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top to bottom including the AND gate, ripple adder, binary coded decimal addition,

and decoder. The corresponding circuit diagram can be seen in Figure 2.17.

Figure 2.17: Serialised components in the RISC processor from top to bottom [57].

An overall area breakdown in openMSP430 by Verilog module is shown in Figure 2.18

(a), where it can be found that the execution unit consumes a dominant percentage.

To be specific, the execution mostly consists of the register file and ALU, and their

corresponding breakdowns can be seen in Figure 2.18 (b) and Figure 2.18 (c). In general,

an MSP430 microprocessor has a three-stage pipeline architecture. The first stage is

used to fetch the instructions from the program memory, and these instructions would

be ready for decoding in the next stage. Here, the first two stages are summarised as

the front-end. The remaining stage implements the computations and writes the result

back to a data memory, which is called an execution.

According to the other sub-figures, it can be seen that the cost of this additional hardware

logic in front-end modules outweighs the area benefit of the serialisation with a 1.5% area

increase, as seen in Figure 2.18 (d). This is the result of the large number of parallel to

serial converters required for the following executions. However, among execution units,

both register files and the ALU enjoy significant benefits from circuit serialisation, as

seen in Figure 2.18 (d) and Figure 2.18 (f).

Figure 2.19 (a) shows the power benefits of serial circuits over their parallel counterparts,

where the advantages are increased along with the reduction of sample rates and supply

voltage domains. Specifically, the maximum power saving can be up to 42%. Both

Figure 2.19 (b) and Figure 2.19 (c) demonstrate that more leakage power in bit-serial

design is saved with the voltage and sample rate scaling compared with that of parallel

design, thereby resulting in a significant reduction in the overall power consumption.
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Figure 2.18: Serialised components in the RISC processor from top to bottom [57].

Figure 2.19: Power simulations versus sample rates, benchmarks and supply voltages
[57].

2.1.4.3 Digit-serial Computing

In digit-serial arithmetic, the words are divided into digits of d bits that are processed

one digit at a time. The integer number d is usually denoted the digit-size. This provides

a trade-off between area, speed, and power consumption.

In terms of the circuit structure, digit-serial computing can be divided into two cate-

gories: conventional digit-serial circuits, and distributed arithmetic (DA) based circuits.

Taking the multiplier as an example, conventional designs use combination logic to re-

alise the generation of the partial product, while these are replaced by a look-up table

in DA-based computation. The details are described as follows:

Conventional digit-serial arithmetic

As shown in the Figure 2.20, the conventional digit-serial multiplier is based on a carry

save adder shift structure, which generates the partial product and accumulates with

the previous results during each clock cycle. This digit-serial multiplier is extensively

used in many signal processing applications [58][59]. Moreover, it can reduce the clock

cycle from n×(n+1) to n compared with its bit-serial counterpart, while approximately

×n hardware overhead is used. In terms of critical path, the unsigned circuit has a full
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adder, D flip-flop, and an AND gate, while one more XOR gate is used in 2’s complement

designs.

Figure 2.20: Conventional digit-serial multiplier. (a) Unsigned (b) 2’s complement

As discussed in the previous section, digit-serial design could achieve even lower energy

dissipation with technology scaling. This ideal is demonstrated on an 8-bit adder in

Khan’s paper [60]. Here, it is demonstrated that digit-serial computing can reduce

overall energy consumption in ultra-low-voltage VLSI circuits compared with the bit-

serial and conventional parallel implementations. For instance, approximately 73% and

92% energy reduction per clock cycle can be obtained with an 8-bit adder at 0.7 V voltage

compared with bit-serial and conventional parallel implementations, respectively.

In his design, the total energy consumed per clock cycle against N (the number of the

bit being processed in one cycle) and bits produced per clock cycle at different values

of the supply voltage is presented in Figure 2.21. It can be clearly seen that the total

energy consumed per clock cycle is a minimum at two bits per clock cycle(N=8/2) for

all values of supply voltage. Thus, the energy consumed in ultra-low-power circuits

can be further reduced by shifting from word-parallel or bit-serial implementations to

digit-serial implementations.

Distributed arithmetic

Distributed arithmetic [61] is one of the traditional digit-serial operations that computes

the inner product of two vectors in parallel. It has an inherent serial computation

nature, and can realise multiply-less operation. Taking the multiply-accumulate (MAC)

structure operation as an example, parallel implementation usually computes bits of a
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Figure 2.21: Energy per sample at different supply voltages against bit number N
(total bits per word) [60].

single input vector in parallel, while DA computes individual bits of multiple inputs

serially. Therefore, when the number of filter taps exceeds the input vector width, fewer

clock cycles would be consumed in a DA-based implementation. To understand how DA

computation works, let us consider the following dot product:

y =
L−1∑
k=0

ak ∗ xk (2.21)

xk and yk denote the input and output data, respectively. ak is one of the constant

coefficients. If we consider that each input data is an N-bit 2s complement binary

number, and can be represented as follows:

xk = −bk(N−1)2N−1 +
N−2∑
n=0

bkn2n (2.22)

where bkj is the jthj bit of xk and bk(N−1) is the sign bit of xk. Combining Equations

2.21 and 2.22 together, we can obtain

yk =

M−1∑
k=0

ak

[
− bk(N−1)2N−1 +

N−2∑
n=0

bkn2n
]

(2.23)

Rearranging the order of the summations in Equation 2.23, it can be modified as
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yk = −
M−1∑
k=0

akbk(N−1)2
N−1 +

N−2∑
n=0

[M−1∑
k=0

bkn2n
]

(2.24)

Figure 2.22 shows the structure of a distributed arithmetic computing system, which

can compute the partial product of a four-element vector X and a constant vector A.

All the possible dot products are stored in a ROM in order.

Figure 2.22: The structure of a DA-based computing system [62].

2.1.4.4 Approximation Computing Based on Serial Structure

Serial computation is also a very promising candidate for an approximate-processing

technique [18][63][64]. In a serial scheme, the word-length of computations can be in-

creased simply by increasing the number of clock cycles. Using this approach, the

computation precision can be made programmable just by truncating the input data

without any extra hardware cost. Accordingly, the dynamic power could be reduced

linearly with the input word-length.

An MIT research group explored the potential of serial processing in approximation

computing approximately 10 years ago [62], and they proposed a DA-based approximate

computation structure for low-power DSP design.

In DA, the computation is performed on a bit slice through the input data MSB first.

This allows an alternative approach to realize approximate processing. The structure of
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Figure 2.23: The structure of a DA-based approximate computing system [62].

a DA-based approximate computation is shown in Figure 2.23, the configurable input

shift registers made using flip-flops and bypass MUXs addresses an SRAM lookup table

of precomputed results. Therefore, the accuracy of input data can be decreased by

shifting the less effective bit into the computation unit. The simulation results show

that approximately 33% power can be saved with the decrease in computation accuracy.

Figure 2.24: The hardware architecture of BISMO using serial computation [65].

Recently, the approximate serial computation attracted the IC designers’ attention

again. BISMO, a vectorized bit serial matrix multiplication overlay for recongurable
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computing, is presented in [65]. Consder the fixed-precision matrix multiplication accel-

erators are not suitable for applications with variable precision since they may require

multiple instances of the same accelerator. The bit-serial alternative provides the pos-

sibility to to realize matrix multiplications with any precision.

Figure 2.24 shows an overview of the BISMO hardware. The architecture is organized

into three pipeline stages, fetch, execute, and result. Each stage sends data to the next

stage via shared on-chip memory buffers in serial fusion. By expressing the fixed-point

matrix multiplication as a weighted sum of binary matrix multiplications, the same

hardware can be utilized for a range of different computation precisions.
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2.2 Review of Timing-Error Resilient Techniques

According to the literature reviews in the previous section, it can be concluded that low-

voltage serial implementation is a very promising method for power-saving. However,

circuit reliability would become more serious at the low-voltage domain.

2.2.1 Timing Error Correction

A well-known approach for improving error resilience is timing-error correction tech-

nique. Typically, it uses double-sampling latches to detect timing errors on the critical

path. Once an error is detected, an error recovery mechanism is activated to restore the

system to a pre-error state.

Figure 2.25: A basic Razor circuit [66].

2.2.1.1 Razor

A typical sensor-based technique for timing error is called Razor [66], which combines

circuit-level timing error detection with a microprocessor-level replay mechanism to cor-

rect the errors. As seen in Figure 2.25, an additional latch (shadow latch) is attached

to the main flip-flop in the Razor, driven by a delayed clock. Accordingly, the correct

data can always be fed into the shadow latch, even if a timing error occurs on the main

flip-flop. If a timing violation occurs, the error can be detected by comparing the main

flip-flop and shadow latch outputs, and the correct data in the shadow latch can be

restored in the flip-flop in the next clock cycle.

The operation of a Razor flip-flop is illustrated in Figure 2.27. In the first clock cycle,

the combination logic circuit meets the setup time and the correct data is captured by

both the main flip-flop and the shadow latch. Accordingly, the error signal at the output

of the XOR gate remains low, and the operation of the pipeline is not replayed. In the
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following cycle, the combination logic exceeds the intended delay, resulting in a timing

violation. Therefore, the main flip-flop does not successfully latch the correct data, but

it is successfully captured by the shadow latch due to the delayed clock cycle. It should

be mentioned that if timing errors occur regularly, the frequent replays in the Razor

could affect system performance. In this case, the Razor-based technique may not be

an efficient solution to overcome timing violations.

Figure 2.26: Error detection timing diagram in Razor [66].

Razor is also well known as an approach for implementing dynamic voltage scaling, by

detection and correction of circuit timing errors in the microprocessor. Recently, the

Razor flip-flop has been widely used in DSP accelerators to extend the power savings

achievable by dynamic voltage scaling, trading accuracy and/or timing performance

against power consumption [67][68].

An example of the Razor-based error-resilient DSP circuit is illustrated in Figure 2.27.

Razor flip-flops are used to replace conventional flip-flops in the direct-form FIR ar-

chitecture. In this case, there is a Razor flip-flop following each multiply-accumulate

(MAC) operation, and an error flag indicates if a timing error has affected pipeline

operations. Because the individual MAC operations are isolated by the Razor flip-flop

stages, potential timing violations can be prevented through bypassing the output stage

using an MUX and a delay register. Furthermore, the effects of each coefficient on the

computation accuracy are different, and the MAC operation of the insignificant coef-

ficients can be skipped to minimise the performance penalty. Therefore, the DSP can

tolerate a small but non-zero error rate when the supply voltage is scaled down to a

sub-critical operating point.
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Figure 2.27: Error-resilient FIR filter with Razor flip-flops [68].

2.2.1.2 Approximate Error Correction

With the popularity of approximation computing, another error-resilient technique has

gained increasing attention, which is known as approximate error correction. Here, the

basic concept is to allow intermittent timing errors but minimise their effects.

One of the efficient techniques is path delay shaping [69]. For conventional arithmetic

data paths, such as adders and multipliers, the MSB usually takes place in the criti-

cal path. However, once a timing error occurs, system performance might be affected

significantly due to sign-bit failure.

Figure 2.28 presents a conventional combination logic stage with the maximum delay

td,max. The illustration of path delay shaping can be seen in Figure 2.29, the circuits

paths are separated into two groups, one group of M-LSBs, which will be considered the

potential critical path, and the other group of (N-M)-MSBs, which will be non-critical.

Here, the LSB group is intended to fail first, but the intermittent failure does not cause

an unacceptable reduction in system performance. A timing guard-band between the

critical path to the LSB group end-points (td,max,LSBs) and the critical path to the MSB

group end-points (td,max,MSBs) can be achieved through a number of approaches, such

as modifying the circuit structure of the arithmetic units.

2.2.2 Timing Error Prediction

As described in the previous section, Razor flip-flops can detect timing errors in multiple

paths and correct them using the re-execution mechanism. However, check-pointing and

re-execution can have significant overheads, because not all the micro-architecture can
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Figure 2.28: Conventional combinational logic stage with a critical path length of td,
max, and associated diagrammatical path delay histogram [69].

Figure 2.29: Illustration of the logic stage with path-shaping and corresponding dia-
grammatical slack histogram [69].

have prior support for speculative execution. For example, the error detection and

correction (EDAC) technique is not practical for the conventional DSP.

Error prediction techniques are based on detecting signal transitions within a specified

time period before the clock falling edge. If a transition is detected, a suspicious timing

error might occur. Some corresponding solutions would be further implemented to

prevent the errors, such as dynamic voltage scaling (DVS) or clock stretching [70][71][72].
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2.2.2.1 Canary Flip-flop

Unlike the error detection technique, delay-error prediction circuits can predict the oc-

currence of a timing error before its actual appearance. These design is called Canary

FFs in the literature, [70], which detect suspicious timing errors due to a gradual increase

in delay resulted from ageing effects.

As shown in Figure 2.30, an extra flip-flop is inserted, attaching the conventional flip-flop

with a delay buffer. Accordingly, the delayed signal in the logic stage is captured by the

canary flip-flop. Timing errors are predicted by comparing the value in the main flip-flop

value with that in the canary flip-flop. Then, the error signal triggers the voltage or

frequency adjustment.

Figure 2.30: A canary flip-flop circuit [70].

Figure 2.31: Canary’s dynamic voltage scaling.

Figure 2.31 shows how the DVS technique is utilised with the canary flip-flops. The

horizontal and vertical lines represent time and voltage, respectively. Initially, the delay

element is considered; hence, the voltage is relevantly high. Because the critical path

might be rarely activated owing to few variations, no timing error may occur even

if the timing constraint is not met. Therefore, the supply voltage can be gradually

decreased to achieve power reductions. Subsequently, the supply voltage is lower than

that determined by the critical path, if an error signal is generated, this means a timing

error is about to occur. Hence, control of the supply voltage is required to be triggered,

and the voltage would be increased to a higher level, thereby avoiding the occurrence of

suspicious errors.
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2.2.2.2 In Cycle Error Prediction and Prevention

In [73], a new in-situ timing error prediction and prevention technique is introduced.

Here, the main concept is that by predicting timing errors through the detection of late-

arriving signals at a half-path point, suspicious timing errors can be prevented using

dynamic clock-gating.

Figure 2.32: Timing error predication circuit

Figure 2.32 shows the circuit schematic of the error prediction system where the critical

path is divided into two path segments. The circuit consists of a transition detector

(TDC) and a timing error generator (TEG). The TDC contains a delay element and

an XOR gate, which are used for detecting the late-arriving transition. Any transition

after the clock signal falling edge is regarded as a possible timing error, and a high-level

STE signal would be generated by the block TEG.

A corresponding timing diagram is displayed in Figure 2.32, where it can be seen that

suspicious errors can be successfully predicted. When the signal D arrives later than the

falling edge of the clock signal, the predicted error signal STE will be activated. Then,

the STE would be kept high during the low clock phase, and the STE signal would be

reset until the rising edge of CLK.

Figure 2.33: Conceptual timing diagram of error prediction technique [73].

Combined with state-of-the-art in cycle-error prediction methods, clock-gating tech-

niques can dynamically isolate the critical paths once errors are predicted. Compared
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Figure 2.34: Timing error predication circuit with in-cycle clock-gating [73].

with prevention technique using voltage scaling, it is able to deal with errors caused

by fast dynamic variations and prevent errors in the current clock cycle. Typically, the

clock-gating error prevention method is easily applied in conventional digital designs.

Figure 2.33 shows the circuit schematic of the error prediction and prevention system

with a clock-gating technique. When a timing error is predicted, STE will be high and

the clock will be gated to guarantee the correct operation with one more cycle.

2.2.2.3 CRISTA

Conservative approaches for improving circuit robustness are ones that provide enough

timing margins for uncertainties, such as process, voltage, temperature, and ageing vari-

ations. One efficient alternative option is critical path isolation for timing adaptiveness

(CRISTA) [74]. The core idea includes the following: 1) isolate the set of possible criti-

cal paths under process variations and render them predictable; 2) guarantee that these

paths are activated rarely; and 3) dynamically convert them to a two-cycle operation

when they are activated. An example of a possible path delay distribution is presented

in Figure 2.35. It can be seen that the original critical paths are isolated from the

non-critical path with the presence of timing slack. Hence, if the original critical paths

are activated rarely and predictably, then possible timing violations can be avoided by

consuming an extra clock cycle.

An example of a variation-aware three-stage pipeline operation is presented in Fig-

ure 2.35, where the whole circuits are resynthesised using CRISTA methodology. The

decoders D1, D2 and D3 are used to predict the activation of the original critical paths

of the individual stages. Whenever one of them is predicted, a two-cycle operation would

be implemented by dynamic clock-gating.
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Figure 2.35: Path delay distribution required for CRISTA [74].

Figure 2.36: A case study of the Pipeline processor with CRISTA in [74].

2.2.3 Timing Error Masking

In error masking techniques, suspicious timing errors can be predicted and masked in

the same clock cycle by tuning time references, such as clock-phase adjustment or time

borrowing.

2.2.3.1 Time borrowing

In the timing borrowing technique [75], if the data arrives before the set-up time of the

flip-flop, it can be sampled correctly, no masking would be implemented. Conversely,

if the data arrives later due to process variations or ageing effects, the flip-flop would

sample correct data with a delay equal to the error masking latency.

The period of time after the clock falling edge used for error detection and masking

is termed the checking period. When the first error is detected, it can be masked by

borrowing the time interval in the next clock cycle equal to the recovery timing margin,

which also equals the worst case timing margin. If the next clock cycle is also affected

by the dynamic variations, another time interval (equal to the twice the recovery timing
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Figure 2.37: Conceptual timing diagram of error masking for metastability [75].

margin) would be borrowed from the following pipeline operation. Accordingly, given a

checking period, c, and a recovered timing margin, t, if the error-free operation can be

successfully implemented in a k-stage pipeline by time borrowing, then c = k × t.

An example of a timing borrowing checking period can be seen in Figure 2.37, where it is

divided into three intervals: one TB interval, and two ED intervals. The time intervals

in the checking period can be classified into two types: time borrowing (TB) and error

detection (ED). For a k-stage pipeline operation, if the number of TB intervals is kTB,

that of the ED intervals should be k − kTB. The TB intervals can be used to mask

detected errors in the k-stage pipeline operation without flagging to the central error

control unit. However, if a timing violation occurs in the kTB + 1-stage, ED intervals

start to be borrowed with the flagging of timing errors. The detected timing error is

avoided by reducing operation frequency at the system-level.

2.2.3.2 Clock signal adjustment

Clock adjustment [76][77] is another common technique for realising error masking.

As mentioned previously, time borrowing can prevent timing violations in the current

pipeline stage. However, it would increase the path delay in the following stage, which

could result in further timing errors. An efficient method of addressing this problem

is clock stretching [76], which pays back the borrowed time in the next clock cycle by

stretching the clock signal, as shown in Figure 2.38.

An example of error-masking flip-flop based on clock-phase adjustment was proposed

in [77], termed a phase-adjustable error detection flip-flop (PEDFF). In VLSI system

design, flip-flops that easily meet timing violations can be replaced by PEDFFs. The

circuit diagram of a PEDFF can be seen in Figure 2.39, where an extra flip-flop ExpReg

attaches the conventional flip-flop RefReg. The detection scheme is realised by the

insertion of an adjustable delay to the ExpReg ’s clock line. Once a timing violation is

detected, it would be corrected during a one-cycle stall.
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Figure 2.38: The operation mechanism of time borrowing and clock stretching [76].

Figure 2.39: Phase-adjustable Error Detection Flip-Flop (PEDFF) [77].

2.3 Summary

The literature reviewed in the chapter includes the background about the state-of-the-art

low power and timing-error resilient techniques.

Among the introduced power-saving techniques, we noticed that serial computation is

regarded as an excellent technique for implementing both low power and approximate

computing, which is widely used in designing energy-efficient IoT-related systems. How-

ever, the largest concern of serial computation is the too long operation time, which may
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result in more energy consumption compared with parallel counterparts. Therefore, op-

timisation solution is needed to reduce the redundant operation cycles and demonstrated

on the conventional signal processing hardware. Considering the area and power bene-

fits brought by serial computation to digital designs relevant to the Internet-of-Things.

Therefore, a new error resilient technique for serial computation is urgently required to

improve robustness against process, voltage, and temperature variations.



Chapter 3

Error-Free Near-Threshold

Adiabatic CMOS Logic in the

Presence of Process Variation

In this section, the first analysis of process variation effect on the adiabatic logic com-

bined with the near-threshold operation is provided. One of the major concerns is

whether reliable performance is retained. We found that typical variations of process

parameters do not affect error-free operation at the minimum-energy frequency. Monte

Carlo simulations of a 4-bit full adder using ECRL structure with 0.45 V supply voltage

show that, in the presence of typical process variations, energy consumption of the cir-

cuit operating at 25 MHz increases by 10.2% in the worst case while a 100% error-free

operation is still maintained. The maximum operating frequency (208 MHz) is reduced

to nearly half of the nominal value (385 MHz). To further improve the robustness of the

adder against process variation, a bit-serial adiabatic adder is considered with an even

lower power consumption per cycle.

3.1 ECRL Logic Operating at Near-threshold Voltage

The sensitivity to process variation is significantly increased when the supply voltage

is reduced to the near-threshold region. As supply voltage gets close to the threshold

voltage, both the dynamic and leakage powers decrease, but their slow-down rates are

different. Leakage power shows a slower reduction. Thus its ratio in total power dissipa-

tion is increased. Since the leakage power is exponentially dependent on the threshold

voltage, the variation of the threshold voltage may lead to serious power fluctuations

in a near-threshold design. It is well known that near-threshold adiabatic designs can

40
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save substantial energy. However, estimated values of energy consumption would be in-

accurate if process variation is not taken into account [78]. Also, the optimal frequency,

where the minimum energy point is attained, would be significantly affected.

When ECRL logic circuit operates in the near-threshold region, the supply voltage

VDD is set slightly higher than the threshold voltage, thereby causing reduction of both

adiabatic and leakage energy consumption. Accordingly, a substantial portion of energy

can be saved. Because of different decrease rate with reduction of the supply voltage,

the leakage energy consumption would take a larger part in the total energy dissipation.

It is worth mentioned, although ECRL logic can work in the sub-threshold region, the

operating frequency range is quite small and extremely sensitive to process variations.

Once the switching probability is quite low, the optimal operating frequency would be

very close to maximum frequency, easily affected by process variations. In contrast,

near-threshold computing of ECRL circuit can not only save a large amount of energy

consumption but also improve the robustness against process variations.

3.2 Analysis of Process Variation Effect on Near-threshold

Adiabatic Operation

To demonstrate the performance of the adiabatic logic and near-threshold operation, a

4-bit ripple carry adder is implemented. The schematic of a ripple carry adder is shown

in Figure 3.1. The sum and carry parts of the full adder are designed by ECRL logic

circuit and the transistor-level circuits can also be seen in the figure.

3.2.1 Adiabatic adder without process variations

The whole design is simulated using Hspice and the functionality of the circuit can be

confirmed through the simulations. In the experiment, the peak-peak supply voltage is

set to 0.45 V, which is slightly larger than the absolute value of the PMOS threshold

voltage (0.423 V). To compare the energy consumption of circuit operating at different

voltage region, we adjust the peak-peak voltage to 0.7 V and 1.0 V respectively. Fig-

ure 3.2 shows the changes of energy dissipation with different supply voltage, it seems

the near-threshold ECRL 4-bit full-adder operating at the peak-peak voltage of 0.45

V saves at least 60% energy consumption compared with the nominal voltage design

when the operating frequency is below 125 MHz. Besides, optimal frequency, maximum

frequency and minimum energy per cycle of the design have been figured out and shown

in the Table 3.1.
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Figure 3.1: Topology of ECRL 4-bit full adder [33].

Figure 3.2: Energy dissipation of an adiabatic 4-bit full adder at 0.45 V, 0.7 V and
1.0 V voltage domains.
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Table 3.1: Optimal frequency, maximum frequency and minimum energy per cycle of
an adiabatic 4-bit full adder circuit operating in both super (1.0 V) and near-threshold

(0.45 V) region.

Voltage Optimal Freq Max Freq Min Energy/cycle

1.0 V 125 MHz 1500 MHz 14.20 fJ

0.45 V 25 MHz 384.6 MHz 4.25 fJ

Table 3.2: Varied Process Parameters [80]

Parameter Mean Standard Deviation

Length 70 nm ±4%

Vthn 0.423 V ±5%

Vthp -0.365 V ±5%

µeffn 491 cm2/V.s ±21%

µeffp 57.4 cm2/V.s ±21%

3.2.2 Adiabatic adder with process variations

To verify the robustness of full-adder design operating in near-threshold region, process

variations are taken into consideration. According to the experiment results in [38], for

ECRL circuits, the effect of inter-die variations is much smaller than that of intra-die

variations. Therefore, only intra-die parameter variations are considered in the design.

All the simulations are demonstrated based on 65 nm PTM technology [79], the relevant

process variations are described in [80]. Three transistor parameters are recognized as

the leading sources of process variation, including gate length, threshold voltage and

mobility. The mean and standard deviation for both NMOS/PMOS transistors are

shown in Table 3.1.

The influence of the length, threshold voltage and mobility on the energy consumption

can be seen in Table 3.3 respectively, where threshold voltage has a stronger effect on the

average, maximum and minimum energy consumption compared with other two param-

eters. To be specific, the variation for average energy per cycle is equal to 1.11%, but

in the worst case, the process variations would lead to 10.21% extra energy dissipation.

As seen in Figure 3.3, the changes in maximum and minimum energy consumption in

the presence of process variation are given, the difference with the nominal value of

energy cost can be clearly observed. In general, the variation of energy dissipation is

becoming more stable with the increase of the operating frequency. Besides, the optimal

frequency of the whole design is largely affected by process variation. To demonstrate

the reliability of near-threshold design in optimal frequency, the simulation waveforms

of the fourth single-bit full-adder is shown in Figure 3.4. The input signals are power
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Table 3.3: Effect of Process Variation on Energy Consumption of 0.45 V design
operating in nominal optimal frequency

Parameters Avg Energy/cycle Max. Energy/cycle Min. Energy/cycle

Length 4.29 fJ(+0.79%) 4.36 fJ(+2.49%) 4.21 fJ(−0.95%)

Vth 4.29 fJ(+0.99%) 4.70 fJ(+10.63%) 4.07 fJ(−4.187%)

Mobility 4.28 fJ(+0.76%) 4.43 fJ(+4.1%) 4.18 fJ(−1.66%)

Total 4.30 fJ(+1.11%) 4.69 fJ(+10.21%) 4.06 fJ(−4.55%)

Figure 3.3: Energy dissipation of 0.45 V adiabatic full-adder design with nominal and
varied parameters

clock, A4, B4 and the carry bit from the previous adder, while the results of the sum

and carry bits can be observed in the waveforms. Besides, the orange, red and blue

simulation waveforms are represented by design with nominal parameters and varied

parameters(maximum and minimum energy dissipation per cycle) respectively. Clearly,

the design with varied parameters can still realize correct function, therefore its reliability

in the nominal optimal frequency can be confirmed.

With the presence of process variation, the error rate of the circuit operating in nominal

maximum frequency (385 MHz) achieves 52.55%, and it approximately becomes zero

when the working frequency is reduced to 208.3 MHz in Figure 3.5. Moreover, it is

demonstrated that performance of the near-threshold adiabatic design is quite stable at

the optimal frequency, even when the circuit is affected by process variation, the error

rate in the optimal frequency remains zero.

As discussed before, the variation of the threshold voltage has the most significant

influence on the performance of circuits. In order to further study the tolerance of near-

threshold adiabatic logic against process variations, the standard deviation of Monte
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Figure 3.4: Simulation waveforms of an adiabatic 4-bit full adder with varied param-
eters at 0.45 V voltage

Figure 3.5: Error rate of near-threshold adiabatic full-adder design with process vari-
ation at 0.45 V voltage

Carlo simulations for threshold voltage is increased. According to the simulation results,

when the standard deviation is set to 14%, the error rate of 4-bit full-adder operating

in 200 MHz would be non-zero, approximately 0.36%. For simplicity, the waveforms of

the fourth single-bit full-adder are presented in Figure 3.6 and the failed waveforms are

highlighted using red cycle. With the increase of circuit complexity, reliability issues of

the near-threshold adiabatic logic would be more serious.
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Figure 3.6: Monte Carlo simulation waveforms of an adiabatic 4-bit full adder with
varied parameters at 0.45 V voltage

Table 3.4: The comparison of the 4-bit adder based on the nominal and bit-serial
architecture in terms of energy consumption (operating at 25 MHz with 0.45 V supply

voltage) and transistor count

Architecture Energy/cycle Transistor count

Nominal 4.25 fJ 96

Bit-serial 1.10 fJ 36

3.3 Variation-aware Adiabatic design based on Bit-serial

Structure

3.3.1 VLSI implementation

As shown in the previous experiment results, once the threshold voltage variation be-

comes more serious, up to 14%, the adiabatic operation at near-threshold region would

not be error-free any more. To further improve the robustness of the adiabatic logic cir-

cuit while ensuring its characteristics of low-power, a 4-bit adder is reconfigured based on

the bit-serial structure. The bit-serial adiabatic adder consists of a single-bit full-adder

and a flip-flop, where the flip-flop could be realized by three adiabatic logic buffers.

3.3.2 Simulation results

Simulation results show that, the energy per cycle can be reduced approximately four

times compared with the parallel design (as seen in Table 3.4). Additionally, in the serial
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Figure 3.7: Adiabatic adder based on the bit-serial structure

Figure 3.8: Monte Carlo simulation waveforms of an adiabatic 4-bit full adder with
varied parameters at 0.45 V voltage based on bit-serial structure

arithmetic, 4-bit addition can be realized using only one single-bit adder, therefore the

transistor count can be also significantly reduced. Only 36 transistors are required.

The bit-serial operation also improves the robustness against process variation. In the

serial adiabatic adder, fewer transistors are connected in a stack, accordingly the effects

of variation on the threshold voltage are alleviated. To demonstrate the robustness of

the bit-serial design, Monte Carlo simulations with varying threshold voltage have been
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implemented, the corresponding results can be seen in Figure 3.8. Compared with the

equivalent parallel design, when the variation of the threshold voltage reaches to 14%,

the bit-serial adiabatic design can still maintain the error-free operation.

3.4 Summary

The first analysis of process variation effects on the energy consumption and reliability

of near-threshold adiabatic logic is presented in this section. As a case of study, a 4-bit

full adder is tested and results show that, in the worst case, process variation could cause

10.2% extra energy dissipation at the optimal frequency, while the performance is not

significantly affected. The maximum frequency is reduced by 45.8% and approximately

equal to 208 MHz. In a bit-serial implementation, the energy per cycle can be further

reduced while the robustness is also significantly improved, which makes it a promising

candidate for future ultra-low-power digital designs.
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Bit-Serial Variable-Accuracy

Computing for Ultra-Low-Power

So far, many variable-accuracy digital designs [81][82][83] have been published in order

to realize energy-efficiency. However, all of the energy they save only refers to active

energy, excluding static energy during the idle state. In many IoT-related devices, the

sensors operating at the low sampling rates remain most of the time in the idle state

with clock-gating. In this case, the static energy consumption is more important than

the active counterpart. Furthermore, if a low voltage operation is adopted, leakage

power would represent an increasing part of total energy consumption. Therefore, we

investigate the potential of bit-serial computing, as a means of reducing the leakage

power due to the small area cost of bit-serial designs.

In this chapter, a novel bit-serial signed multiplier with row bypassing is described, which

outperforms the standard bit-serial multipliers as well as the main types of parallel mul-

tipliers in terms of both power and energy consumption in typical application scenarios

at low voltage domains. Furthermore, by reducing the effective bit resolution of the in-

put samples which are shifted into the proposed design, the overall energy consumption

can be scaled down dynamically. The case study of a 64-point FFT implementation is

described here, according to simulation results, when the effective word-length is reduced

from 16 to 8 bits, the total energy consumption is reduced by up to 61%.

4.1 Background about bypassing technique in multiplier

The function of the bypassing technique is to turn off the arithmetic device when the

bit of the multiplier is zero, thereby saving power consumption. In terms of architec-

tural modification, the bypassing techniques can be classified into row bypassing [84]

and column bypassing [85]. Based on the concept of the row and column bypassing for

49
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the power reduction, a low power 2-dimensional bypassing multiplier [86] was proposed.

Traditionally, bypassing has only been adopted in the array multipliers. Other parallel

low-power multipliers, such as Booth encoding multiplier [87], cannot adopt this tech-

nique. Irrespective of whether row or column bypassing is used, their effects on power

reduction are the same. In the next section we present how the row bypassing method

can be adopted for implementation in serial multiplication but column bypassing can be

also be implemented similarly.

4.2 Proposed Bit-serial bypassing multiplier

To explain the proposed bit-serial multiplier architecture, the principle of the Baugh-

Wooley algorithm will be introduced first. Let two n-bit numbers to be multiplied, the

multiplier Q and multiplicand M, be respectively expressed as:

Q = −qn−12n−1 +

n−2∑
i=0

qi2
i (4.1)

M = −mn−12
n−1 +

n−2∑
j=0

mj2
j (4.2)

Where qi and mj are the bits of Q and M correspondingly while i and j denote the bit

index. Therefore, the array partial product P for bit mj can be expressed by equation

7.3. While when mj equals to zero, the partial product can be represented as P+2n−1+j .

P =


P + qn−1mj2

n−1+j +
n−2∑
i=0

qimj2
i+j , j < n− 1

P + qn−1mj2
n−1+j +

n−2∑
i=0

qimj2
i+j , j = n− 1

(4.3)

Figure 4.1 shows how this algorithm works in the case of 8-bit multiplication. The first

seven rows are called PM (partial product with magnitude part) and generated by a

NAND and seven AND operations. The eighth row is referred as PS (partial product

with sign part) and generated by a AND and seven NAND operations. The ninth row

represents the sign bit complementation. Therefore, we can simply bit-serialize the

multiplication using AND, NAND and single-bit addition for accumulation.

The total operating cycle count in a conventional bit-serial multiplier is (n+ 1)2, where

the value of the product is renewed every n+ 1 cycles [88]. We observe that, if mj = 0

while index j < n − 1, the product can be accumulated by adding 2i+j and, therefore,

there is no need go through the entire sequence of n + 1 cycles to update the partial
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Figure 4.1: The case of an 8-bit multiplication using the Baugh-Wooley algorithm

product bit by bit. In other words, if there are zeros in the binary value of the multi-

plicand, the count of the working cycles can be reduced. The corresponding operations

are presented in Figure 4.2.

In terms of hardware implementation, the proposed multiplier consists of a controller

and datapath as shown in Figure 4.3. Signal Start initiates the multiplication sequence,

the multiplier Q and multiplicand M are shifted into the Datapath bit by bit with the

activation of Next Q and Next M , to inform the outside world when the bits of the

multiplier and multiplicand are required. The product is generated in serial fashion and

signal Ready is enabled when the algorithm finishes. The responding ASM chart for the

control block is presented in Figure 4.4.

4.3 Simulation Results

In this section, the proposed design as well as a number of traditional multipliers used

in our comparisons, both serial and parallel, are synthesised using the ST 65nm CMOS

process and the power and energy consumption are measured using HSPICE. The perfor-

mance characteristics of the proposed serial multiplier with row bypassing are calculated

with respect to the gate count, average power, total energy consumption and variable

precision (energy-scalable) computation and compared against the following multipliers

implemented using the same ST 65nm technology: standard bit-serial multiplier [88],

parallel Baugh-Wooley multiplier [55], parallel bypassing multiplier [86] and Booth mul-

tiplier [87].
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Figure 4.2: Algorithm of the proposed bit-serial bypassing multiplication.

4.3.1 Low area cost

In the proposed design, the bit-serial approach reduces the number of the combinational

logic gates in the multiplier at the cost of some additional registers required by multi-

cycle computing. Consequently, a bit-serial multiplier is more compact than its parallel

counterparts, as it requires fewer adders and interconnects. The transistor count of the

parallel Baugh-Wooley, bypassing parallel, Booth, conventional bit-serial and proposed

bit-serial multipliers with different word-lengths can be acquired in the Hspice simula-

tions, and equivalent gate-count comparisons are summarised in Table 4.1 where 100%

represents the size of the conventional bit-serial circuit as a reference.

The complexity of parallel multipliers is approximately geometrically proportional to

the word-length, but it can be seen that bit-serial multipliers do not grow significantly

with the word-length. Although the proposed design increases slightly the complexity

of the control block, the advantage in the area cost is still significant as it represents a

saving of 366% and 38% compared with parallel Baugh-Wooley and Booth multipliers
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Figure 4.3: Structure units of the proposed bit-serial multiplier

Figure 4.4: ASM chart of the controller.

Table 4.1: The gate count comparisons of conventional parallel, bit-serial and pro-
posed bit-serial multipliers in terms of different word-lengths

Structure 8-bit 12-bit 16-bit

Parallel 472 (130%) 1111 (282%) 2023 (466%)

Parallel with row-bypassing 568 (157%) 1327 (337%) 2407 (555%)

Booth 329 (91%) 461 (117%) 598 (138%)

Conventional Bit-serial 323 (89%) 355 (90%) 395 (91%)

Proposed Bit-serial 362 (100%) 394 (100%) 434 (100%)
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for 16-bit computation correspondingly. It is also worth noting that compared with the

conventional serial multiplier, the proposed bypassing design increases the gate count

by less than 12%.

To measure the power and energy consumption, extensive Hspice simulations have been

carried out. All the results presented below have been obtained using, for each test, the

averaged results for 1000 randomly generated pairs of numbers to be multiplied.

Figure 4.5: Average power consumption comparison vs frequency at super- and near-
threshold regions (1 V and 0.5 V supply voltage).

4.3.2 Low power consumption

As mentioned above, serial designs have much smaller gate counts and interconnect

capacitance compared with their parallel counterparts. This advantage allows serial

operations to consume significantly less power at a fixed frequency. Figure 4.5 shows the

average power of the proposed and other state-of-the-art multipliers versus frequency at

both super and near-threshold voltage regions respectively. The frequency on the x-axis

is normalized to the maximum frequency that can be processed by the Baugh-Wooley

multiplier. It is evident that the proposed bit-serial design presents a significant power-

saving compared with all the other types of multipliers, both serial and parallel, at both

the super- and near-threshold supply voltage.

However, as parallel multipliers operate faster and require less time to complete a multi-

plication, it can be argued that a fairer power consumption comparison should be based

on a scenario where operating frequencies of parallel designs are slowed down such that
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Figure 4.6: Average power consumption comparison vs sampling rate at super- and
near-threshold regions (1 V and 0.5 V supply voltage).

all types of multipliers calculate their results at the same speed. Figure 4.6 shows the

results of that scenario. The average power consumption of the proposed and other

state-of-the-art multipliers are shown with the sample rate scaled to achieve the same

computation time at both super and near-threshold voltage regions respectively. The

sample rate on the x-axis is normalized to the maximum sample rate that can be pro-

cessed by the conventional bit serial design, where the maximum frequencies are 1190

MHz and 33 MHz for 1.0V and 0.5 V voltage operations respectively. It is worth noting

that all the designs are clock-gated during idle intervals. Simulation results show that

the power benefits of the proposed serial design at a given sample rate is greater at the

near-threshold supply voltage. This is because the leakage power consumes a higher

proportion of the overall power at low voltages. For both super and near-threshold op-

erations, at a high sample rate, the dynamic power dominates the total power because

of higher required clock frequencies. At low sample rates, it is trivial that the serial

implementation’s low leakage power consumption has a significant advantage. It can be

seen that the serial designs have lower total power consumption at the near-threshold

supply voltage with the proposed bypassing bit-serial design being the best, better than

the conventional bit-serial, as the proposed design skips redundant cycles and keeps the

threshold sample rate (where less energy is consumed compared with parallel counter-

parts) in an acceptable range for conventional circuit devices. Specifically, the results

show that the proposed bit-serial design uses up to 44%, 38%, 84% and 86% less power

than the conventional bit-serial, Booth, bypassing parallel and Baugh-Wooley designs

at near-threshold voltage respectively.
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Figure 4.7: Average power consumption comparison vs sampling rate of the proposed
design using eight processing elements an parallel designs at near-threshold region (0.5

V supply voltage).

The next scenario in our power consumption analysis tests the performance of the bit-

serial design arranged as a vector multiplier using multiple processing elements driven

by a single controller. It turns out that the proposed bit-serial design with bypassing

using a vector of 8 processing elements and operating at 0.5 V near-threshold supply

voltage outperforms, in terms of the average power consumption, all the standard parallel

designs by about an order of magnitude when the calculation time is fixed and operating

frequencies adjusted accordingly. This is shown in Figure 4.7. Calculations here were

performed using 16-bit numbers.

It could also be observed that, the parallel bypassing multiplier consumes more power

than the proposed bit-serial design for the same multiplication time and near-threshold

region at all sampling rates. This is an interesting observation which can be explained

by the much lower leakage power of the serial design at near threshold supply voltage.

Further, the proposed design was compared with a conventional bit-serial multiplier

without row bypassing but with the operating frequencies adjusted to achieve the same

multiplication times. Figure 4.8 shows that the proposed design outperforms the con-

ventional bit-serial multiplier in terms of average power consumption for 8-bit, 12-bit

and 16-bit arithmetic. It should be mentioned that the reduction of effective word-

length would not save much power consumption in a standard bit-serial multiplier, that

is because redundant clock cycle cannot be reduced without bypassing technique and
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Figure 4.8: Average power consumption comparison vs sampling rate of the proposed
design and standard bit-serial at near-threshold region (0.5 V supply voltage).

a majority of power is actually consumed in control blocks. Accordingly, power con-

sumption for standard bit-serial design with 8-bit and 12-bit accuracy is not presented

here.

4.3.3 Energy-efficiency and variable-accuracy

The additional benefit of the proposed bit-serial bypassing scheme is that it can also be

used to trade bit-precision with overall energy consumption. In the proposed Algorithm,

once qj = 0 and j < n−1, the process of the partial product accumulation can be reduced

from n cycles to 1 cycle. In other words, the simple zeroing of leading or trailing bits of

the multiplicand, the energy consumption of the system can be decreased in proportion

to the bit precision, even if the bits of the multiplier remains unchanged. A simple

modification of the controller can implement this bit-precision reduction technique and,

in this way, the accuracy can be traded dynamically for lower energy consumption should

the power supply levels become low. Such scenarios are typical in energy-harvester

powered sensors.

Figure 4.9 presents the energy comparisons between conventional and proposed bit-

serial multiplier at the minimum energy point (around 0.5 V supply voltage). Also, it

demonstrates the variable accuracy behaviour of the proposed design. It can be seen

that the proposed bit-serial multiplier can save around 44% energy through the bypass-

ing technique. For the variable-accuracy operation, the energy consumption changes

approximately linearly with the effective bit-width as expected. Approximately 23%
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Figure 4.9: Energy comparison with convention and proposed bit-serial multiplier
with variable-accuracy on near-threshold region

energy can be saved when the effective word-length is reduced from 16 to 12 bits while

the 8-bit computation scales down the energy dissipation further, by 42%.

4.4 Demonstrate on FFT Implementation

4.4.1 FFT Datapath

The block diagram of the bit-serial FFT processor is shown in Figure 4.10, using a

conventional radix-2 butterfly architecture. During a butterfly computation, two com-

plex number is read from a data memory in serial fashion, and implement a butterfly

operation with corresponding coefficients from ROMs. With the assistance of scalable

shift memory, computation accuracy can be adjusted in the butterfly datapath to enable

adaptive-accuracy operation.

In this design, The radix-2 butterfly datapath is adopted as seen in Figure 4.12, which

contains a complex multiplication, followed by complex-value addition or subtraction.

The corresponding equations are presented in Equation. 7.1, where A and B represent

two complex number input data, X and Y represent two complex number output data,

which would be sent back to data memory after butterfly computation and W denotes

the responding FFT coefficients. For the hardware design, four signed multiplications

and six signed additions or subtractions are needed. Only 10 full-adder/subtracters are

used in serial’s implementation.
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Figure 4.10: Structure of the proposed bit-serial FFT

X = A+B ∗W and Y = A−B ∗W (4.4)

Illustrated in the previous section, the butterfly datapath using the proposed bit-serial

multiplier, which can skip redundant clock cycles when the binary value of FFT co-

efficient is zero. In other words, the simple zeroing of leading or trailing bits of the

coefficients, the clock cycle of butterfly operation can be decreased in proportion to the

bit precision. As shown in Figure 4.11(a), the twiddle factor data output bit by bit from

the ROM. The two MUXs can adjust the precision of twiddle factor value freely, one of

the inputs is from the ROM output and the other is connected with ground, the two

outputs would be sent to the butterfly processing block.

(a) (b)

Figure 4.11: Block diagram of memory (a) Accuracy-scalable ROM (b) Scalable data
memory based on shift registers
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Additionally, the word-length of input signals can be also reduced for further power-

savings. As seen in Figure 4.11(b), the proposed data memory is designed based on shift

registers, the accuracy of output data is dependent on the clock cycles for shifting. An

8:1 mux is inserted following each column of shift resisters to select the Least Significant

Bit of the output data. Accordingly, the word-length of input signals can be easily

adjusted by the signal memory precision control from control block.

Illustrated in the previous section, the butterfly datapath using the proposed bit-serial

multiplier, which can skip redundant clock cycles when the binary value of the FFT

coefficient is zero. In other words, the simple zeroing of leading or trailing bits of the

coefficients, the clock cycle of butterfly operation can be decreased in proportion to the

bit precision. Besides, the input complex numbers can also be scalable for 8-bit and

16-bit for further accelerated operation. Once 8-bit precision scaling is enabled, the

data is selected from the 8th register’s output within a column of shift registers with

the disability of the following 8 register. In this way, butterfly operating cycles can be

further reduced by nearly half. Specifically, in the proposed hardware design, a 16-bit

FFT computation requires 26110 clock cycles, while around 43% cycles can be saved

when the effective word-length of coefficients is reduced to 8-bit. For an 8-bit operation,

only 1000 cycles are consumed.

4.4.2 Simulation Results

In this section, the proposed design as well as a number of traditional FFT implemen-

tations used in our comparisons, both serial and parallel, are synthesised using the ST

65nm CMOS library and the power and energy consumption are measured using Hspice.

4.4.2.1 Low area and low leakage

It is well known that the serial approach uses less area and has less interconnect capac-

itance, which results in smaller leakage power. The 64-point FFT processors based on

conventional bit-serial and energy-aware parallel architecture [89] are synthesised in our

comparisons [90][91], together with other state-of-the-art serial FFT implementations.

From the Table. 6.2, it can be found that, the proposed serial design has significantly

lower hardware cost than the parallel one. The total gate numbers in the 64-point FFT

design is also smaller than designs based on other serial techniques, such as digit-serial

[43] and distributed arithmetic based FFT implementations [91]. It is also worth noting

that compared with the conventional bit-serial design, the proposed bypassing design

increases the gate count by less than 10 %. In terms of leakage power, as the design op-

erates at a near-threshold voltage (0.5 V), additional power saving is achieved. Leakage

power consumption of the serial and parallel design is 1.83 µw and 2.87 µw respectively,

shown in Table. 4.2.
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Table 4.2: The comparisons between gate count and leakage power between proposed
bit-serial, state-of-the-art bit-serial, conventional bit-serial and parallel FFT implemen-

tations.

Architecture Proposed Parallel [89] Conv serial [92] DA [91] Digit-serial [43]

Gate Count 24.4K 40.5K 22K 33.7K 55K

Leakage Power 1.83µw 2.87 µw 1.68µw 2.44µw N/A

4.4.2.2 Power and Energy Analysis

As mentioned above, serial designs have much smaller gate counts and interconnect

capacitance compared with their parallel counterparts. This advantage allows serial

operations to consume significantly less power at a fixed frequency. However, as parallel

implementation operate faster and require less time to complete the same operation, it

can be argued that a fairer power consumption comparison should be based on a scenario

where operating frequencies of parallel designs are slowed down such that all types of

designs calculate their results at the same speed.

Figure 4.13: Average power consumption comparison in butterfly datapath with var-
ious multipliers vs sampling rate at super- and near-threshold regions (1 V and 0.5 V

supply voltage).

In Figure 4.13, the proposed bit-serial multiplier butterfly processing unit is firstly

demonstrated on the butterfly processing unit, compared with other state-of-the-art

multipliers. The average power consumption of the proposed bit-serial and parallel

counterparts are shown with the sample rate scaled to achieve the same computation

time at both super and near-threshold voltage regions respectively. The sample rate on
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the x-axis is normalized to the maximum sample rate that can be processed by the con-

ventional bit serial design, where the maximum sample rate is 4.36 MHz and 116 KHz

for 1.0 V and 0.5 V voltage operations respectively. It is worth noting that both the

designs are clock-gated during idle intervals. Simulation results show that the proposed

bit-serial design outperforms parallel counterparts at low sample rate.

The next scenario in our power consumption analysis tests the performance of the bit-

serial design in FFT implementation. Both the serial and parallel FFT run at serial’s

maximum sample rate, 639 KHz and 1.2 KHz for 1.0 V and 0.5 V voltage operations

respectively. Simulation results in Figure 4.14 shows that the power benefits of the

proposed serial design at a given sample rate is greater at the near-threshold supply

voltage. This is because the leakage power consumes a higher proportion of the overall

power at low voltages. For both super and near-threshold operations, at a high sample

rate, the dynamic power dominates the total power because of higher required clock

frequencies. At low sample rates, it is trivial that the serial implementation’s low leakage

power consumption has a significant advantage. Specifically, the results show that the

proposed bit-serial design uses up to 36% less power than the parallel counterpart. In

general, it turns out that the power advantage of serial butterfly datapath remains in

whole FFT computation.

Figure 4.14: Average power consumption of both serial and parallel FFT implemen-
tations at 1.0 V and 0.5 V

Figure 4.15 displays the power comparison between the proposed serial and parallel

implementations operating at 0.5 V supply voltage, with sample rate scaling, for 8-bit

and 16-bit arithmetic. It can be observed that, at low sample rate, variable-accuracy is

more efficient for proposed serial approach. For parallel implementation, although the

accuracy reduction can significantly save the dynamic power in arithmetic unit. As leak-

age power still domain the total power consumption due to long operation time, power
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Figure 4.15: Average power consumption of both serial and parallel FFT implemen-
tations at 0.5 V with 8-bit and 16-bit bitwdith

saving by reduced accuracy computation in parallel FFT processor is negligible. On the

other hand, serial implementation can save around 62% clock cycles. To maintain the

same computation time, operating frequency of serial design is slowed down, accordingly

the average power consumption can be reduced significantly.

Figure 4.16: Energy reduction with bypassing technique and accuracy loss

In addition to the advantages of low-area and low-leakage, serial implementation lends

itself easily to energy-scalable computing. Bit-serial computing can remain ultra-low

power consumption during operation, while the clock cycles are reduced with the de-

graded computation accuracy, the energy consumption of FFT computation can also be

saved. Figure ?? presents the energy comparisons between conventional and proposed

bit-serial multiplier at the minimum energy point. Also, it demonstrates the variable

accuracy behaviour of the proposed design. It can be seen that the proposed bit-serial

FFT design can save around 18% energy through the bypassing technique in terms of 16-

bit computation. For the variable-accuracy operation, the energy consumption changes
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approximately linearly with the effective bit-width as expected. Approximately 37%

energy can be saved when the effective word-length of the coefficient is reduced from 16

to 8 bits while the 8-bit computation can further scales down the energy dissipation by

61%.

4.5 Summary

We investigate the possibility of further power reductions where a near-threshold bit-

serial operation is used in the signed multiplication. The main novelty of the design

is the adoption of the row bypassing technique, hitherto only used in parallel multipli-

cation, which can be implemented very simply in the bit-serial control state machine.

Moreover, the row bypassing can also be used to implement variable bit precision with

a minimal additional circuitry. Furthermore, to stay alive under intermittent power

supply, inherent, for example, in energy-harvester powered sensor systems, the proposed

design can dynamically scale down the energy consumption at the cost of computational

accuracy. The simulation results demonstrated on a 64-point FFT implementation show

that the energy consumption can be saved up to 61% when the word-length is shifted

from 16-bit to 8-bit. These results prove that the near-threshold operation and bit-serial

techniques are a promising solution to implement ultra-low power designs powered by en-

ergy harvesters, especially in IoT sensor applications where ultra-low power and energy

consumption are usually of greater concerns than the computational performance.



Chapter 5

Timing-Error-Prevention for

Bit-Serial Computing by

Dynamic Path Isolation

Due to the area and power benefits bit-serial computing brings for IoT-relevant ultra-

low-voltage digital designs (illustrated in the previous chapter), a new in-situ timing

error prevention technique is proposed for mitigating the impact of process variation on

bit-serial sequential circuits.

The proposed design places checkpoint flip-flops on each critical-path and dynamically

split the clock cycle into two for error-resilience. Compared with prior error prevention

for parallel design, the proposed method is able to deal with frequent suspicious timing

error with a very low performance loss. In general, the approach can be both utilized in

the conventional parallel and serial design.

5.1 Conventional Clock-gating Approach for Error Pre-

vention

Combined with state-of-the-art half-path error prediction method [93][72], clock-gating

techniques can dynamically isolate the critical path once an error is predicted. Compared

to the prevention technique using voltage scaling, it is able to deal with errors caused by

fast dynamic variations and prevent the errors that happen in the current clock cycle. In

general, clock-gating error prevention method is easily applied in the conventional digital

designs. Figure 5.1 shows the circuit schematic of the existing EPAP (Error Prediction

And Prevention) system with a clock-gating technique where the critical path is divided

into two path segments and the signal error indicating the detected potential timing

errors that can be correctly generated before the rising edge of clk. A corresponding

66
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timing diagram is displayed in Figure 5.2, it can be seen that suspicious errors can be

successfully prevented with the isolation of critical paths.

Figure 5.1: Circuit schematic of in-cycle clock gating

Figure 5.2: Timing diagram of critical path isolation paradigm

Basically, it can be concluded that clock-gating is a more efficient error prevention

method compared with voltage/frequency scaling for conventional parallel designs. How-

ever, the following potential problems may constrain the use of the clock gating technique

in bit-serial computing. Initially, it poses a challenge on driving ability of the clock gat-

ing circuits, delay induced by clock gating may also lead to synchronization problems.

In order to avoid this problem, the driving ability has to be improved at the cost of

area. In this case, the area overhead of the clock-gating technique would be a heavy

burden for bit-serial sequential, which is well-known for low area cost. Additionally, for

clock gating technique, the performance penalty can be huge if suspicious timing errors

are frequently detected. This situation would be more serious for bit-serial computing,

which consumes much more clock cycles compared with conventional parallel.
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5.2 Critical Path Isolation

The proposed timing error prevention method for bit-serial sequential circuits is de-

scribed in Figure 5.3, where the error prediction circuits are designed based on Shi’s

previous work [73]. It should be noted that the half-path-point is selected as the loca-

tion for detecting suspicious timing errors, any transition after the falling edge of the

clock signal can be identified as a potential timing error. The half-path point can be

determined from the timing report generated by timing analysis tools.

Figure 5.3: Circuit schematic of the proposed checkpoint mechanism

Figure 5.4: Timing diagram of the proposed critical path isolation paradigm with
pipeline operation

As shown in Figure 5.3, the circuit can be divided into two parts: half-path prediction

and error prevention. An XOR gate is used to detect the late transition in half-path

point and generate a high-level signal if a timing error is predicted. The following
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inverter and AOI gate can keep the generated signal unchanged during the low clock

phase. In this design, the global clock signal is delayed and fed into an OR gate, it

can not only cover the mismatch between half-path point and corresponding gate, but

also guarantee the transition of generated error signal be later than the falling edge

of the clock signal and allow a high-level signal to store into the following D-flipflop.

Accordingly, the signal Prevention, the output of the D-flipflop, would be kept high

until the D-flipflop resets. In check-point node, data is stored into a flipflop. It should

be noted that, in the circuit schematic above, checkpoint node is not chosen in the

same location as a half-path point. The checkpoint node can be located anywhere in

the longest path just for feasibility and cost-efficiency. A MUX is inserted connecting

the check-point node and the flipflop’s output as two input signals, the selection is

determined by signal Prevention. If Prevention remains low, that means no timing

error is predicted, the operation would be finished in one cycle. Otherwise, checkpoint

data is fed into the gates followed by the MUX in the next clock cycle, a re-execution

is implemented while the predict incorrect result in the last cycle does not store into

the end-point register. As shown in Figure 5.4, once suspicious timing error is detected,

error would keep high during the low phase of the delayed clock signal. The original

single-cycle operation is split into two and implemented in a pipelined way. If the timing

error is detected frequently, only one clock cycle is consumed at the cost, therefore, the

system performance would not be degraded seriously.

5.3 Utilization of the Path Isolation in the Conventional

Parallel Design

NBTI (Negative Bias Temperature Instability is becoming one of the major circuit re-

liability issues in nano-scale technologies. BTI can cause a threshold voltage shift in

CMOS devices and consequently increase circuit delay. A novel ageing aware approach

to improve circuit’s lifetime is proposed and demonstrated on the conventional parallel

design. The vulnerable circuit paths against ageing effects are isolated. In addition,

minimum area overhead is consumed by adopting proposed synthesis algorithm.

5.3.1 Ageing-aware approach via path isolation

In this section, a novel approach is proposed to efficiently increase circuit robustness

against ageing with negligible area and delay overheads. The basic idea is to isolate

potential timing-violated paths with the presence of ageing into two cycles, thereby

providing more guardband to mitigate ageing-issued timing violations. Depend on dif-

ferent design requirements about ageing, the circuit guradband can be adjusted ranging

from 10% to 25%. Compared with standard two-cycle pipeline operation, the proposed
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approach inserts D-flipflops as checkpoints into fewer number of circuit paths while

acceptable timing margin is acquired to prevent ageing-issued problems.

Figure 5.5: Design time and post-ageing data arrival times before and after ageing-
aware optimization for an 8-bit adder

Figure 5.6: An example of the proposed synthesis approach

For the sake of simplicity, we choose an 8-bit ripple carry adder as an example, the path

delay distribution across sum bits is showed in Figure 5.5. The green bars represent the

original path delay without ageing effects and the red bars denotes the increased circuit

delay due to circuit ageing, respectively. It can be clearly seen that the path delay of

MSB violates timing constraints with the presence of ageing firstly. Once the MSB paths

start to fail, it would lead to a rapid decline in the computation accuracy. With the

adoption of the proposed approach, this concern can be significantly eliminated. For

a certain amount of guardband these violated paths would be separated into two part

to extend the circuit lifetime. In the other words, the previous one-cycle operation is

modified as two-cycle pipeline computation. In terms of performance loss, only one extra

clock cycle is required without any effects on system sampling or throughput rate.

5.3.1.1 Algorithm for Path Isolation

In the proposed approach, our main objective is to assign ageing-aware timing constraints

to the circuit via the path isolation method during the synthesis stage to extend the

circuit lifetime according to a certain amount of guardband. In order to realize the path

isolations, a large number of flip-flops are inserted to cover all potential circuit paths.

Take the circuit’s cost-efficiency into consideration, we propose a synthesis method via
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gate sizing to reduce the number of inserted flip-flops while maintains the same path

coverage. Specifically, for the circuit paths with the same end-point, the number of their

shared path nodes grows with the increase of circuit depth while that of the total path

node is reduced. Therefore, once a certain amount of guardband is given, we can move

the path isolation nodes forward, to the deeper circuit paths by upsizing and downsizing

the different part of gates. Accordingly, the required insertion nodes can be significantly

reduced, while the total area overhead is very small.

As seen in Figure 5.7, we propose Algorithm 1 to isolate some paths and put in a specific

timing margin, compensating for the delay shift caused by the BTI effect. Specifically,

the required intrinsic circuit delay Dt0 is first computed based on the maximum delay

allowed by the system and the percentage timing margin. In each iteration of the

optimization, we focus on the most critical path, which has the largest delay and thus

requires the greatest delay reduction. To isolate the path, the gates of the path are

divided into a lower-depth group (Gl) and a greater-depth group (Gg) based on the

signal arrival time on their output nodes: a gate with the output signal arrival time

smaller/larger than Dt0 is considered to be at the lower-/greater-depth and is categorized

into Gl/Gg. One flip-flop (FF) is then inserted in the path, to isolate the gates of Gl

and Gg. In this way, the most critical path is broken down into two paths, both having

the path delay smaller than Dt0. In order to ensure the correct function, other paths

need also be changed to support a two-cycle operation: flip-flops are inserted at the

specific internal nodes of all paths that end at the same output as the most critical one,

while one FF is required to be put in the each of the rest outputs, delaying the output

signals for one clock cycle. We then use an algorithm to reduce the area overhead, as

will be explained later. The above steps are repeated until the intrinsic circuit delay is

not greater than Dt0, indicating that all paths have the required timing margin.

As has been described, the number of the required flip-flops may be reduced, by moving

the flip-flops to a greater circuit depth. This can be realized by resizing the gates of

a signal path. In specific, the flip-flops are inserted at the internal node of the critical

path, where the signal arrival time is just smaller than Dt0, according to Algorithm 1.

Therefore, by up-sizing some logic gates, the signal arrival times at the specific internal

nodes may become smaller, moving the two-cycle operation point to a greater circuit

depth. While the up-sizing process introduces more area on the combinational logic, it

also potentially reduces the number of flip-flops required to isolate the paths, reducing

the area of the sequential part (i.e. the flip-flops). Therefore, the overall circuit area

needs to be evaluated to ensure a smaller area cost. We present Algorithm 2 in Figure 5.8

to minimize the area cost. This algorithm iteratively tightens the timing constraint to

up-size the gates of the critical path. Only the gates of Gl can be up-sized. This is

because up-sizing the gates of Gg would not change the signal arrival time of any gates

of Gl and thus, the flip-flops would be inserted at the same nodes as before the circuit

is up-sized, causing more area cost. The flip-flops are re-inserted on the up-sized circuit
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Figure 5.7: Algorithm of the path isolations for lifetime extension

according to the signal arrival time, similar to Algorithm 1. We compute the cost based

on the area increase of the combinational logic and the area decrease of the sequential

part. The optimization ends when the area cost becomes larger than 0, indicating the

current design has the minimum area and any further change would induce more area

cost.

Figure 5.8: Algorithm of minimizing the area cost

Figure 5.6 shows a simple circuit to demonstrate the difference between the selections

of D-flipflop insertion nodes before and after gate sizing. It can be seen clearly, before
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Figure 5.9: An example of FIR datapath with 15% guardband

circuit optimization, there are 4 two cycle D-flipflop insertion nodes. After carefully

gate sizing, the number of inserted register are reduced by double while the guradband

margin is maintained. In general, for the proposed ageing-aware synthesis approach,

these constraints provide almost the same result as offered by conventional techniques,

however, with much less D-flipflop insertion nodes.

5.3.1.2 Case study of an FIR filter

To investigate the proposed ageing aware approach, we implemented a 16-tap digital filer

datapath, which is an important application in hardware accelerations. With respect

to the different amount of guardband against ageing (5%− 25%), the ageing-aware FIR

circuit is modified respectively and the relevant simulation results are analysed in this

section.

5.3.1.3 VLSI implementation

For the sake of simplicity, we choose an FIR architecture with a 15% gurdband as

an example. Figure 5.9 shows a modified datapath of a 16-tap FIR filter with N -bit

computation accuracy, where the red highlighted parts represent the auxiliary circuits
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used to realize path isolation. The optimal isolation nodes are found around the third

adder stags, the particular amount of 15% guardband can be acquired by carefully gate

sizing.

In this design, 2×M flip-flops are inserted to store the intermediate results, where the

value of M is defined by the total number of timing violated paths affected by ageing.

Since FIR filtering computation is based on multiplication and addition and the critical

paths are in the MSB of results and the path delay distribution for each individual end-

point of all paths shows a degrade trend across result bits (from MSB to LSB groups). In

terms of an n-bit FIR filtering operation, fewer circuit paths would be seriously affected

by ageing and lead to timing errors. If we assume all the circuit paths have 15% delay

shift resulted from ageing problem. The results show that around M+2-bit result would

suffer from timing errors.

As seen in Figure 5.9, 2*N+4-bit results are generated in a N-bit FIR filter operation

to avoid overflows. The whole computation is implemented in a pipeline way. The

2*N+2-bit LSB group results are initially computed in the first clock cycle while some

immediate results of MSB computation are stored to prevent timing errors. Until the

next clock cycle, the complete results could be generated. It should be mention is that

during the second clock cycle, the MSB in 2*N+2-bit LSB group results would be sent

to realize uncompleted operation as a carry bit.

Figure 5.10: Number of inserted flipflops with the increase of guardband for both
before and after the proposed synthesis approach
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Figure 5.11: Increased area cost with the increase of guardband for both proposed
and over designs

5.3.1.4 Experimental Results

The proposed approach has been validated by applying it to a 16-tap digital FIR filter.

We used Synopsys Design Compiler for logic-level optimization and our ageing-aware

approach can provide guardband against ageing ranging from 5% to 25%.

Figure 5.10 shows the benefits of our proposed synthesis approach. As can be seen, the

number of inserted flip-flops is significantly saved after circuit optimisation. In addition,

these savings are kept rising with the increase of provided guardband. Compared with

the conventional method, the number of flip-flops can be reduced by 17%.

As mentioned, practical approaches to improve circuit lifetime at the design stage is

to leave enough timing margins against ageing effects, which increases the overheads of

area and power. Thus, the circuit is over-designed. Here, we compare our proposed

design with the ones are over-designed for the same amount of gurandband in terms of

area overhead. The simulation results in Figure 5.11 show that, with the increase of

the provided timing margin, our proposed design is more advantageous in area saving.

As can be noted, our approach can save 35.3% area on average to guarantee the same

lifetime reliability. When the timing guardband increase to 25%, the area saving can

reach to 67.7%.
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5.4 Utilization of the Path Isolation in the Serial Design

Based on the path isolation method, a new in-situ timing error prevention technique for

mitigating the impact of process variation in bit-serial sequential circuits is described

in this section. A case study of a bit-serial FFT processors shows that error prevention

can be achieved with negligible area overhead and performance loss.

5.4.1 Error-resilient bit-serial FFT processor

Several publications mentioned in the literature point out that bit-serial design outper-

forms parallel counterpart in terms of area and energy-efficiency when performance is

not the priority [57][94][95][96]. Timing error prevention is readily applied to DSP accel-

erator as they are normally datapath-dominated. To investigate the circuit-level error

prevention approach, we implemented a bit-serial Fast Fourier Transform(FFT) proces-

sor, which is a common choice for hardware acceleration in Wireless and Multimedia

SoCs.

Figure 5.12: Circuit schematic of bit-serial butterfly datapath with clock gating based
timing error prevention technique

5.4.1.1 Clock-gating based design

In this paper, a 64-point memory-based FFT processor is adopted, which relies on 192

butterfly operations to realize FFT function. According to our previous publication

results, a n-bit butterfly computation would cost (n+ 1)2 clock cycle, accordingly, for a
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Figure 5.13: Timing diagram of the implementation with clock gating based timing
error prevention technique

Figure 5.14: Circuit schematic of bit-serial butterfly datapath with the proposed
timing error prevention technique

16-bit implementation, 279 cycles are required. The Figure 5.12 shows the schematic of

bit-serial butterfly datapath with conventional clock gating technique. According to the

measurement results from timing analysis tools, half-path points exist near the outputs

of data memory, which are selected as the locations for detecting suspicious timing errors.

Since all potential critical paths must pass the arithmetic gates to end-point flipflops,

the selected nodes connecting bit-serial multipliers’ inputs can cover all potential critical

paths for detection. Considering that majority of operation time is consumed in partial

product generations of the multiplier, critical-path is activated only when the multiplica-

tion results are generated for the following addition/subtraction operations. Therefore,

checkpoint nodes are selected in the outputs of bit-serial multipliers, the guard-band for

timing error prevention can be maximised in this case.

The corresponding timing diagram for one butterfly operation can be seen in Figure 5.13.

In order to take the worst case into consideration, It is assumed that the control logic of
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Figure 5.15: Timing diagram of the implementation with the proposed timing error
prevention technique with only one error being predicted

Figure 5.16: Timing diagram of the implementation with the proposed timing error
prevention technique with massive errors being predicted

FFT design suffer from serious CMOS process variations or ageing effects, the input sig-

nals in data memory are fetched lately. Accordingly, massive timing errors are predicted.

In this simulation, the input signals A and B are ”21845+21845i” and ”21845+21844i”.

The corresponding twiddle coefficient is ”0-i”. The computation results should be

”43689” and ”1+43690i”, and the binary value of real and imaginary parts, Xr, Xr,

Yr and Yi should be ”0101010101010100”, ”00000000000000000”, ”00000000000000001”

and ”01010101010101010” respectively. The simulation result shows that signal error is

activated in each clock cycle, accordingly the clock signal is gated frequently to prevent

the suspicious timing errors and each bit of the correct results is generated after two

clock cycles. A bit-serial butterfly computation is required 279 cycles as mentioned.
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Figure 5.17: Clock cycle count versus error rate in the critical path for two methods

With the clock-gating prevention method, the total lock cycles used are increased to

578, which is twice compared with original value.

5.4.1.2 Proposed critical path isolated design

A simulated timing diagram for the proposed approach is presented in Figure 5.15. As

an example, it can explain how the proposed approach prevents predicted timing errors

in a bit-serial implementation. It can be observed that, the only suspicious timing error

is predicted in the 272th clock cycle, the signal Prevention are changed from low to

high with the rising edge of the clock, which represents the activation of critical-path

isolation. Then, the MUXs inserted in the checkpoint node would output stored data

in the flipflop rather than the multiplier outputs. It should be mentioned that the total

clock cycle with the proposed approach consumes only 290 cycles, which only consume

one more cycle compared with the original value. Figure 5.16 shows the timing diagram

for the proposed approach with massive timing errors being predicted. From the first

cycle, probable timing errors has already been detected while the two-cycle operation

is implemented. The total clock cycle consumed is still 290, which present the most

advantages of our approach, no matter how many errors are predicted, only one extra

clock cycle is required. In conclusion, if the timing errors occur frequently, the circuit

performance would be degraded significantly with clock-gating prevention method while

it may not be a large concern using the proposed prevention technique.
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Figure 5.18: Throughput and error rate versus frequency characteristics

5.4.1.3 Simulation results and comparison to published approaches

The comparison between the clock-gating and proposed method in terms of increased cy-

cles with error rates occurs in critical-path can be seen in Figure 5.17. It can be observed

that the number of increased clock cycles increase linearly with error rate by clock-gating

methods. For the proposed technique, once timing error has been predicted in the cur-

rent butterfly computation, the critical path was isolated and no more clock cycle is

needed to maintain error-free operation. In the Figure, red and blue lines represent the

change of cycle numbers in terms of worst and best case, respectively. Suffering from

serious ageing-induced problems, the circuit operation may be significantly impacted

while error rate in the critical path may reach up to 100%. In this worst case, 192 extra

clock cycles are required to prevent predicted timing errors using proposed technique,

which is in accordance with the number of total butterfly operations. In contrast, the

clock-gating method consumes 16x clock cycles to implement error-free computation.

Since the proposed method can dynamically isolate the critical path, reducing its path

length, in other words, it provides circuit an extra ”guard-band” to mitigate the effect of

process variations, there is an increase in the minimum clock period. Figure 5.18 details

the timing error-rate vs. operation frequency in the FFT processor after Monte Carlo

simulations with varied parameters at 0.6 V supply voltage and 25 C temperature.

The experimental results show that in the nominal design, the First failure point

appears around 35 ns while it could have a 12.3 ns delay with the proposed technique.

In other words, the circuit can be overclocked by 1.54X without any errors. With



Chapter 5 Timing-Error-Prevention for Bit-Serial Computing by Dynamic Path
Isolation 81

the frequency scaling, more timing errors are predicted, therefore, more recovery clock

cycles are required. As mentioned, if the variation-induced delay is not large enough and

only affect critical paths, the proposed method can consume negligible number of clock

cycle for error-prevention. Hence, the hardware throughput presents an increased trend.

However, when operating frequency scales down to a threshold value, the sub-critical

paths are gradually affected, the performance improvement due to over-clocking may be

cancelled. As shown in the figure, throughput improvement rapidly decreases from 23.1

ns. In general, maximum throughput improvement can achieve up to 1.57X.

Table 5.1: The comparisons of gate count and leakage power between proposed bit-
serial, conventional parallel and stochastic designs.

Intel [97] [98] iRazor [99] HEPP Proposed

Process 45nm 65nm 40nm 180nm 65nm

Type EDAC EDAC EDAC EPAP EPAP

Performance penalty Low Medium Low High Low

Area overhead 6.9% 8.3% 11.9% 7.8% 0.5%

5.5 Summary

Initially, a novel ageing-aware approach via path isolation is proposed. Unlike the state-

of-the-art techniques, the additional timing margin does not only rely on gate sizing. We

isolate these paths vulnerable to ageing effects by flip-flops insertion. Through carefully

gate-level optimisation, we can reduce the number of inserted flip-flops while maintaining

the same amount of guardband. The simulation results based on the FIR filter design

shows that our approach is much cost-efficient The area cost of our approach is at most

67.7% less compared with a conventional over-design technique.

A cost-efficient timing error prevention method for bit-serial sequential circuits is pre-

sented in the section. Unlike previous works, clock-gating or voltage/frequency tech-

niques are not adopted. We place checkpoint flip-flops in each critical-path and isolate

the paths once the suspicious error is detected. Experimental results show that our

design has very low performance penalty compared with the clock-gating technique. In

addition, the proposed technique is applied to a bit-serial FFT processor, the circuit can

be over-clocked by up to 1.54X and achieve 1.57X throughput improvement maximumly

with a small area overhead of 0.5%.



Chapter 6

Timing-Error-Tolerant Variable

Latency Design for Serial

Computing

In this chapter, a novel approach is proposed to mitigate timing errors at the circuit-

level for serial computing. This is achieved by modifying the path delay distribution

for different bit results. For instance, the path delay for LSB (Least Significant Bit)

bit computation would be designed as the longest one while the MSB (Most Significant

Bit) path should be the shortest. Accordingly, timing violations would weakly result

in large computation accuracy loss. This approach is demonstrated on an FIR filter

implementation in 65 nm CMOS.

6.1 Delay Distribution in the Serial Datapth

The structure of arithmetic circuits usually reflects relatively deterministic path delay

characteristics. Take an example of the conventional Baugh-Wooley multiplier, the

critical path for an N -bit multiplier consists of 2 ∗ N − 1 full adder stage. The path

delay difference between each product bit equals to one adder delay. The path delay

distribution of a 8-bit multiplier can be seen in Figure 6.1. In parallel multiplier, critical

paths usually occur in the MSBs, accordingly, MSBs would start to fail once the timing

violations happen.

As mentioned in the literature review, in a serial structures, each result bit is generated

from the same arithmetic datapath, MSBs and LSBs paths have very close latencies.

For instance, a msb-first serial multiplier is considered, which is realized based on the

shift-add operations. In an N -bit MSB first computation, the first cycle only consume N

adders delay, which increments by an adder delay after each cycle. As seen in Figure 6.2,

82



Chapter 6 Timing-Error-Tolerant Variable Latency Design for Serial Computing 83

Figure 6.1: Path delay distribution of a conventional multiplier across product bit
positions

critical paths occur in the LSBs, in this case, LSBs would start to fail once the timing

violations happen.

Figure 6.2: Path delay distribution of a msb-first multiplier across product bit posi-
tions
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6.2 Realization of Variable Latency in the Serial Datapath

A novel timing error mitigation technique for serial computing is proposed in the section.

The critical path of datapath is modified to be sensitive to input signal value. This can

easily create path delay imbalance for each result bit with the adjustment of input data,

more path slack can be achieved to provide a guard-band for timing error during MSB

computation. The basic idea is demonstrated on a multi-input adder.

6.2.1 General Approach

Figure 6.3 presents a conventional combination logic circuit with its critical path, td,max.

It should be mentioned that, in bit-serial structure, each result bit is generated from

the same arithmetic datapath, thus, the MSBs (Most Significant Bits) and LSBs (Most

Least Bits) of computation results have a very close latency.

To illustrate the basic idea of the error-mitigation variable latency approach in the serial

system, a combination logic circuit with an adjustable critical path can be seen in Fig.

6.4. When the MSB computation is implemented, the signal is activated, and part of the

combination gates can be bypassed. Therefore, the MSB group end-points (td,max,MSBs)

can have more timing slack than the LSB group end-points (td,max,LSBs). In our work,

the timing guardband between the two groups is achieved using a modified multi-input

adder tree, where the redundant addition can be bypassed during the MSB operations.

Figure 6.3: Carry save adder based multiple input adder tree with the proposed
structure

6.2.2 Modified Adder Tree with Variable Latency

Multi-operand addition forms the core of many arithmetic operations. These computa-

tions can be useful for energy efficient circuits that use multiplication and division and
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Figure 6.4: Carry save adder based multiple input adder tree with the proposed
structure

for summing large numbers of data that are applicable in wireless sensor nodes and in

environmental and remote health monitoring. The function of multi-operand adders can

be expressed as Equation 6.1 , where O is and operand and n is the total number of

operands.

S =
n∑

p=0

Op (6.1)

In terms of hardware implementation, traditional multi-operand adders use ripple carry

adder to calculate two of operands and sum up the result for a final summation. The

delay of the adders stages increases with the number of stages due to the carry prop-

agation, a m operands n-bit multi-input adders will cost O(n + 2m) gate delay, while

overflow issue is considered. Accordingly, ripple adder is not a primary choice for IoT

wireless sensor nodes, which requires energy-efficient computation.

The multi-operand carry-save adder (CSA) uses a number of CSAs interconnected as a

multilevel adder tree to add more than one number per cycle. The number of adder tree

levels determines the operation time. The conventional m inputs carry-save addition is

based on an array structure, which repeats the single carry-save addition m − 2 times.

An 18-input array CSA is displayed in Figure 6.5(a) where 16 CSA blocks are needed.

Instead of arranging the CSA blocks as an array, a better way to reduce the operation

time is to organize CSAs in a tree formation, which is commonly known as a Wallace

tree. This arrangement is illustrated in Figure 6.5(b). The number of levels of the CSA

Wallace tree is log 3
2
m for m input operations; thus, it can be seen that 16 CSA blocks

and 6 tree levels are needed in the 18 inputs CSA tree.

As mentioned, n-bit serial computation is realized by repeating a single-bit operation n

times. Thus, each bit of the final result is generated in order using the same datapath.

Since the input signals may affect the circuit latency, computation time in each cycle

should be varied. Take the array-based CSAs for instance, once an input operand equals

zero, a half adder operation can be skipped. However, for the Wallace-based CSAs, the
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Figure 6.5: Carry save adder based multiple input adder tree with array and Wallace

circuit latency would not be considerably affected by the input data; that is, because

many CSA blocks are implemented simultaneously in each tree level, the possibility

to bypass all CSA computations in the same level would be quite low. In this case,

we propose a hybrid tree based on array and Wallace tree structures; an 18-operand

adder tree design can be seen in Figure 6.6, where the first 4 layers can be viewed as a 9-

operand Wallace-based CSA, while the remaining adder blocks are organized in an array

structure. To realize variable-latency computing, the input operands that have a high

possibility of being “l” are fed into the Wallace tree-based circuit, while other operands

likely to have a “0” value are connected with an array-based CSA in each tree level.

Therefore, once the input operands from the 5th layer equal zero, the corresponding

redundant computations can be bypassed to reduce the circuit delay. Conventionally,

the proposed multi-operand CSA can have a moderate speed between the array and the

Wallace tree structures. This CSA can also demonstrate a shorter path delay than the

Wallace tree design when half of the input signals are equal to zero.

6.3 Case Study of An FIR filter Implementation

In this section, the proposed approach is demonstrated on a linear low-pass FIR filter

implementation, which is one of the important applications in wireless sensor nodes.

Since the differences between the values of the FIR coefficients are quite significant, the

described approach in section 6.2 is very suitable for the FIR filter implementation using

a serial datapath.
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Figure 6.6: Carry save adder based multiple input adder tree with the modified
structure

6.3.1 Linear FIR Filter Coefficients Analysis

The impulse response of an ideal low-pass filter can be represented by the Equation 6.2

, where Ωc denotes the cut-off frequency.

hD[n] =
Ωc

π
∗ sin(nΩc)

Ωc
(6.2)

It can also be rewritten by replacing Ωc = 2πFc in the Equation above, to obtain it in

terms of the normalised cut-off frequency Fc, as shown in Equation 6.3 .

hD[n] = 2Fc ∗
sin(nΩc)

Ωc
(6.3)
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Figure 6.7: Impulse response of an ideal low-pass filter to 2M+1 samples (M=30)

As seen in Equation 6.3, the impulse response of a low-pass filter is a sinc function, and

the maximum filter coefficients should be approximately equal to 2Fc. If the coefficients

are divided by 2Fc, their quotient results can be expressed as a 1
sinc function, as shown

in Equation 6.4. In this design, the concept of 2’s complement is utilized for the binary

representation, and the decimal range of the filter coefficient is determined by the largest

coefficient data. Since the differences between the absolute values of the coefficients are

very large, a large number of the significant bits in the coefficient binary data are equal

to zero. As illustrated in the section 6.2.2, the variable latency multi-operand adder can

bypass these additions when the corresponding input signals equal zero.

Qc =
2M+1∑
n=1

Ωc

| sin(nΩc) |
(6.4)

For fixed-point FIR digital design with n-bit computation accuracy, a group of n
2 MSBs

can have timing guardbands when the quotients Qc between 2Fc and the corresponding

FIR coefficients are larger than 2
n
2 . Accordingly, if the computation bit-width is 8-bit

and 16-bit, Qc needs to be larger than 23 and 27, respectively. The Qc distribution

in a symmetric low-pass FIR implementation with variable tap numbers can be seen

in Figure 6.8, where the normalized cut-off frequency Ωc varies from 0.1 ∗ π to 0.9 ∗ π
radians/sample. With the increase in tap number, Qc larger than 8 takes a growing

proportion and begins to rank first in the 17-tap FIR implementation, which meets

our design requirement in 8-bit computation. Using the 129 tap number, the difference

between the coefficient values becomes very large, and Qc larger than 128 consumes the

largest inside part. In this case, a 16-bit FIR design computation can also be modified

with the proposed error-tolerant technique.

To further analyse the linear FIR filter coefficients, 800 groups of random FIR coeffi-

cients for 17-tap implementation are sampled. Figure 6.9 plots the average possibility of

each bit in these coefficients being 1. This plot provides a method to identify that more

than half of the coefficients may have a 0 value in the most significant 4-bit position,
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Figure 6.8: Distribution of Qc among FIR filter implementation with various tap
number

Figure 6.9: The probability of each bit in the sampled FIR coefficients being one for
a 17-tap implementation

which reduces the redundant computation times using the proposed adder tree circuits,

regardless of the input signal value. Therefore, the MSB computation should have more

slack than the nominal computation. It should be mentioned that all the negative coef-

ficients are converted into absolute values during the analysis, while the corresponding

full adder is replaced by a subtractor for correct function.
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Figure 6.10: Modified datapath of FIR implementation based on serial architecture

6.3.2 VLSI Design

The proposed approach is based on achieving a guardband between the MSB and LSB

computation delay across the design. The guardband is achieved using a modified carry-

save adder tree with a bypassing function. In this section, we describe how this is realized

at the circuit level with a very low area and power overheads.

Figure 6.10 shows the datapath for a 17-tap FIR filter with 8-bit computation, containing

three main parts, function units, the adder stage and the accumulate and increment

block. Inside the function unit, coefficient bits are shifted left in each clock cycle so that

the partial product is ANDed from the most significant bit to the least significant bit.

In each cycle, 17 partial products are generated in the function unit (FU) and delivered

to the adder stage. To avoid overflow, a 20-bit wider adder structure is implemented

for accumulation and incrementation. Therefore, a complete 20-bit sample result is

generated every eight clock cycles.

In our design, the critical path starts from FU and ends in the accumulation registers and

the circuit latency is progressively reduced along with the increase of result bit number.

First of all, MSB computation can save up to nine half adder gate delay compared with

LSB group’s by using the modified CSA tree. This is because, there are more zero-valued

bit during MSB operation and some of the additions can be bypassed or simplified for

reduced path delay, which is illustrated in section 6.2.2. Secondly, the proposed FIR

adopts MSB-first operation, after the first clock cycle, the maximum effective word-

length of accumulation register would not be more than 13-bit. In this case, no half

adder is required for increment and another 8 half adder gate delay is saved. In 8-bit

computation, if we define the first four bit as MSB group, they would have around 17,

16, 15 and 14 half adder gate delay as an additional guard band respectively.
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Figure 6.11: Frequency response of the conventional design versus proposed design
in the worst case (SS process corner and 125C temperature)

Figure 6.12: Frequency response of the proposed design with the different supply
voltage in the typical case (TT process corner and 25C temperature)

6.4 Simulation Results

As mentioned in the previous section, proposed design can improve its robustness against

timing errors at the cost of computation accuracy. To illustrate this, we consider a

17-tap low-pass FIR filter with the following specifications (Fpass = 0.3, andFstop =

0.5, equirpple).

6.4.1 Robustness Against Timing Error

For the filter design, the passband and stopband can contain oscillations, which can be

called ripples here. In a fixed-point implementation, timing violations may lead to the

degradation of filter performance, thereby increasing the ripples of both the passband
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Table 6.1: Maximum ripple for the conventional and proposed filters in the worst case

17-tap Pass Band δ Stop Band δ

Original 0.0505 0.0195

Proposed 0.0559 0.0794

Conventional 0.7488 0.2512

Table 6.2: Maximum ripple for the proposed filter with different voltage.

Proposed 17-tap Pass Band δ Stop Band δ

Original 0.0505 0.0195

1.10V 0.0777 0.0398

1.00V 0.0965 0.0562

0.90V 0.1220 0.1585

and the stopband. To better present the performance change of the proposed filter, we

calculate the stopband and passband ripples.

Initially, the proposed and conventional ripple adder-based designs are both simulated in

the worst case (slow corner, 125◦C) without a timing margin. The filter characteristics

under the timing variations are shown in Figure 6.12, and the corresponding error metrics

(passband and stopband ripple) are shown in Table 7.1. The simulation results show

that the conventionally designed filter meets the function failure, while the proposed

design still works with slightly degraded performance.

If the worst case margin is taken into consideration, the proposed design can retain

error-free operation at a nominal voltage domain. To identify the dynamic voltage

scaling method on the proposed circuit, the simulations are implemented with different

voltage domains. The results in Figure 6.11 and Table 6.2 show that the proposed filter

can maintain acceptable performance with the supply voltage scale from 1.20 V to 0.90

V (Figure 6.12). Beyond 0.90 V, the MSB computations begin to fail, which results in

significant performance loss.

6.4.2 Power Saving with Dynamic Voltage Scaling

Power consumption savings in our proposed FIR filter are obtained as shown in Fig-

ure 6.13 under different circumstances of SS, TT and FF corners and -40◦C, 25◦C and

125◦C. Compared with the TT process corner, 25◦C and 1.2 V supply voltage, this pro-

posed approach achieves 21%, 18% and 15% power savings for the best case (FF corner,

-40◦C), nominal case (TT corner, 25◦C) and worst case (SS corner, 125◦C), respectively

at a voltage of 1.10 V. At the 1.00 V voltage domain, the approach has a power benefit
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of 21%, 18% and 15% at different operation modes. When the voltage scales down to

0.90 V, the maximum power reduction can be obtained by up to 46%.

Figure 6.13: Power consumption saving in different operating modes

6.4.3 Overheads of Proposed Approach for FIR Filters

The proposed variable latency approach trades delay for error resilience over a given

timing guardband and therefore increases the minimum clock period. To illustrate this,

a tentative comparison to a conventional implementation is made. An FIR implemen-

tation in serial architecture achieves a minimum delay of 5.42 ns (136 MHz) in a 65 nm

process technology. The proposed approach has a conservative timing guardband of 1.72

ns, which is a 32% delay overhead, and no extra hardware cost is required based on the

modified adder tree structure. As shown in Table 6.3, compared with the conventional

implementations using the ANT and path shaping approaches, our design can provide

more guardband, thereby saving more power with voltage scaling. Although the pro-

posed design does not outperform conventional razor-based voltage scaling methods in

terms of power saving, a 25% acceptable delay overhead is required without any extra

hardware cost.

In addition, the 8-bit FIR implementation with the proposed approach shows significant

advantages in terms of hardware. With the voltage over-scaling, the design has only

a 0.58 pJ energy cost per operation with acceptable performance, which outperforms

other counterparts. In general, These findings suggest the proposed adaptive latency

approach is well suited for serial design.
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Table 6.3: Comparisons between the state-of-the-art error-resilient techniques demon-
strated on an 8-bit FIR filter

Approach Razor [68] ANT [100] PDS [101] Proposed

Process 90 nm 32 nm 32 nm 65 nm

Type EDAC EDAC EM EM

Delay overhead 24% 72% 20% 25%

Area overhead 26% 20% 22% 0%

Guardband N/A 20% 20% 32%

Power saving 53% N/A 23% 46%

Area/tap (µm2) 525 N/A 516 362

Min. Energy/tap (pJ) 2.01 N/A 0.67 0.58

EDAC: Error Detection and Correction
EM: Error Masking

6.5 Summary

A cost-efficient timing error prevention method for serial sequential circuits is presented

in this paper. A novel approach is proposed to mitigate the timing errors at the circuit

level for serial computing. This is achieved by modifying the path delay distribution for

different bit results. For instance, the path delay for the LSB computation is designed

as the longest one, while the MSB path is the shortest. Accordingly, timing violations

weakly result in large computational accuracy loss. In general, the proposed design can

maintain graceful performance without any timing margin and acquire significant power

saving up to 46% with different operating conditions with the worst case margin.



Chapter 7

Timing-Error-Masking and

Prevention Approach for Serial

Computing

In this chapter, two novel approaches are proposed to bound the magnitude of timing

errors and demonstrated on a 16-tap FIR filter using 65-nm CMOS process. We ini-

tially reverse the bit order in DA-based serial computations and provide MSB paths

more guardband by time borrowing, which ensures the timing errors weakly affect the

computation results. In addition, we apply the shifted-phase clock on the end-point

registers, thereby providing extra timing slack globally without any effects on the sys-

tem’s sampling rate. We show that this error-masking approach is more cost-efficient

compared with state-of-the-art error-resilient techniques. Besides, we also combine the

clock-gating with the conventional error prediction technique to generate a DA-based

error-prevention approach, more circuit flexibility and latency saving is achieved.

7.1 Distributed Arithmetic

Distributed Arithmetic computes the inner product of two vectors (one of which is a

constant) in parallel, that is a bit-serial operation in nature. The main advantages of

DA computation is that no multiply operations are required, which are replaced by

precomputed look-up tables. The DA-based multiplication and accumulation (MAC)

can be expressed as:

yk =

L−1∑
k=0

hk ∗ xk (7.1)

95
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where xk and yk represent the input and output data respectively. If we consider that

each input data is a N -bit two’s complement binary number and can be represented as:

xk = −bk(N−1)2N−1 +
N−1∑
i=1

bk(N−1−i)2
N−1−i (7.2)

where bki is the i th bit of the input data xk. Accordingly, bk0 and bk(N−1) are the least

significant bit and most significant bit (sign bit) respectively. Substituting equation. 7.1

in equation. 7.2:

yk = −
L−1∑
k=0

hkbk(N−1)2
N−1 +

N−1∑
i=1

[ L−1∑
k=0

hkbk(N−1−i)2
N−1−i

]
(7.3)

If we replace the term in bracket by

qi =

L−1∑
k=0

hk ∗ bk(N−1−i) (7.4)

The MAC operation can be represented by equation. 7.5, which shows the ith inter-

mediate result of a MSB-first DA operation. In terms of hardware implementation, the

bit-serial input data bki, ..., b2i, b1i, b0i is used to form the look-up tables address, and all

possible linear combinations of the partial products are stored in the look-up tables.

yk = −qN−12N−1 +

N−1∑
i=1

qi2
N−1−i (7.5)

7.2 Proposed Error-Resilient Approaches

With the presence of PVT variations, the path delay increases relative to the fixed clock

period, eventually resulting in failure when the critical paths are activated. Therefore,

the robustness of the circuit can be improved via an increased timing margin. As

illustrated in section 7.1, a N -bit DA-based computation consumes N clock cycles, and

each bit of the final result is generated every cycle using the same addressing, fetch, and

accumulation circuits. Hence, delay imbalance across result bits should be very close,

which is different from conventional arithmetic circuits. Based on this characteristic, we

propose to trade a small amount of area overhead to allow the critical path to correspond

to the LSB computation, thereby bounding the error magnitude of timing errors. In this

section, two error-resilient approaches are proposed.
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Figure 7.1: Timing diagram of the reversed bit approach

7.2.1 Bit reversed approach for time borrowing

The magnitude of an error is strongly correlated to the bit order of the result, and large

logic errors are generated resulting from sign-bit (MSB) failure. The basic idea of the

first approach is to rearrange bit order in serial computing (DA-based circuits), allowing

a significant computation (MSB group) to be followed by a relevantly insignificant one

(LSB group). Accordingly, any late arriving transition during MSB computations can

be elegantly masked by borrowing time from the next cycle. To better illustrate this

approach, the DA-based computation is modified as follows:

yk = −qN−12N−1 + qN
2

2
N
2
−1+

N
2
−1∑

i=1

[
qi+N

2
2

N
2
−1−i + qi2

N−1−i
]

(7.6)

where the N -bit pipeline end-points are separated into two groups, one group of N
2

LSBs, and the other group of N
2 MSBs, respectively. Because the MSB group has an

increased time period through time borrowing, the LSB group is intended to fail first

due to timing violations, and their intermittent failure would not cause an unacceptable

reduction in system performance. Figure 7.1 displays the timing diagram of the pro-

posed approach with the presence of process variations, which is demonstrated on an

8-bit DA-based circuit. It can be seen that with the original clock signal, the timing vi-

olations occur in every single stage due to dynamic variability. Hence, the computation

accuracy is significantly affected. To reduce the magnitude of timing errors efficiently, a

small amount of operation time is traded. In this design, the whole operation latency is

increased by 10%, while 20% extra timing margin is provided for the MSB group using

the modified clock signal. Therefore, the majority of variation-induced timing violations

in MSB computations can be masked. Regarding the delay overhead, 10% more oper-

ation latency is required, which can be alleviated by sizing the arithmetic unit at the

expense of hardware cost. According to the different reliability requirements, the circuit

error-resilience can be correspondingly adjusted during the RTL design stage.
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Figure 7.2: Timing diagram of the shifted phase clock approach

7.2.2 Shifted-phase clock approach

The DA-based computation can be implemented with the following stages: addressing,

data fetch, and accumulation, where the output data of the arithmetic unit would not

be changed until the new look-up table address is provided. In other words, the compu-

tation results in the previous clock cycle remain unchanged before the implementation

of accumulation operation in the current cycle. Therefore, a shifted-phase clock signal

can be applied on the end-point registers in the DA-based circuit to increase the tim-

ing margin. However, the shifted clock phase must be less than the time period used

for addressing and data fetch, otherwise incorrect results would be fed into the end-

point registers. As described in approach I, the arithmetic unit is up-sized to shorten

the clock period, thereby avoiding increased total operation time. Accordingly, the ad-

dressing and fetching operations may consume increased portions among the total clock

period, although in this case more guardband can be provided by using the shifted clock

signal.

The corresponding timing diagram is shown in Figure 7.2, and it is also demonstrated

on an 8-bit DA-based circuit, where we assume that the timing errors are detected in

the first and third clock cycles. Although the correct results are generated after the

falling edge of the original clock signal, the shifted phase clock provides enough time

period to complete the computations and help the end-pint resister capture the correct

data. Therefore, timing violations can be successfully prevented with the assistance of

the proposed method.

7.2.3 VLSI Implementation

The structure of the proposed error-resilient distributed arithmetic architecture is pre-

sented in Figure 7.3, which consists of a look-up table with 2L ∗M bits for an L-tap

FIR filter. Each of the 2L look-up table entries has a corresponding register for storing

input data, where the multiplexors are used to select the bit number dependent on the

log2N -bit counter and generate the address for the look-up table. The select signals are

modified according to the counter value, and the example of a 3-bit counter case can be

seen in Table 7.1. The low right shows a N +M -bit accumulator, and the computation

results are generated every N clock cycles.



Chapter 7 Timing-Error-Masking and Prevention Approach for Serial Computing 99

Figure 7.4 shows the circuit diagram of the proposed clock generator and corresponding

waveforms. The first modified clock signal (termed Mclk0) is generated by periodical

selection between the global clock signal and its delayed signal using a multiplexer. A

simple frequency divider (based on a D flip-flop and an inverter) is used to provide the

select signal, where the high-level output means the significant (MSB) computation is

being implemented and the global clock signal should be selected. Another modified

clock signal Mclk1 is easily generated by delaying the Mclk0 signal using a number

of buffers. This clock signal is only fed into the end-point registers, while the other

sequential circuits in the DA system are all driven by signal Mclk0.

Figure 7.3: The proposed error-masking DA-based FIR filter architecture

Figure 7.4 shows the circuit diagram of the proposed clock generator and corresponding

waveforms. The first modified clock signal named Mclk0 is generated by periodically

selecting the global clock signal and its delayed signal. A simple frequency divider

(based on a D-flipflop and an inverter) fed into delayed clock signal is used to generate

the select signal, while the high-level output means the significant (MSB) computation is
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Figure 7.4: The circuit block and corresponding spice simulated waveforms of the
proposed clock generator

Table 7.1: Reversed bit generation table.

Counter (b2b1b0) Decimal (Counter) Select (b0b1b2) Decimal (Select)

000 0 000 0

001 1 100 4

010 2 010 2

011 3 110 6

100 4 001 1

101 5 101 5

110 6 011 3

111 7 111 7

being implemented. Another modified clock signal Mclk1 is easily produced by delaying

Mclk0 using an appropriate number of buffers, which is only connected with end-point

registers, while the other sequential circuits in the DA circuits are all driven by signal

Mclk0.
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7.2.4 Simulation Results

As mentioned in the previous section, the proposed approach can improve circuit robust-

ness against timing errors at the cost of hardware area and delay. To demonstrate this,

the proposed architecture was applied on a digital FIR filter. This design is synthesized

using the Synopsys Design Compiler with the ST 65nm CMOS process.

7.2.4.1 Robustness Against Timing Error

To realize comparisons with conventional designs fairly, a 16-tap low-pass FIR filter

with the following specifications (16 taps, Fpass = 0.3, and Fstop = 0.5, equirpple)

is considered. These filters are designed using the Matlab FDA tool and the fixed-

point coefficients are generated. Both the proposed DA-based and conventional designs

are simulated in the worst case (slow corner, 125◦C) without any timing guardband.

The corresponding filter characteristics are presented in Figure 7.5, compared with the

magnitude response of the original fixed-point filter. Simulation results indicate that

the conventionally designed digital filter meets the function failure while the proposed

design can still work without any accuracy loss, owing to the delayed-phase clock signals

on the end-point registers.

Figure 7.5: Frequency response of conventional design versus proposed design in worst
case (SS process corner and 125C temperature)

It was proved that the proposed design can retain error-free operation at a nominal

voltage domain with the presence of process and temperature variations. Therefore, the

dynamic voltage scaling (DVS) method is applied on the proposed design, while the

worst-case margin is taken into consideration. Specifically, simulations with different

voltage domains in terms of filter magnitude response are implemented. The corre-

sponding results in Figure 7.6 indicate that the proposed filter can maintain acceptable

performance when the supply voltage reduces from 1.20 to 0.90 V. Beyond 0.90 V, MSB

computations begin to fail, which results in significant performance degradation.
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Figure 7.6: Frequency response of the proposed design with the different supply
voltage in typical case (TT process corner and 25C temperature)
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Figure 7.7: Power dissipation and the probability of error versus supply voltage with
different process corners and temperature.

Because the simulation results of power consumption and computation accuracy are de-

pendent on the input samples and the coefficients, random stimulus is implemented over

the full input dynamic range. The power consumption savings in our proposed FIR filter

are shown in Figure 7.7 under different circumstances of SS, TT, FF corners, and -40◦C,

25◦C, 125◦C. Compared with the TT process corner, 25◦C, and 1.2 V supply voltage,

the proposed approach achieves 19%, 17%, and 12% power savings for best (FF corner,

-40C), nominal (TT corner, 25◦C) and worst(SS corner, 125◦C) cases, respectively (at

1.10 V). At the 1.00 V domain, it can achieve a power benefit of 32%, 30% and 27% at

different operation modes. When the voltage is reduced to 0.90 V, a maximum power
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reduction of up to 42% can be obtained.

To better present the trade-off between the power consumption and computation ac-

curacy, the error probability (Pe) serves as the measurement metric to evaluate the

accuracy loss, which means it is probable that the output of computation differs from

the correct one. Figure 7.7 also shows the error probability versus supply voltage, start-

ing from the nominal 1.20 V, which includes the full worst-case design margin. If this

margin is removed in the nominal case (TT, 25◦C) using DVS, error-free operations can

still be retained. The guardband provided by the variable clock phase approach allows

the nominal operating point to be moved from 1.13 V to the point of first failure (PoFF)

at 1.03 V. At this point, paths from the LSB group start to fail, but the corresponding

error rate is extremely low. Beyond 0.90 V, MSB paths also begin to fail, which leads

to a rapid decline in system performance.

Figure 7.7 also shows the probability of error versus supply voltage, starting from the

nominal 1.20 V, which includes full worst-case design margin. If this margin is removed

at the nominal case (TT, 25C) using DVS, error-free operations can still be retained. The

guardband provided by the variable clock phase approach allows the nominal operating

point to be moved from 1.13 V to the point of the first failure (PoFF) at 1.03 V. At

this point, paths from the LSB group start to fail, but the corresponding error rate is

extremely low. Beyond 0.90 V, MSB paths also begin to fail, which leads to a rapid

decline in system performance.

7.2.4.2 Overheads of the Proposed Approach

Table 7.2: Comparisons between state-of-the-art error-masking techniques.

Approach Razor [68] ANT [100] PDS [101] Proposed

Process 90 nm 32 nm 32 nm 65 nm

Type EDAC EDAC Error masking Error masking

Delay overhead 24% 72% 20% 6.3%

Area overhead 26% 20% 22% 7.3%

Guardband N/A 20% 20% 50% + 20% (MSBs only)

Power saving 53% N/A 23% 42%

EDAC: Error Detection and Correction

In this design, our proposed approach trades extra delay and hardware cost for error

resilience over a given timing guardband. To illustrate this, tentative comparisons to

state-of-the-art conventional implementations demonstrated on a 16-tap FIR filter are

implemented, as shown in Table. 7.2. The proposed approach provides approximately

50% of global guardband by shifting the clock-phase of end-point resisters, and has an
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extra conservative timing guard-band for the MSB group, which is approximately 20%

of the clock period. Compared to conventional implementations using ANT and path

delay shaping approaches, our design can provide more guardband, thereby saving more

power with voltage scaling.

In terms of circuit overheads, the increased operation time equals the provided guard-

band by the proposed shifted-phase clock approach. For an 8-bit pipeline-based DA

computation, the overall delay overhead is acquired by dividing 50% by 8, which is 6.3%.

Although the proposed design does not outperform conventional razor-based DVS meth-

ods in terms of power saving, only 7.3% extra hardware cost is required. That is because

the error-resilient method is mainly realized by modification of clock signal without us-

ing extra hardware circuits. Based on the comparisons mentioned before, the proposed

method is significantly competitive in terms of cost-efficiency.

Figure 7.8: Area overhead and provided guardband versus FIR filter tap number

Since more operation time would be consumed in the addressing and data fetch with

the increased look-up table size. It can be found that the proposed shifted clock-phase

approach can bring more benefits along with the filter’s tap number, as seen in Figure 7.8.

In terms of area overhead, a 32-tap FIR filter can achieve approximately 69% savings

compared with a 4-tap design, and only 5% extra hardware cost is required. On the

other hand, up to 57% guardband can be provided by a proposed 32-tap design, which

increases by approximately 33%.

7.3 Proposed Error-Prevention FIR filter

In the proposed error-masking design, the shifted-phase clock leads to a delay in the

generation of the computation results. For the systems with global clock signal, the

output data from DSP accelerators could be directly sent to MCU or other DSP block

for further computations. In this case, the delay may result in timing violations in
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the next clock cycle. To satisfy the requirements in the different digital systems, we

present an error-prevention DSP design based on the clock-gating and shifted-phase

clock, which can dynamically increase the circuit’s timing slack according to the error

prediction results, while the acceptable computation accuracy is achieved.

Figure 7.9: Timing diagram of the dynamic clock-gating approach

In this section, we propose a new concept called two-stage error-prevention. The basic

idea is that repeat the implementations of the error prediction and prevention twice.

Specifically, once the first error is predicted, the shifted-phase clock signal is utilized to

provide timing slack with the accuracy loss of LSB. After that, if the suspicious timing

error is detected again, it can be concluded that the variation-induced timing violations

are very serious. In this case, the clock signals are dynamically gated and the clock

period is doubled. For example, an 8-bit computation would be shifted into 4-bit’s

automatically.

The timing diagram of the clock gating approach can be seen in Figure 7.9, it is also

demonstrated on an 8-bit serial circuit where we assume that the timing errors are

detected in the first and third clock cycle. With the assistance of the proposed method,

the clock period time is doubled. Accordingly, the timing errors can be successfully

masked.

7.3.1 VLSI Implementation

Figure 7.10 shows the circuit schematic of the EPAP (Error Prediction And Prevention)

system with two error generation blocks where the critical path is divided into two path

segments. The two error generation blocks have different clock phases, a delayed clock

signal is fed into the Error generation1 block. Specifically, once an error is predicted

initially, signal Error prevention0 is activated and the shifted-phase clock would be

applied on the end-point registers, thereby providing enough timing slack (named d0) to

mitigate the suspicious timing violations. The delay of the clock signal is theoretically

equal to d0
2 − THold, the difference between half value of the provided guardband and

the Flip-Flop hold time. Afterwards, if a suspicious timing error is detected again and it
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Figure 7.10: Error-prevention system with two Error generation blocks

occurs in the significant (MSBs group) computations, signal Error prevention1 becomes

high-level and the time borrowing operation would be implemented.

The structure of the proposed error-prevention distributed arithmetic architecture is

presented in Figure 7.11, which shares the same DA-based circuit with the error-masking

design except for the Error Prediction and Clock Generation blocks.

Figure 7.12 shows the circuit diagram of the proposed clock generator and correspond-

ing waveforms. The first modified clock signal is named Mclk0 and equals to the

global clock signal when the signal Error prevention0 is zero. Once the select signal

Error prevention0 becomes high-level, Mclk0 is generated by periodical combination

between the global clock signal and its delayed signal. It should be noticed here the de-

layed time d0 equals to the guardband provided to MSBs group computations. A simple

frequency divider (based on a D-Flipflop and an inverter) fed into the delayed clock signal

are used to generate the select signal, while the high-level output means the significant

(MSB) computations are being implemented. Another modified clock signal Mclk1 is

generated by selecting between global clock signal clk and the Mclk0 signal with a d1

delay, where d1 means the maximum timing guardband can be gained by shifting clock

phase. The relationships between generated clock signals and Error prevention signals

can be seen in Table. 7.3.

Table 7.3: Relationships between generated clock signals and Error prevention sig-
nals

Error prevention0&1 00 10 11

Mclk0 clk clk *TB clk

Mclk1 clk delayed clk delayed *TB clk

*TB: Time Borrowing
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Figure 7.11: The proposed error-masking DA-based FIR filter architecture

7.3.2 Simulation Results

To demonstrate this, the proposed architecture is also applied to a 16-tap low-pass FIR

filter with the following specifications (Fpass = 0.3, and Fstop = 0.5, equirpple). This

design has been synthesised using the Synopsis Design Compiler with the ST 65nm

CMOS process.

Same as the previous error-masking approach, the DVS (dynamic voltage scaling) method

is applied to the proposed design, while the worst case margin is taken into consideration.

The only difference is that the error-prevention design cannot retain error-free operation

at nominal voltage domain with the presence of process and temperature variations.

Once a suspicious error is predicted. Figure 7.13 shows the corresponding probability

of error versus supply voltage, starting from the nominal 1.20 V, which includes full

worst-case design margin. If this margin is removed in the nominal case (TT, 25C)

using DVS, the effective computation word-length would be 7-bit. Beyond 0.90 V, MSB

paths also begin to fail, which leads to a rapid decline in system performance.
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Figure 7.12: The circuit block and corresponding spice simulated waveforms of the
proposed clock generator

Table 7.4: Comparison between the proposed error-masking and error-prevention
techniques in terms of 8-bit DA computation.

Approach Error-masking Error-prevention

Area overhead 7.3% 16%

Execution time 8.5 ∗ clk 8 ∗ clk

EDAC: Error Detection and Correction

Compared with the error-masking technique, error-prevention approach consumes more

hardware cost, as seen in Table 7.4. However, more circuit flexibility is brought by this

approach and the execution time used for each sample processing is reduced, the delay

resulted from the shifted-phase clock could be eliminated. In this case, if the output

data from our proposed DSP accelerators is directly sent to MCU or other DSP block

for further computing. We do not worry about the potential timing violation problem

happens in the following clock cycles.
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Figure 7.13: Power dissipation and the probability of error versus supply voltage with
different process corners and temperature.

7.4 Summary

The cost-efficient error-resilient distributed arithmetic filter is presented in the section.

Two novel approaches (error-masking and prevention) are proposed to mitigate the

effects of PVT variations, which are achieved by modifying the path delay latency.

In terms of error-masking approach, extra timing slack is added for the paths of MSB

group by time borrowing technique. In addition, the shifted-phase clock is adopted in

the end-point register, thereby increasing the global guardband against variations. The

error prevention design combines the shifted-phase clock and dynamic clock gating with

the conventional error prediction circuit to realize a two-stage error-prevention scheme.

In general, both the designs can acquire significant power saving up to 42% with different

operating conditions when the worst case margin is considered. They also outperform

other state-of-the-art error-resilient techniques in terms of cost-efficiency.
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Conclusions and Future Works

8.1 Conclusions

In this thesis, efficient methods to realize the low power and error-resilient signal pro-

cessing are presented. Specifically, research aims are introduced in Chapter 1, as follows.

(1) effective circuit-level power-saving methods at ultra-low voltage. (2) trade-off the

balance between power, area and performance according to the design requirements of

IoT-related devices. (3) cost-efficient timing error mitigation methods corresponding to

the proposed power saving techniques.

The first two research aims are realized in Chapter 4, where the potential of the bit-

serial circuit in terms of power-saving and variable-accuracy computing is investigated.

In many IoT-related systems, the sensors operating at low sampling rates remain most

of the time in the idle state with clock-gating. Since that the static energy consumption

is more important than the active counterpart in this case. Furthermore, the bit-serial

circuit can realize variable-accuracy at very low hardware overhead. Therefore, a novel

bit-serial signed multiplier with row bypassing is proposed, which outperforms the stan-

dard bit-serial multipliers as well as the main types of parallel multipliers in terms of

power and energy consumption in typical application scenarios at low voltage domains.

Furthermore, by reducing the effective bit resolution of the input samples which are

shifted into the proposed design, the overall energy consumption can be scaled down

dynamically. A case study of FFT implementation based on the proposed bit-serial

multiplier is also described. The simulation results show that when the effective word-

length is reduced from 16 to 8 bits, the total energy consumption is reduced by up to

61%.

The third research aim is achieved in Chapter 3 and Chapter 5-7. In Chapter 3, the anal-

yse of process variation effect on the adiabatic logic combined with the near-threshold

operation is presented. In the case study of a 4-bit ripple adder, process variation could

110
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cause at least 10.2% extra energy dissipation while the maximum frequency is reduced

by 45.8% and approximately equal to 208 MHz. With the utilization of a bit-serial

implementation, the energy per cycle can be further reduced while the robustness can

be also significantly improved.

In Chapter 5, an error-prevention method by dynamic path isolation suitable with both

conventional parallel and serial circuits is presented. Specifically, checkpoint flip-flops

are placed in each critical path and dynamic isolate these paths once the error is detected

in the bit serial sequential circuit. Compared with conventional clock-gating technique,

our methods use smaller area and less performance penalty to achieve the same error-

resilience.

In Chapter 6, it is initially demonstrated that the path delay in a serial datapath across

bit positions is imbalanced. If a MSB-first computation is implemented, the critical

path occurs in the LSBs. Then a variable latency approach to further create path delay

imbalance is proposed. The main idea is to modify the critical path to be sensitive to

the input signals and create more time slack for the MSB computation by adjustment

of input data. The case study of an FIR filter presents that the proposed approach can

maintain graceful performance without any timing margin and acquire significant power

saving up to 46% with different operating conditions with worst-case margin.

In Chapter 7, two approaches to mitigate timing errors are proposed. The first one is

achieved by time borrowing, which provides more time slack to MSB group. Accordingly,

when time violations occur, less computation accuracy would be a lose. In additional, a

shifted-phase clock is adopted on the end-point registers, thereby increasing the global

guardband against variations. For the second design, it combines the shifted-phase clock

and dynamic clock gating with the conventional error prediction circuit to realize a two-

stage error-prevention scheme. The case study of an FIR filter shows the proposed

approaches can achieve significant power saving up to 42% with different operating

conditions when the worst case margin is considered. They also outperform other state-

of-the-art error-resilient techniques in terms of cost-efficiency.

8.2 Future works

Based on the findings presented in this thesis, several directions for future research are

described as follows:
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8.2.1 Energy-harvesting-aware computing based on serial sequential

circuit

A major challenge in the design of IoT sensors is the lack of reliable and continuous

power sources. With advances in energy harvesting techniques, the application of self-

powered sensors has become possible. However, it also poses a challenge to the current

VLSI designers, how to keep circuits alive with the intermittent power supply as the

supply can no longer be considered to be battery-like.

In this thesis, the potential of the serial sequential circuit in terms of power saving

and energy-scalable operation are explored based on an FFT implementation. Future

work includes a further demonstration on the system-level. First of all, implement the

bit-serialization of the micro-controller and other hardware accelerators to minimise the

area cost in a DSP chip. Then the performance is tested and optimised under the vari-

able power supply source from the energy harvester. As known, in the conventional

energy harvesting system, if the power is not large enough, the system would stop work

and make a check-point. When the harvested power is restored to supply the load, the

application execution can be continued. Since the main advantage of serialization is min-

imization of the leakage power which is a major power consumption during the system

idle state. If the constant idle power can be always less than the minimum harvested

power in any case, the powered circuit can naturally and smoothly meet the power re-

quirements of energy harvesters. Accordingly, the system does not need to switch on/off

or use the check-point mechanism frequently to deal with the variable power source.

Besides, an energy harvesting estimation system is required, the accurate prediction of

future changes can drive the DSP block to dynamically adjust the computation accuracy,

thereby keeping alive in the intermittent environment.

8.2.2 Utilization of the error-resilient serial circuit in the reliable or

DVAS system

In this thesis, two effective error-mitigation methods for serial computing are proposed

and both of them are successfully demonstrated on an FIR implementation with very low

hardware cost, which is introduced in Chapter 6 and Chapter 7, respectively. Based on

the fact that timing error can be more easily and cost-efficiently prevented and masked

in the serial datapath. The next step should be replacing the conventional hardware

accelerators with serial counterparts in the reliable VLSI application. In addition, further

explore the potential of serial design in error-resilience, such as improve the robustness

against radiation-induced soft errors.

Since the path delay in a serial datapath across bit positions is imbalanced. If a MSB-

first computation is implemented, the LSBs path start to fail first when the supply

voltage is scaled down. This characteristic of serial computing makes itself compatible
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with Dynamic Voltage Accuracy Scaling (DVAS) technique. Therefore, another of our

future directions is to propose the generalization of the DVAS concept to the serial cir-

cuit and demonstrate its cost-efficiency compared with parallel counterparts in realizing

approximate computing. In order to clearly present the advantages of DAVS based on

the serial system, applications such as JPEG decoder would be considered.
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