ABSTRACT

Results from Direct Numerical Simulations (DNS) of the Navier-Stokes equations are presented for the case of a Mach 5 low-enthalpy flow over a flat plate with coolant injection achieved through a row of slots. In particular, a slotted flat-plate configuration with four equally-spaced span-periodic slots has been considered, representative of a real experimental case, in which the dimension of the slots in the spanwise direction is much higher than the length in the streamwise direction. The novelty of our work consists in the analysis of the link between the wall cooling performance and the transition mechanism induced by high blowing ratios and by the growth of imposed unstable boundary-layer modes, identified from a previous linear stability analysis (LST) study. Results indicate that 2D and 3D unstable modes, pertaining to the class of first instability modes, exist in the considered laminar boundary layer, and that imposition of these modes within the boundary layer at different amplitudes leads to different states of the boundary layer, which we refer to as a perturbed state and a transitional state. As confirmed by comparison with experimental data, the different states of the boundary layer significantly affect the wall cooling performance, providing an increase of the wall heat flux that results in a reduction of the beneficial effects of cooling.

INTRODUCTION

In hypersonic flows, where aerodynamic heating compromises the vehicle structure integrity, the film cooling technique (Fitt et al., 1985, 1994) represents a valid solution to suppress the heat loads experienced by the surface material. This technique is aimed at injecting coolant in the hot boundary layer to form a thin film of cold fluid adjacent to the wall, thus reducing the wall heat flux. We can distinguish two different injection strategies, namely effusion cooling (Wittig et al. 1996, Baldauf et al. 2001) and transpiration cooling (Meinert et al. 2001, Langener et al. 2011). The former provides injection through localised holes, and is typically used for thermal protection of turbine blades surface, in which cooling occurs through a turbulent mixing layer. The latter, in contrast, takes advantage of the transpiration capabilities of a porous material to provide a more uniformly distributed coolant film. In a supersonic-hypersonic flow, however, the wall cooling requirement combines with the requirement of increasing the laminar run of the boundary layer, i.e. delaying transition. For this reason, injection through two-dimensional slots is in general preferred, as it reduces the 3D effects associated with hole injection (Heufer and Olivier, 2008, Keller et al. 2015, Keller and Kloker 2017). Our numerical study is aimed at evaluating the influence of boundary-layer stability with slot injection on the cooling performance. The system of the three-dimensional dimensionless governing equations for compressible multispecies flows, written in conservation form, under the assumption of constant specific heats, is given in Cartesian coordinates as

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u_i) = 0 , \tag{1}
\]

\[
\frac{\partial \rho u_i}{\partial t} + \frac{\partial (\rho u_i u_j)}{\partial x_j} = \frac{\partial p}{\partial x_i} + \frac{1}{Re} \frac{\partial \tau_{ij}}{\partial x_j} , \tag{2}
\]

\[
\frac{\partial \rho E}{\partial t} + \frac{\partial (\rho E + p \frac{u_j}{u_i})}{\partial x_j} = \frac{(\gamma - 1)RePrM^2}{\frac{\partial T}{\partial x_i}} \left( \frac{\partial T}{\partial x_i} \right) + \frac{1}{\gamma ReScM^2} \frac{\partial}{\partial x_j} \left( \rho D \sum_{k} \frac{\partial c_k}{\partial x_j} c_p T \right) + \frac{1}{Re} \frac{\partial \tau_{ij} u_i}{\partial x_j} , \tag{3}
\]
\[
\frac{\partial \rho c_v}{\partial t} + \frac{\partial}{\partial x_j} \left( \rho c_v u_j - \rho D \frac{\partial c_v}{\partial x_j} \right) = 0.
\] (4)

The terms \( \rho \), \( \rho u \), \( \rho v \), \( \rho w \) and \( \rho E \) are the conservative variables of the system of equations, where \( \rho \) is the density, \( u \), \( v \) and \( w \) are the velocity components respectively in the \( x \)-, \( y \)- and \( z \)-direction, and \( E \) is the total energy per unit mass. In the flux vectors, the terms \( \rho \), \( T \), \( \tau \), and \( \mu \) are respectively the pressure, the temperature, the components of the viscous stress tensor, and the dynamic viscosity of the flow. The non-dimensional quantities are obtained through normalisation of the dimensional variables with their freestream reference values: the velocity components are normalised with the freestream main velocity \( (U_\infty^2) \), the density is normalised with the freestream density \( (\rho_\infty) \), the viscosity is normalised with the freestream dynamic viscosity \( (\mu_\infty) \), the temperature is normalised with the freestream temperature \( (T_\infty) \), the total energy is normalised with the square of the freestream mean velocity \( (U_\infty^2) \), while the pressure and viscous stresses are normalised with the term \( \rho_\infty U_\infty^2 \), related to the freestream dynamic pressure. Note that the superscript \( (*) \) is used to denote dimensional values. The characteristic length chosen to normalise the length scales is the boundary-layer displacement thickness \( (\delta^\text{D}) \). The time scales are normalised with respect to the fluid dynamic characteristic time \( (\delta^\text{D}/U_\infty) \), based on the velocity of the undisturbed flow and on the characteristic length. The terms \( Re \), \( Pr \), \( Sc \), and \( M \) are respectively the Reynolds, Prandtl, Schmidt and Mach numbers, and the ratio of specific heats \( (\gamma = c_p/c_v) \) for the air, i.e. the dimensionless parameters of the flow. The Reynolds number is defined with respect to the boundary-layer displacement thickness of the similarity solution, as \( Re = (\rho_\infty U_\infty^2 \delta^\text{D})/\mu_\infty \); the Prandtl number is set to 0.72 for air, and \( \gamma \) is equal to 1.4. The Schmidt number is defined in terms of the mass diffusivity as \( Sc = \mu_\infty/(\rho_\infty D_p) \). Wilke’s rule is used to express the dynamic viscosity of the mixture, as described in Anderson (2006), and a power law is used to evaluate the single species viscosity. The thermal conductivity is then expressed in terms of the species viscosity, Prandtl number, specific heat and mole fraction through the following formula,

\[
\kappa = \frac{\sum X_l \mu_{L,l}/T_0}{\sum X_l \gamma_l \phi_{l}},
\] (5)

with the term \( \phi_{l} \) defined as in Anderson (2006). The definition of the mixture diffusivity given in Anderson (2006) is used, in which the collision integral for the Lennard-Jones (12-6) potential for a binary mixture, and the relative coefficients, are taken from Keller et al. (2015) and Neufeld (1972). The reader is referred to Cerminala et al. (2018a) for the full system of equations, including the relations for the viscous stresses, the total energy and the equation of state. The only difference is that, as we are considering a binary mixture, the specific heat multiplying the temperature in the total energy relation, and the gas constant in the equation of state are mixture properties, which are given as \( c_v = c_{v,1} + c_{v,2} \), \( c_p = c_{p,1} + c_{p,2} \), and \( R = c_p - c_v \).

**NUMERICAL SCHEME AND SAMR FOR MULTISCALE RESOLUTION**

The finite-volume method used to solve numerically the governing equations consists of a 6\( ^{th} \)-order cen-
domain dimensions are $L_x = 160$, $L_y = 32$, $L_z = 8$. Each slot has an $x$-wise length of 0.2 mm, a $z$-wise length of 8 mm, which represents the computational domain width, a depth of 1.5 mm and a distance between each other of 1 mm. The base grid size is $N_x \times N_y \times N_z = 3200 \times 384 \times 40$. A grid study for the considered problem demonstrating the suitability of the grid size was performed and shown in Cerminara et al. (2019).

A validation test case has been considered for the cooling effectiveness against other numerical as well as experimental results available in the literature, with reference to the work of Keller et al. (2015), for both air injection and CO$_2$ injection. Air and CO$_2$ are injected separately in a Mach 2.6 flow, with initial laminar boundary layer obtained from the compressible similarity solution. The domain includes one slot, and injection is obtained through imposing a fixed blowing profile at the bottom boundary. For details on the set-up and flow conditions refer to Keller et al. (2015). The results of the validation study are reported in figures 2 and 3, showing the distribution of the cooling effectiveness downstream of the injection location along a normalised distance, for air and CO$_2$ injection, respectively. As can be seen, our numerical results agree very well with both computational and experimental results reported in Keller et al. (2015).

RESULTS

A local linear stability analysis has been performed (the LST code is described in Sansica, 2015), based on the boundary-layer profile at the position $x = 120$, i.e. the heat-flux sensor location, to evaluate the unstable modes present in the boundary layer and their relative role on the boundary-layer destabilization process and ultimately on the wall cooling performance. The results are plotted in figures 4 and 5 for the frequencies and the temporal growth rates of 2D modes, respectively, obtained by varying the streamwise wavenumber with a spanwise wavenumber fixed to zero. As can be seen, the region of instability involves 2D modes with a wavelength higher than about 10 mm and frequencies below 50 kHz, with the most unstable mode being characterised by a wavelength of approximately 31 mm. By performing a linear stability analysis involving also non-zero spanwise wavenumbers, it is found that the most unstable mode is a 3D mode with wavenumbers $\alpha = 0.2$, and $\beta = 0.78$, corresponding to a wavelength of 31 mm in the streamwise direction, and a wavelength of 8 mm in the spanwise direction. The temporal growth rate associated with this mode is $\omega_t = 4.29 \times 10^{-3}$. Hence, from LST analysis we have found that the baseflow is unstable to 2D and 3D modes corresponding to the class of first instability modes. Simulations have been performed at five different experimental values of the plenum pressure, namely i) case 1: $p_0 = p_\infty$; ii) case 2: $p_0 = 1.6p_\infty$; iii) case 3: $p_0 = 1.8p_\infty$; iv) case 4: $p_0 = 2.3p_\infty$; v) case 5: $p_0 = 4.8p_\infty$. Note that case 1 corresponds to the case without injection. Figures 6 and 7 show, as an example, the temperature contours in the slot-injector region for cases 2 and 5, respectively. The boundary layer appears still laminar downstream of the injection location at the lowest plenum pressure (case 2), whereas it shows a highly vortical state at the highest plenum pressure (case 5).
In the first set of simulations, for all the plenum pressure coefficients for both the moderate and high amplitude cases, which reveals that transition takes place for the high-amplitude case, whereas in the perturbed case the rapid increase downstream of $x = 80$ indicates that the boundary layer is in a pre-transitional stage.

Figure 11 shows a comparison between the experiments and the DNS in terms of the wall heat flux values at the sensor location (at $x = 120$), for all the plenum pressure conditions. Note that for the moderate amplitude case, a sensitivity study with respect to the 2D and 3D most unstable modes has been made. As we can see, when considering simulations without disturbances (the ideal state), the heat flux rapidly decreases as the plenum pressure is increased, diverging from the experimental values. Whereas, when we consider the presence of the most unstable modes (2D and 3D) at a moderate amplitude, the numerical values are within the range of the measurements. When considering high disturbance amplitudes, instead, the obtained heat-flux values are significantly higher than the experimental values, which is due to the flow rapidly going through transition in this case.

Figures 12 and 13 show contours of the streamwise velocity on a $zy$ cross section at the sensor location $x = 120$ for case 1 (no injection) and case 5 (highest injection rate), respectively. As can be seen, in case 1, and similarly for the cases with low plenum pressure, the boundary layer at moderate disturbance amplitude appears perturbed by the 3D unstable modes, but is still in a laminar state, whereas a transitional state is achieved at the high amplitudes. In case 5, instead, transition appears to occur both at the moderate and high amplitudes, due to the high blowing ratio, and the boundary layer is significantly thicker than in the case with no injection. In the high amplitude case, however, the boundary layer is more energetic due to the enhanced mass exchange between the lower and upper layers, which results in a high velocity and temperature gradients at the wall. Figure 14 shows the time-averaged trend of the temperature inside the boundary layer near the wall ($y = 0.1245$) along the streamwise direction. For the higher plenum pressure cases, the temperature assumes lower values downstream of the slot injector, but it increases further downstream with a rate that is dependent on the relative role of the internal unstable mode growth in each case. In case 5 the recovery of the temperature is relatively fast, due to the flow undergoing transition. At the same time, in the latter case wall cooling benefits from the enhanced mixing, with cold flow carried towards the wall from the upper high-speed layers by vortical structures, which provides a further decrease of the heat flux. Figure 15 shows contours of the scalar representing the coolant species mass fraction within the boundary layer (at the height $y = 1$), for cases 3 and 5. We observe that in case 3 (and moderate amplitude), the coolant
Figure 10: Time-averaged skin-friction coefficient for moderate and high amplitude disturbances

Figure 11: Comparison between measured and computed wall heat flux

Figure 12: Streamwise velocity in the boundary layer at $x = 120$, for case 1 (no injection)

Figure 13: Streamwise velocity in the boundary layer at $x = 120$, for case 5

Figure 14: Time-averaged temperature profile near the wall along the centerline at moderate amplitude

Figure 15: Contours of the coolant species within the boundary layer (at $y = 1$)

CONCLUSION

DNS simulations have been run to analyse the wall cooling behaviour in hypersonic flows with span-periodic slots. Results show the relevant effects of the evolution of instability modes on their associated transition mechanism and on the wall cooling performance, demonstrating that experimental results for the wall heat flux can be explained by considering the boundary layer as in a perturbed, or pre-transitional, state. A fully transitional boundary layer induces, in contrast, significantly higher heat flux values, due to the high velocity and temperature gradients at the wall, along with the dispersion of the coolant within the upper layers of the boundary layer from an enhanced mixing.
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