Implications of the directivity of railway noise sources for their quantification using conventional beamforming
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Abstract

This paper investigates the effect of the directivity of railway noise sources on the results of an identification procedure based on beamforming using a microphone array. Usually when performing pass-by noise tests, a single-microphone noise spectrum is obtained for a time window corresponding to the length of the whole train, or of a single vehicle. In this context, a source quantification algorithm should be able to evaluate the contribution of each noise source over this time window. However, different railway noise sources have different directivities, and it is shown that these need to be taken into account to achieve accurate source quantification. By making use of monopoles, dipoles and quadrupoles, it is shown that a different compensation is needed according to the directivity.

For the particular case of the noise radiated by the rail, this has a complex directivity pattern that is only partially captured by a microphone array. It is demonstrated that the overestimation of the wheel contribution found in previous research may be attributed to a misinterpretation of part of the rail contribution from the beamforming map.
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1. Introduction

When a train is running on a straight track, there are three important groups of noise sources: rolling noise excited by surface roughness of the rail and wheel, traction and auxiliary noise, and aerodynamic noise [1, 2]. Specifically, the aerodynamic noise becomes significant when the speed of the train is above about 300 km/h [3], whereas at lower speeds, the rolling noise plays an important role and is the dominant source for most speeds below 300 km/h [1]. The traction noise sources, such as motors and fans, are also important contributors at lower speeds [1].

Aerodynamic noise is generated by air flow over the train components such as the pantograph, the bogies and various gaps and cavities on the train body [3]. In general, the aerodynamic noise sources can be characterized as dipole-type and quadrupole-type sources. The dipole ones represent the noise radiated from the flow over cylinders and other bluff bodies [4]; the quadrupole-type sources represent the noise produced by free turbulence [5].

The rolling noise can further be decomposed into wheel and track contributions. Experiments conducted by Thompson and Dittrich [6] showed that the wheel radiation, although characterised by complex directivity patterns, tends to be approximately omnidirectional for radial vibration modes and to behave more similarly to a dipole for axial vibration modes. These approximate directivities for the wheel are used in the TWINS model to predict the wheel noise [7, 8]. The rail, on the other hand, has a more complicated radiation pattern. In Ref. [2], a vibro-acoustic rail model was established, the results from which showed that the structural waves travelling in the rail form an extended source of noise radiation. Moreover, the distribution of the sound intensity in the horizontal plane consists of sound propagating at a specific angle, which depends on the ratio between the structural and acoustic wavenumbers [2]. This feature was recently adopted to quantify the rail noise contribution by applying a wavenumber filter to the signals from a line array of microphones [9, 10].

Microphone arrays using the beamforming technique are an effective means
to achieve noise source identification in a wide range of applications \[11-17\]. Beamforming has mainly been introduced for identifying aeroacoustic noise sources \[13-14\]; however it has also been proposed for isolating the rolling noise contributions \[15-17\]. By suitable processing, the beamforming provides a visualized noise map in which the sources can be found and quantified.

For application to a moving train, it is necessary to 'steer' the array focusing towards a certain point on the train surface and to 'track' this point as it moves along with the train for a certain time. The tracking window should not be excessively long to avoid combining contributions from too many sources. Moreover, the preference for utilizing a short time window for railway measurements has also been explained in Ref. \[17\], which demonstrates that the selectivity of the array is poor when the tracking point is not in front of the array. Commonly, the array is placed 5 to 10 m away from the rail. For a high speed train running at 300 km/h, the valid time window based on a tracking angle smaller than \(\pm 20^\circ\) is less than 0.1 s, which is quite short compared with the ones used during aircraft fly-over measurements \[18\]. On a typical beamforming map (see \[17,19\] for example), the noise radiated from the wheels can often be seen as well as the aerodynamic noise. The rail contribution is usually not clearly observed.

Ideally, the interpretation of the acoustic maps also involves the quantification of the noise sources shown on the map. Several attempts have been made over the years to achieve source quantification from the beamforming results \[14,17,20-22\]. However, an important limitation is that the beamforming technique is often established on the assumption that the noise sources are uncorrelated monopoles. This assumption is in contradiction with the characteristics of the aerodynamic and rolling noise sources on a train. For instance, the absence of the majority of the rail contribution in beamforming maps is likely to be due to the strong directionality of the sound radiated by the rail \[2\].

In order to discuss the influence of the directivities of railway noise sources on the beamforming results, various examples are considered in this paper. Firstly, a quantification approach designed for train pass-by measurements is introduced.
in Section 2. It makes use of a 72 microphone virtual array and has the capability to quantify the spectrum of a moving monopole accurately by applying a compensation factor. Based on this approach, sources with simple directivities, such as dipoles and quadrupoles, are studied in Section 3. Such sources are representative of aerodynamic phenomena as well as of wheel noise. In order to quantify these sources correctly, additional compensations determined based on the source directivities are introduced. In Section 4 the noise radiated by the rail is analysed numerically and assessed with the quantification approach outlined in Section 2. The rail vibration and its sound radiation are calculated based on a similar approach to Ref. [2] but with the rail excited by a harmonic moving load. Using the simulations, it is investigated to what extent the rail directivity influences the beamforming results. The influence of the noise generated by the rail vibration in the vicinity of the forcing point is given particular consideration.

2. Beamforming for moving sources and the quantification approach

2.1. Beamforming for moving sources

Frequently, the beamforming techniques for moving sources, such as the ones applied to aircraft fly-over measurements and vehicle pass-by measurements, are based on the assumption that all the sources are uncorrelated monopoles [15–17, 22]. The beamforming algorithm adopted in this study also makes use of this assumption and relies on applying delays on the output of each microphone channel to give estimations of the potential locations of the sources.

In far field, the sound pressure of a moving monopole recorded by the $m$–th microphone of an array with $N_M$ microphones is given by [23, 24]

\[ p_m(t) = \frac{Q(\tau)}{4\pi r_m(\tau)D^2(r_m)} \cdot \tau = t - \frac{r_m(\tau)}{c_0} \]  

(1)

in which $r_m$ is the magnitude of the distance vector $r_m$ from the source to the $m$–th microphone and $Q(\tau)$ denotes the derivative of the mass flow of the source.
This is sometimes expressed as $q'_s(\tau)$ with $q_s$ representing the mass flow, which in this case is the product between air density and volume velocity. The term $D(\cdot)$ in Eq. (1) denotes the Doppler coefficient which is given by

$$D(r_m) = \left| 1 - \frac{\mathbf{V} \cdot \mathbf{r}_m(\tau)}{c_0 \mathbf{r}_m(\tau)} \right|$$

(2)

where $\mathbf{V}$ denotes the vector of the velocity of the source in Eq. (1), $c_0$ is the speed of sound. Eq. (1) neglects the near-field terms produced by the source motion [23]. The amplitude difference with and without the near-field terms is less than 0.1 dB when the receiver is at 7.5m from the line of motion of the source.

Essentially, the beamforming for moving sources, similar to its implementation for static sources, is achieved by the summation of the array-microphone signals after they have been rescaled and delayed in terms of a focusing point $j$. This is given by

$$\tilde{q}_j(t) = \sum_{m=1}^{N_M} h_{jm} P_m \left( t + \frac{r_{jm}(t)}{c_0} \right)$$

(3)

where $h_{jm}$ is a rescaling factor, which, for instance, can have the expression of $\frac{4\pi r_{jm}(t) D^2(r_{jm})}{N_M}$. The application of the time delay, i.e. $r_{jm}(t)/c_0$, to the $m$-th array microphone is achieved by a procedure named dedopplerization. This technique takes the time sequence measured by the array microphone as the sequence of emission time of the moving source located at the focusing point, in this case $j$, and interpolates the measured signals with the delayed time sequences.

Once beamforming is applied, $\tilde{q}_j(t)$ represents an estimate of $Q(t)$ at focusing point $j$ in a moving frame. The acoustic maps at different frequencies can be obtained by converting $\tilde{q}_j(t)$ into $\tilde{Q}_j(\omega)$ using a Fourier transform. The estimated source power $\tilde{Q}_j^2$ can be converted to a sound pressure level (SPL) at a particular location in the moving frame. The conversion is given in Appendix A.

Commonly, for railway pass-by measurements, a planar array is used with the array placed parallel to the surface of the train. The scan plane consists of
discrete grids and is moving along with the train. Consequently, by applying the dedopplerization-based beamforming technique, the outcomes correspond to those that would be obtained with an array that moves with the train. The beamforming output at each point on the scan plane is calculated by tracking that point for a certain time duration. The tracking length is usually symmetric with respect to the centre of the array. In this paper, a tracking angle is defined to represent half of this tracking length, and is given by

\[ \theta = \tan^{-1}\left(\frac{L_{\text{track}}}{2d}\right) \]  

(4)

where \( L_{\text{track}} \) denotes the tracking length and \( d \) denotes the distance from the array to the surface of the train. Fig. 1 illustrates the geometric relationship for the variables in Eq. (4). In this paper, a tracking angle \( \theta \) of 10° is used unless otherwise stated. The coordinate system adopted is also shown in the figure; its origin is at the centre of the array.

Figure 1: A schematic plan view to illustrate the coordinate system and the tracking angle \( \theta \).

For the simulations included in this paper, the 72 microphone array shown in Fig. 2 is used. This array has a 3-dB resolution (the diameter of the main lobe 3 dB below the peak) \(^{[25]}\) of 2.2 m at 500 Hz while at 5 kHz the maximum side lobe \(^{[26]}\) is around 12 dB below the peak for a single point source. A reference microphone close to the centre is also identified in the figure. For the following numerical simulations presented, a sampling frequency of 10 kHz has been used to generate the signals in time domain.
2.2. Quantification approach

The quantification approach adopted in this paper is based on the Source Power Integration (SPI) method [27]. It can be divided into the following steps:

(1) A frequency-dependent compensation factor is first obtained numerically to relate the beamforming output to the SPL contribution at a reference microphone (more details are given below.)

(2) The acoustic maps for the moving sources are calculated by means of a beamforming procedure.

(3) The various sources on the map are identified and enclosed in a certain predefined area centred at the peak of the main lobe of the source.

(4) The acoustic map is integrated over these areas to give a frequency-dependent result for each of the sources identified on the map.

(5) The compensation factor is applied to the integrated beamforming result to give the spectrum of each source.

To calculate the compensation factor, a numeral simulation with a moving monopole is performed. In this simulation the spectrum at a single reference microphone, \( L_{\text{ref}} \), is first calculated when the source is moving over a predefined length. In railway measurements, it is convenient to set this length to correspond
to a single vehicle of the train (usually between 18 and 26 m) as this would give the result in the form $L_{eq,T_p}$ defined in the ISO 3095 standard [28]. Subsequently, steps (2) to (5) of the quantification technique are applied to this monopole source to obtain the spectrum of the source $L_{\text{map}}$ via the map. To obtain this quantity, the tracking window in the dedopplerization procedure must be the same as the one that will be adopted in the actual test. This is generally shorter than the one used to calculate $L_{\text{ref}}$. The compensation factor is calculated as the decibel difference between $L_{\text{ref}}$ and $L_{\text{map}}$ in each frequency band.

A numerical example of the result of the compensation is given in Fig. 3. A monopole moving at 300 km/h from left to right is adopted. It starts at $[-13, 7.5, 0]$ m. A reference length of 26 m is applied here to obtain the spectrum at the reference microphone (see Fig. 2). The array is located at 7.5 m from the scan plane containing the source. The acoustic maps are calculated by using a tracking window of length 2.65 m which corresponds to $\theta$ of 10°. An example at 1 kHz is given in Fig. 3(a). On the map, the identified source is found at $[0, 7.5, 0]$ m. The integration area centred at the peak of the map is highlighted with white lines. In Fig. 3(b), the spectra of the compensation factors obtained using different sizes of integration area from $2.4 \times 2.4$ m to $4.8 \times 4.8$ m are shown. Differences between these results are seen below 800 Hz. The compensation factors are calculated only at the central frequencies of each 1/3 octave band and are used later to compensate the broadband spectra. Moreover, to remove the unwanted contributions from the side lobes, a threshold level is applied. Those beamforming outputs below the level of the peak minus the threshold level are regarded as background noise and will not be taken into account in the integration. The implementation of the threshold for beamforming quantification has been validated in previous research [29]. In this paper, a threshold level of 12 dB is used. In Fig. 3(a), the maximum level is 51.3 dB. Hence, the outputs below 39.3 dB are neglected during the integration.

To validate this quantification approach, a simulation similar to the one presented in Fig. 3 is made next. Herein, a monopole with a speed of 300
Figure 3: (a) An example of an acoustic map of a moving monopole source with a speed of 300 km/h moving from $[-13, 7.5, 0]$ m to $[13, 7.5, 0]$ m. The red cross denotes the peak on the map. The white rectangle denotes the integration area. The dynamic range of the map is 10 dB. (b) Compensation spectra obtained using different integration areas.

km/h is used which is emitting random noise generated by using the embedded function ‘randn’ in MATLAB, which can be regarded as an approximation to white noise. The estimated source spectra and the spectrum obtained from the reference microphone are given in Fig. 4. In this figure, source estimations are obtained by applying the compensation spectra on the integrated beamforming results using the corresponding integration areas. The quantification results of the acoustic maps are within less than 0.3 dB of each other for different sizes of the integration area. Moreover, all these estimated spectra show quite good agreement with the spectrum of the reference microphone. However, deviations of up to 1.5 dB are found.

There are two possible reasons for these differences. First, a uniform factor is used to compensate each 1/3 octave band, whereas Fig. 3(b) indicates that it should be frequency dependent. Nevertheless a maximum deviation of ±1 dB would be expected from this simplification. Second, due to the Doppler effect, the source signal will be redistributed into the adjacent 1/3 octave bands.
especially for components that are close to the band limits. This spectrum redistribution will be included in $L_{\text{ref}}$ but not in the dedopplerised signals. Examples of this phenomenon are given in Fig. 5. The monopole source with unit source strength used in this figure, which has a frequency of 1 kHz, moves from $[-13, 7.5, 0]$ m to $[13, 7.5, 0]$ m at different speeds. A single microphone is placed at $[0, 0, 0]$ m. The redistribution becomes greater as the source velocity is increased. At 50 km/h, the received signal still remains within the 1/3 octave band. When the speed is 180 km/h, it extends to the lower limit of the band and to around 20 Hz above the upper limit. At 300 km/h, the redistribution into the adjacent 1/3 octave bands becomes significant; the spectrum extends from 830 Hz to 1270 Hz, which is beyond the band limits of 891 Hz to 1120 Hz.

To show the effect of speed on the array output, additional simulations are made using noise generated in the same way as that used in Fig. 4. Three speeds, 50, 180 and 300 km/h, are used to demonstrate the influence of the Doppler effect on the reference spectra and on the quantification results. The results are presented in Fig. 6 based on 50 simulations at each given speed. The thin lines are the spectra of the reference microphone and are obtained by using the
simulated signals directly, therefore without applying dedopplerisation. The thick lines are the map quantification outcomes. In each case, the solid line shows the averaged levels over the simulations and the dash-dot lines indicate the average values plus/minus the corresponding standard deviations. According to the figures, the quantification approach proposed in this paper can provide a good estimation of the source in a statistical sense. The level deviation between the averaged reference spectra and the averaged map quantification outcomes are within 0.5 dB at the three speeds. However, the standard deviation is enlarged when the source speed increases. At 50 km/h, the standard deviation is 0.2 dB for the reference spectrum and 0.6 dB for the map quantification. This becomes 0.5 dB and 1.5 dB respectively at 300 km/h. This confirms that the deviations found in Fig. 4 are a consequence of a combination of the source motion as well as the frequency content of the source spectrum.
Figure 6: Statistical results of the reference spectra (thin lines) and the map quantification outcomes (thick lines): (a) at 50 km/h; (b) at 180 km/h; (c) at 300 km/h. The solid lines are the averaged values. The dash-dot lines define the mean +/- one standard deviation.
3. Quantification of sources with simple directivity using beamforming

As described previously, the beamforming algorithm relies on the assumption that the source radiates omnidirectionally. However, the monopole assumption is not well suited for many railway noise sources due to their specific directivities and this can lead to mis-interpretation of the acoustic maps.

In this section, numerical simulations are presented for moving dipole and longitudinal quadrupole sources to discuss this phenomenon. These sources are oriented in such a way that the axis corresponding to maximum directivity is perpendicular to the direction of motion and therefore they radiate predominately towards the array. The same parametric settings as used in Section 2 are applied here, such as the reference microphone location, source speed and tracking windows. An integration area of 2.4 m × 2.4 m is adopted for the quantification procedure. The same random signals are adopted here as used in the previous section.

In far field, the sound pressure produced by these two types of source can be obtained by introducing direction-dependent terms into Eq. (1). The dipole then is given by [23, 30]

\[ p_m(t) = \frac{Q(\tau)\cos\phi(\tau)}{4\pi r_m(\tau)D^2(r_m)} \] (5)

and for quadrupole it is

\[ p_m(t) = \frac{Q(\tau)\cos^2\phi(\tau)}{4\pi r_m(\tau)D^3(r_m)} \] (6)

where the angle \( \phi(\tau) \) is given by

\[ \phi(\tau) = \cos^{-1}\left( \frac{y_s(\tau) - y_m}{r_m(\tau)} \right) \] (7)

and \( y_s(\tau) \) and \( y_m \) denote the positions of the source and the \( m \)-th microphone on the \( y \)-axis. The relationship between \( t \) and \( \tau \) is the same as that given in Eq. (1). The derivation of Eq. (6) is given in Appendix B. Both Eqs. (5) and (6) neglect the near-field terms. The amplitude differences for these two directional
sources are less than 0.1 dB with the near-field terms. The directivity patterns and pressure distribution maps of these two types of source are given in Fig. 7. Specifically, Figs. 7(d) and 7(f) show the SPL distributions of the instantaneous acoustic fields generated by the directional sources in a fixed frame when the sources are at [0, 7.5, 0] m. It can be seen that the directionality is greater for the quadrupole than for the dipole. The results obtained by using a monopole source are also shown in the figure for comparison.

The beamforming responses of the moving dipole and quadrupole are shown in Figs. 8(a) and 8(c). These two maps are nearly identical to the map generated by a moving monopole (Fig. 3(a)). A single bright spot can be seen on each map and the peaks, marked with crosses, are each found at [0, 7.5, 0] m. Due to the short duration of the tracking window the microphone array is not sensitive to the directivity of the sources.

On the other hand, following railway noise standards [28], the spectrum for a single microphone is obtained by using a signal with a longer duration corresponding at least to the pass-by time of an entire vehicle. Consequently, the single microphone spectrum of a directional source will have a lower level than the one obtained using an omnidirectional source due to the source directivity. Figs. 8(b) and 8(d) give the spectrum at the single microphone as dashed lines. For the dipole, the single microphone spectrum has a deviation which is 1 dB to 3.5 dB lower compared to the estimate obtained from the beamforming map, and the difference is on average around 2 dB. The averaged difference increases to around 3 dB with deviations from 2 dB to 4 dB when the quadrupole source is considered. Thus differences between the acoustic map estimations and the single microphone spectra appear and the disagreement increases with increasing source directivity. Additionally, it can be noted that the estimated spectra (solid lines in Figs. 8(b) and 8(d)), obtained through the same quantification approach described above, are almost identical to the estimation for the moving monopole.

To overcome this estimation inaccuracy, an additional compensation $L_{DC}$
Figure 7: (a) The directivity of a monopole. (b) The instantaneous SPL distribution map of a moving monopole at [0, 7.5, 0] m. (c) The directivity of a dipole. (d) The instantaneous SPL distribution map of a moving dipole at [0, 7.5, 0] m. (e) The directivity of a longitudinal quadrupole. (f) The instantaneous SPL distribution map of a moving longitudinal quadrupole at [0, 7.5, 0] m. The source moves at a speed of 300 km/h from left to right.
Figure 8: (a) Acoustic map of a moving dipole at 1 kHz; (b) spectrum of the quantification of the acoustic maps of a moving dipole; (c) acoustic map of a moving quadrupole at 1 kHz; (d) spectrum of the quantification of the acoustic maps of a moving quadrupole. In (a) and (c), two directional sources are identified at [0, 7.5, 0] m. The source moves at 300 km/h.
based on the source directivity would be required. This is given by

\[ L_{DC} = 20 \log_{10} \left\{ \frac{\int_{0}^{T} |\tilde{p}_{\text{mono}}| d\tau}{\int_{0}^{T} |\tilde{p}_{\text{direct}}| d\tau} \right\} \]

\[ = 20 \log_{10} \left\{ \frac{\int_{0}^{T} \frac{1}{4\pi r_{\text{ref}}(\tau)D^{2}(r_{\text{ref}})} d\tau}{\int_{0}^{T} \frac{f[\phi(\tau)]}{4\pi r_{\text{ref}}(\tau)D^{2}(r_{\text{ref}})} d\tau} \right\} \]  

where the subscription (\text{ref}) denotes the microphone used to obtain the reference spectrum and \( \phi(\tau) \) denotes the time-dependent angle between a line normal to the track and passing through the array centre and a line from the array centre to the moving source. \( |\tilde{p}_{\text{mono}}| \) denotes the magnitude due to the monopole and \( |\tilde{p}_{\text{direct}}| \) is that due to the directional source. The term \( f[\phi(\tau)] \) denotes the directivity of the source. The dipole can be described with \( f[\phi(\tau)] = \cos[\phi(\tau)] \) and the longitudinal quadrupole with \( f[\phi(\tau)] = \cos^{2}[\phi(\tau)]/D(r_{\text{ref}}) \).

The quantification results obtained with these compensations based on the source directivity are given in Fig. 9. The integration length \( T \) applied in Eq. 8 is calculated according to the reference distance of 26m used for the simulations presented in Section 2.2. In Fig. 9(a) a rescaled estimate of the dipole is shown as a dot line. A compensation of 2.0 dB has been applied for the moving dipole. For the moving quadrupole, the rescaling factor is 3.5 dB according to Eq. 8, and the results for rescaled spectrum is shown in Fig. 9(b). A good match between the single-microphone spectrum and the acoustic map estimation is achieved by implementing the directivity compensation. For the dipole case, the average deviation is reduced to -0.1 dB from 2.0 dB without the compensation. For the longitudinal quadrupole, the averaged deviation is -0.6 dB compared with 2.9 dB without the compensation. Therefore, according to these results, a good quantification of a given acoustic map relies on prior knowledge of the directivity of the source. The remaining differences are associated with the Doppler effect, as seen for the monopole in Fig. 6

4. Rail noise and its beamforming response

Due to its vibration characteristics, the rail cannot be considered as a compact source and needs to be addressed separately. To understand how its sound
radiation influences the beamforming responses, a dynamic model and an acoustic model are first developed. They provide the sound field generated by a harmonic moving load on the rail, which will then be analysed with the same virtual array adopted in Sections 2 and 3.

4.1. Rail vibration excited by a moving load

The rail vibration is modelled using a Timoshenko beam on a continuous two-layer foundation [2]. A schematic of this model is presented in Fig. 10. Only the rail vibration in the vertical direction is considered, although a model for the lateral direction can be built in an equivalent way. In order to simulate
the rail radiation when the train is passing in front of the array, a harmonic
moving force is applied. The model, therefore, can be described by

$$GA\kappa \frac{\partial}{\partial x} \left( \phi - \frac{\partial u}{\partial x} \right) + su + \rho A \frac{\partial^2 u}{\partial t^2} = Fe^{i\omega t} \delta(x - Vt)$$ (9)

$$GA\kappa \left( \phi - \frac{\partial u}{\partial x} \right) - EI \frac{\partial^2 \phi}{\partial x^2} + \rho I \frac{\partial^2 \phi}{\partial t^2} = 0$$ (10)

where $u$ is the rail displacement, $\phi$ is the rotation of the rail cross-section relative
to the undeformed axis, $V$ is the load speed and $s$ is the effective support stiffness
per unit length which is given by

$$s = \frac{s_p \left( s_b - \omega^2 m'_s \right)}{s_p + s_b - \omega^2 m'_s}$$ (11)

where $s_p$ is the dynamic stiffness of the rail pad per unit length of track, $s_b$
is the dynamic stiffness of the ballast per unit length and $m'_s$ is the sleeper
mass per unit length. The argument of the Dirac function in Eq. (9) describes
the motion of the excitation. In the model, damping is introduced by making
the Young’s modulus and the various stiffnesses complex. For example, $E$ is
modified as $E(1 + i\eta)$ where $\eta$ is the loss factor. The parameters used in Eq. (9)
and Eq. (10) for the following simulations are listed in Table 1.

A solution to Eqs. (9) and (10) can be found by applying a double Fourier
transform from space-time to the wavenumber-frequency domain. The derivation
is given in Appendix C and the approach is similar to that presented in
[31, 32]. The rail deformation $u$ is given by

$$u^+(x, t) = -iFe^{i\omega t} \sum_{k^+_r=k^+_r, p, k^+_r, n} \left[ \frac{p_n(k^+_r)}{p_d(k^+_r)} e^{-ik^+_r(x-Vt)} \right]$$ (12)

$$x \geq Vt, \text{ Im}(k^+_r) < 0$$

$$u^-(x, t) = iFe^{i\omega t} \sum_{k^-_r=k^-_r, p, k^-_r, n} \left[ \frac{p_n(k^-_r)}{p_d(k^-_r)} e^{-ik^-_r(x-Vt)} \right]$$ (13)

$$x \leq Vt, \text{ Im}(k^-_r) > 0$$

where $Fe^{i\omega t}$ describes the excitation force, and here its amplitude $F$ is set to
1; $u^+$ denotes the rail deformation when $x$ is ahead of the moving excitation
Table 1: Rail system parameters used in numerical models [2]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rail bending stiffness</td>
<td>$EI$</td>
<td>$6.42 \times 10^6$ Nm$^2$</td>
</tr>
<tr>
<td>Damping loss factor of rail</td>
<td>$\eta$</td>
<td>0.02</td>
</tr>
<tr>
<td>Rail mass per unit length</td>
<td>$\rho A$</td>
<td>60 kg/m</td>
</tr>
<tr>
<td>Rail shear stiffness</td>
<td>$GA$</td>
<td>$6.17 \times 10^8$ N</td>
</tr>
<tr>
<td>Rail shear coefficient</td>
<td>$\kappa$</td>
<td>0.4</td>
</tr>
<tr>
<td>Rail rotation inertia</td>
<td>$\rho I$</td>
<td>0.240 kg·m</td>
</tr>
<tr>
<td>Pad stiffness per unit length</td>
<td>$s_p$</td>
<td>$6.83 \times 10^8$ N/m$^2$</td>
</tr>
<tr>
<td>Pad damping loss factor</td>
<td>$\eta_p$</td>
<td>0.2</td>
</tr>
<tr>
<td>Sleeper mass per unit length</td>
<td>$m'_s$</td>
<td>250 kg/m</td>
</tr>
<tr>
<td>Ballast stiffness per unit length</td>
<td>$s_b$</td>
<td>$3.83 \times 10^7$ N/m$^2$</td>
</tr>
<tr>
<td>Ballast damping loss factor</td>
<td>$\eta_b$</td>
<td>2.0</td>
</tr>
</tbody>
</table>

force, and $u^-$ denotes the rail deformation when it is behind the force; $p_n$ and $p_d$ are both polynomials in terms of the structural wavenumbers $k_r$ of the rail (see Appendix C). Specifically, four structural waves that correspond to the four wavenumbers in Eqs. (12) and (13) are included in this model. As explained in Ref. [31], they represent the structural waves of the rail in a reference frame that moves along with the excitation. These are two evanescent waves (corresponding to wavenumbers $k_{r,n}^+$ and $k_{r,n}^-$) which decay rapidly along the rail and two propagating waves (corresponding to wavenumbers $k_{r,p}^+$ and $k_{r,p}^-$) which decay slowly along the rail at high frequencies. The decay of the four waves can be characterised by the imaginary parts of their corresponding wavenumbers and, in the railway context, this is often expressed as a decay rate [1] as

$$\Delta = -8.686 \text{Im}(k_r)$$ (14)
where $\Delta$ is given in dB/m.

\[
v^+(x, t) = \frac{\partial u^+}{\partial t} = F \sum_{k^+} \left[ \frac{p_n(k^+_r)}{p_d(k^+_r)} (\omega + k^+_r V) e^{i(\omega + k^+_r V) t - i k^+_r x} \right]
\]

\[x \geq Vt, \quad \text{Im}(k^+_r) < 0\] (15)

\[
v^-(x, t) = \frac{\partial u^-}{\partial t} = -F \sum_{k^-} \left[ \frac{p_n(k^-_r)}{p_d(k^-_r)} (\omega + k^-_r V) e^{i(\omega + k^-_r V) t - i k^-_r x} \right]
\]

\[x \leq Vt, \quad \text{Im}(k^-_r) > 0\] (16)

where, similarly to Eqs. (12) and (13), $v^+$ and $v^-$ denotes the point velocity on both directions.

Here, it is worth mentioning that the damping can be represented by making stiffnesses complex when applying the Fourier transform to solve Eq. 10 involving moving loads. Caution is required if the excitation frequencies approach zero (when the loss factor should be multiplied by $\text{sign}(\omega - V k_r)$). But in the current cases, $\omega \gg V k_r$ as the wave speeds in the rail are much greater than the moving speed of the excitation, and therefore no significant error is introduced \[1\]. This technique has been successfully adopted in \[32\]. In the scope of this research, the wave speed varies between around 1200 m/s to 1900 m/s which is much greater than the speed of the load, which is around 83 m/s.

The influence of the moving excitation on the dynamic behaviour of the rail is shown in Fig. 11. Fig. 11(a) the magnitudes of the rail deformation at the moving excitation point are given. Fig. 11(b) gives the decay rates of the propagating wavenumbers relative to the moving excitation in both directions. Results are also shown for a static excitation. Clearly, the differences caused by the motion of the force are very limited, especially for the point deformation.

This can be found in Fig. 11(a), where the three lines representing the negative direction, positive direction and static-excitation cases are almost identical. The vertical lines in each figure indicate the extent of a frequency range named the ‘blocked region’ \[1\], within which the decay rates of the propagating wavenumbers are high. When the frequency is above the 'blocked region’, the decay rates
of the propagating wavenumbers drop significantly and the corresponding waves start to propagate.

![Graphs](image)

Figure 11: (a) Point deformations at the excitation point; (b) decay rates of the propagating wavenumbers. The excitation moves at 300 km/h. Vertical lines indicate the ‘blocked region’. In (a), the point deformations obtained with and without source motion are almost identical.

4.2. Rail noise radiation due to a moving excitation

According to Ref. [2, 33], the acoustic field generated by the rail can be obtained by representing the rail as a line of coherent elementary sources such as monopoles. The source strength of each monopole on the rail is defined by the corresponding point vibration velocity. Therefore, the sound pressure $p$ observed at $r_m = [x_m, y_m, z_m]$ can be obtained by integrating the noise radiated from each element of the line source coherently and is given by

$$p(r_m, t) = \int_{-\infty}^{\infty} i\rho_0 c_0 k \frac{v(x, \tau)}{4\pi r_m(x)} dx$$  \hspace{1cm} (17)$$

where $\rho_0$ is the density of air, $c_0$ is the speed of sound, $k$ denotes the wavenumber in air, $r_m$ is the distance from the location $x$ on the rail to $r_m$ and $\tau$ is the emission time, which is related to the receiving time by $\tau = t - r(x)/c_0$. Here, an equivalent discrete form of Eq. (17) is used. The rail is decomposed into $N$ monopoles with equal spacing. The distance between two adjacent sources
is set to be frequency dependent and smaller than a quarter of the acoustic wavelength at the frequency of interest as well as smaller than a quarter of the structural wavelength [2]. The discrete form of Eq. (17) at time $t_j$ is given by

$$p(r_m, t_j) = i \rho_0 c_0 k \Delta d \left[ \sum_{n=1}^{N} \frac{v(x_n, \tau_{jn})}{4\pi r_m(x_n)} \right]$$

(18)

where $\Delta d$ is the spacing between two adjacent monopoles, $x_n$ denotes the location of the $n$-th monopole on the rail, and $\tau_{jn}$ is the emission time corresponding to $t_j$ at the $n$-th monopole. Since the distances from the $m$-th microphone to each monopole differ, the emission time $\tau_{jn}$ at each monopole is also different. This indicates that, at each receiving time $t_j$, the location of the excitation is different for each element of the track. Thus the point velocity $v$ must be calculated separately for each element at each receiving time $t_j$.

Fig. 12 shows the instantaneous pressure maps and the SPL distribution maps for a moving excitation on the rail at 500 Hz and 1 kHz when the excitation point is at $[0, 7.5, 0]$ m in a fixed frame. The excitation force moves from left to right.

For excitation at 500 Hz (Fig. 12(a)), the sound field is similar to that generated by a compact source with a strong directivity, contributing mainly to the area in front of the excitation point. The strong directivity can be clearly observed in the SPL distribution shown in Fig. 12(c). At this frequency, the rail is in the 'blocked region' (see Fig. 11), where both the structural waves decay rapidly with distance. The pass-by spectrum at the reference microphone is also given in Fig. 12(e). This is calculated for a time window corresponding to 26 m.

For excitation at 500 Hz, the sound is captured mostly during the short passage of the force in front of the reference microphone. Due to the Doppler effect, the motion of the source results in a broad peak centred at 500 Hz.

For excitation at 1 kHz (Fig. 12(b)), the sound field is produced by both the structural evanescent and propagating waves since the rail is in the propagating region. The sound field can be separated into three regions, which are identified approximately in the figure by the white lines. In regions 1 and 3, plane waves can be seen. They are generated predominantly by the propagating structural
Figure 12: Rail radiation using a moving excitation at 300 km/h: (a) pressure field at 500 Hz, unit: Pa; (b) pressure field at 1 kHz, unit: Pa; (c) SPL distribution at 500 Hz; (d) SPL distribution at 1 kHz; (e) pass-by spectrum at 500 Hz; (f) pass-by spectrum at 1 kHz.
waves in the rail. These plane waves are the projections of cylindrical waves on the \( x - y \) plane. Similarly to the static-excitation case given in [2], the angle of the plane wave propagation relative to the normal \( \theta_{\text{prop}} \) can be determined from the propagating structural wavenumbers and the acoustic wavenumbers. Due to the influence of the motion of the excitation on the wavenumbers, this is given by

\[
\theta_{\text{prop}} = \sin^{-1} \left[ \frac{\text{Re} \left( k_{r,p}(\omega) \right)}{k(\hat{\omega})} \right] \quad (19)
\]

where \( \hat{\omega} \) is the frequency of the plane waves which can be determined by solving the argument of

\[
\hat{\omega} = \text{arg} \left\{ \hat{\omega} \big| \text{Re} \left[ k_{r,p}(\omega) \right] = \text{Re} \left[ k_{r,p,\text{static}}(\hat{\omega}) \right] \right\} \quad (20)
\]

where \( k_{r,p,\text{static}} \) denotes the propagating wavenumber for a static excitation. Eqs. (19) and (20) indicate that the moving excitation will not only influence the angles of the plane waves, but also affect the frequencies of these waves. For example in Fig. 12(b), the propagating angle is 13.94° for the positive direction, which corresponds to a frequency of 1064 Hz. This is obtained by finding the frequency of the load that would give, in a non-moving-load case, the same structural wavelength obtained in the moving-load case. This can be explained through the following steps:

1. Calculate the wavenumber at the frequency of interest \( k_{r,p} \) from the moving-load model.
2. Calculate the spectrum of the wavenumber from the static-load model around the frequency of interest.
3. Find the \( k_{r,p,\text{static}} \), which has the same real part as \( k_{r,p} \), i.e. \( \text{Re}[k_{r,p,\text{static}}] = \text{Re}[k_{r,p}] \) on the spectrum.
4. The corresponding frequency of this wavenumber \( k_{r,p,\text{static}} \) is the acoustic frequency radiated by the rail with a moving load.

Similarly, the angle becomes 14.14° for the negative direction and the corresponding frequency is 944 Hz. For a monopole pass-by under the same situation, the received frequency will vary in a range from 788 Hz to 1212 Hz according
to Eqs. (1) and (2), see Fig. 5. This is the result of the different wave speeds travelling in the rail and in air. At 1 kHz, the wave speed of the rail is 1329 m/s for the positive direction and is 1473 m/s for the negative direction, which are both much greater than for sound in air, i.e. 340 m/s. In region 2, the sound field behaves similarly to that at 500 Hz. It is the result of the coherent combination of the sound field generated by both structural waves.

Fig. 12(f) shows the normalised pass-by spectrum of the rail radiation for excitation at 1 kHz; two peaks with similar levels can be seen. These two peaks correspond to the two frequencies, 944 Hz and 1064 Hz, of the plane waves in regions 1 and 3. Clearly, the predominant contributors to the rail radiation for a load at 1 kHz are the plane waves.

4.3. Beamforming responses

Having obtained the rail noise radiation numerically, the responses observed by the array can be calculated. The same simulation settings as used in Sections 2 and 3 are adopted here, except the noise source which is the rail.

Figs. 13(a,b) show the 1/3 octave band maps of the rail radiation for moving excitation at 500 Hz and 1 kHz obtained by using a tracking angle $\theta = 10^\circ$. The peaks of both maps (marked with crosses) are found at [0, 7.5, 0] m. For 500 Hz, Fig. 13(a) shows an acoustic map typical of a compact source. As shown in Fig. 12(a) and 12(c), the rail only contains waves that decay rapidly since it is in the 'blocked region' at this frequency. The bright spot on the map is expected to be the sound generated by these rapidly decaying structural waves. At 1 kHz, Fig. 13(b) again shows a response similar to a compact source in the map centre, which is caused by the noise in region 2. Additionally, the brighter lobe at the centre is now connected to two elongated source regions, one on each side. These two extended sources represent what the array can capture of the cylindrical waves in regions 1 and 3. Their amplitudes are around 15 to 20 dB lower than the peak. The much lower levels of these extended sources also imply that the beamforming technique for moving monopoles using a short tracking length is not sensitive to the cylindrical waves, which are the major
source of the rail noise at this frequency. As studied in [2], the array will include a greater contribution from the plane waves if the tracking angle $\theta$ is enlarged. To demonstrate this, the acoustic maps obtained by using tracking angles of 20° and 30° are shown in Fig. 13(c) to (f). For excitation at 500 Hz, the maps are almost identical for different tracking angles, whereas the extended sources found at 1 kHz become more evident with increasing $\theta$. Specifically, at $\theta = 30^\circ$ the plane wave contributions can be seen up to 10 m away from the map centre.

Figure 13: The 1/3 octave band beamforming maps of rail radiation with moving excitation at 300 km/h using different tracking angle $\theta$: (a) $\theta = 10^\circ$ at 500 Hz; (b) $\theta = 10^\circ$ at 1 kHz; (c) $\theta = 20^\circ$ at 500 Hz; (d) $\theta = 20^\circ$ at 1 kHz; (e) $\theta = 30^\circ$ at 500 Hz; (f) $\theta = 30^\circ$ at 1 kHz. The dynamic ranges of the maps are 20 dB.
4.4. Contribution of the rail structural waves

In order to verify the statements made above concerning the relationship between the structural waves and their contribution to the beamforming maps, an additional numerical analysis is presented in this section. It was shown in Fig. 12 that the rail radiation depends on the structural waves and therefore changes with frequency. The main goal of this analysis is to assess the relative contribution of the sound radiated by the different structural waves on the quantification results. A tracking angle of $\theta = 10^\circ$ is used throughout this analysis.

4.4.1. Propagating structural waves

Firstly, simulations are conducted with a spatial window applied to the source distribution. The shape of the spatial window is shown in Fig. 14 as the solid line. This funnel-shape window with a width of 2 m is applied to the source strengths obtained from the dynamic model of the rail and moves with the excitation. It reduces the vibration amplitude of the rail in the vicinity of the excitation and ensures that only the propagating waves generate noise. By applying this window, it is expected that the rail noise radiation in region 2 will be reduced while the cylindrical field of regions 1 and 3 is not expected to be significantly influenced.

Figure 14: Spatial windows applied for the rail source distribution: ‘---’, window adopted to suppress the rail contribution in the vicinity of the moving excitation. ‘--’, window adopted to suppress the rail contribution from the propagating waves.
The maps of the SPL distributions are given in Fig. 15. At 500 Hz, the sound field has three directional lobes, which are labelled from a to c. These three lobes have similar SPL distributions and are 15 dB lower than the original SPL distribution map in Fig. 12(c). In particular, lobes a and c are generated due to the incomplete shading of the windowed rail model, while lobe b is generated due to the coherent superposition of lobes a and c. At 1 kHz, an acoustic ‘vacuum’ can be found in the area in front of the excitation, as seen in Fig. 15(b). In the region where the plane waves dominate, the pressures found are similar to those in Fig. 12(d).

Figure 15: Windowed SPL distribution maps generated by a moving excitation at [0, 7.5, 0] m: (a) at 500 Hz; (b) at 1 kHz.

A comparison between the spectra of the reference microphone signal obtained using the model with and without the spatial window is given in Fig. 16. The excitation contains harmonic signals at the central frequencies of the 1/3 octave bands from 500 Hz to 4 kHz. The vertical line denotes the upper frequency limit of the 'blocked region' of this track (see Fig. 11). In the 500 Hz band, the SPL difference introduced by the windowing is more than 10 dB. Above 500 Hz, the gap between these two spectra reduces since the structural waves in the rail start to propagate. Above 1 kHz, the SPL difference is around 1 dB. This, again, confirms the effectiveness of the window in suppressing the
noise generated from the vicinity of the excitation. Moreover, this also shows that the predominant contributor to the rail noise is the propagating structural waves when the frequency of interest is above the 'blocked region', whereas it is the region close to the excitation point in the 'blocked region'.

![Spectra of the rail radiation with moving excitation](image)

Figure 16: Spectra of the rail radiation with moving excitation: ‘−’ , windowed rail model; ‘−−’, the original rail model. The vertical dashed line denotes the upper frequency limit of the 'blocked region'.

The windowed beamforming results are shown in Fig. 17. An identical dynamic range as that used for the original map is adopted for each map to highlight the difference. In Fig. 17(a) at 500 Hz, a compact source with a peak of 44 dB is found at the centre of the map, which is more than 11 dB lower than the non-windowed result. In Fig. 17(b) at 1 kHz, the bright spot at the map centre disappears. The extended sources, on the other hand, remain similar to those found in Fig. 13(b).

Figs. 15 to 17 verify the relationship between the structural waves and their beamforming responses stated previously. For the rail, the conventional beamforming technique used for railway noise identification mainly captures the contributions coming from the noise radiated in the vicinity of the excitation at all frequencies. When the frequency of interest is above the 'blocked region', although the cylindrical waves are the predominant sources in a single microphone spectrum, they are largely suppressed in the beamforming maps for $\theta = 10^\circ$.  

30
Figure 17: Beamforming maps of windowed rail radiation with moving excitation: (a) at 500 Hz; (b) at 1 kHz.

This demonstrates that the contribution of the propagating waves (away from the forcing point) is negligible in the beamforming maps. A quantification algorithm cannot therefore be applied to this component of the rail radiation.

4.4.2. Structural waves in the vicinity of the forcing point

The quantification algorithm introduced in Section 2.2 is here applied to the acoustic maps shown in Fig. 13 to quantify the contribution of the structural waves in the vicinity of the forcing point. The estimated spectrum of the rail radiation based on its beamforming responses is given by a dashed line in Fig. 18. The spectrum of the reference microphone corresponding to a pass-by over 26 m is given as a dash-dot line. Above 1 kHz, the beamforming estimation is slightly lower than the single microphone result, but at 500 Hz it is 5 dB greater than it.

The acoustic maps of the rail mainly identify the noise radiated from the vicinity of the excitation, which is highly directional, while they are not influenced by the noise radiated from the propagating structural waves. Therefore, the quantification results from the maps overestimate the noise contributions due to this highly directional noise source, in the region where the cylindrical waves generated by propagating waves are not evident. This is similar to the results shown previously for the simple dipole and quadrupole sources (Fig. 8). Above 1 kHz, the overestimation of the noise in the vicinity of the excitation remains. As a consequence, this reduces the difference between the beamform-
ing estimation and the single microphone spectrum that is dominated by the
cylindrical waves at higher frequencies. Although the contribution from the
cylindrical waves can be suppressed by using a limited tracking angle, a quan-
tification method that relies on the assumption of uncorrelated monopoles can
overestimate the noise radiated by the highly directional component of rail noise
radiated by structural waves in the vicinity of the moving load point.

This phenomenon is important when microphone arrays are used to perform
field measurements. In a practical situation, the rail is not radiating on its
own and its contribution is combined with the wheel radiation. In beamforming
results, the contribution from the rail, as shown here, is localised close to the
excitation point and could easily be attributed to the wheel, leading to an
overestimation of the wheel contribution (see Ref. [10]).

![Figure 18: Rail quantification: ‘−−’, the original beamforming estimation. The vertical line shows the upper frequency limit of the 'blocked region'.](image)

As a numerical exercise, the correct beamforming quantification can be found
by calculating an additional compensation (see Eq. (8)) based on the directivity
of the compact source, since the noise radiated from the vicinity of the excitation
of the rail behaves as a highly directional one. \( \tilde{p}_{\text{direct}} \) in this case represents the
normalised sound pressure signal produced in the vicinity of the excitation. In
this case, this cannot be written in an analytical form. Hence, it should be
obtained through numerical simulation.

To isolate the sound field produced in the vicinity of the excitation, another spatial window, which is the inverse of the one used in Fig. 15, is adopted and is shown in Fig. 14 as a dash-dot line. Moreover, the width of this window, intended to remove the cylindrical waves, is chosen to be frequency dependent. At higher frequency, a smaller window width is used. For instance, the window width is 1.75 m at 630 Hz and it becomes 0.53 m when the frequency of interest is 4 kHz. The width of the window is defined by fitting the windowed sound field to the non-windowed one in the area that is mainly associated with the vicinity of the excitation. The SPLs in this area are expected to be similar for the windowed and the non-windowed results. The SPL distributions of the windowed rail are given in Fig. 19. To show the effectiveness of the window, the SPL distributions of the rail without windowing are also shown. Good agreement in terms of SPL can be found in the figure for the areas corresponding to the middle of region 2, whereas in regions 1 and 3 the noise produced by the propagating waves are greatly suppressed by applying the window.

![Figure 19](image_url)

Figure 19: SPL distribution maps of the rail generated by a moving excitation: (a), at 1 kHz; (b), at 2 kHz. ‘−’ with the spatial window; ‘−−’ without the spatial window. The maps are divided by dash-dot lines to highlight approximately the regions with different characteristics.

By applying the additional compensation based on the directivity of the
rail, the beamforming estimation is expected to be recovered accurately. This is given in Fig. 18 as a solid line. Unlike the original estimation, a good match can be found between the microphone signal and the beamforming result with the directivity compensation when the excitation is below 630 Hz. Moreover, the overestimation of the original result across the spectrum disappears. The difference between the single microphone result and the revised beamforming result increases with increasing frequency above 630 Hz. The difference is around 8 dB at 4 kHz. The cylindrical sound field is the dominant component of the rail radiation when the frequency of interest is above the 'blocked region', but it is suppressed by the proposed quantification algorithm.

An additional example is given in Fig. 20. In this case, the rail pad stiffness is increased to $2 \times 10^9$ N/m$^2$, which causes the upper limit of the 'blocked region' to increase to around 1050 Hz. Good matching appears when the frequency is below 1000 Hz, while a level difference appears when the waves start to propagate.

In principle, the beamforming technique can be used to identify the noise radiated from the vicinity of the excitation by knowing the sound directivity from this area. However, this can only be applied in a theoretical case when only the rail noise is present. In field tests, the rail contribution is very close to the wheel and these two sources radiate with different directivities. A unique compensation factor cannot be found and beamforming results from field tests include a possible overestimation of the wheel contribution due to the high directivity of the component of rail noise captured by the array.

5. Conclusions

A quantification algorithm for railway noise sources has been introduced based on source power integration. It makes use of the beamforming maps in one-third octave bands, evaluated by taking the source motion into account, and can calculate the noise spectra corresponding to the various sources identified on the beamforming maps.
Numerical simulations have first been used to analyse sources characterised by simple directivities. These are a monopole, a dipole and a longitudinal quadrupole oriented laterally in a direction perpendicular to the direction of motion. Such sources can represent wheel noise and aerodynamic noise. It has been shown that the beamforming-based quantification algorithm can recover the correct spectrum at a reference microphone only if a compensation factor, based on the source directivity, is included in the procedure. For a dipole source, and for a typical railway measurement set-up, the compensation is calculated to be 2.0 dB, whereas it is 3.5 dB for a quadrupole source.

In addition, an extensive study of the sound field generated by the rail excited by a harmonic moving load has been presented. This is shown to be a combination of the sound radiated by the evanescent and propagating structural waves. It is demonstrated that the classic beamforming approach adopted in the paper does not capture the contribution from the propagating structural waves. Instead, the procedure is strongly influenced by the sound field generated by the rail vibration in the vicinity of the forcing point. This is shown to be a highly directional compact source that can only be quantified correctly if its directivity...
is known. This is not accounted for in previous literature. Additionally, in field tests, the sound field is complicated further by the presence of the wheel that radiates according to a different directivity pattern. As a result, rail and wheel noise cannot be easily separated and part of the rail contribution may be overestimated and incorrectly attributed to the wheel.

Appendix A. Derivation of conversion from beamforming source strength estimation to SPL

The acoustic field generated by a single monopole source is given by

\[ p(r, t) = \frac{Ae^{i\omega(t - \frac{r}{c_0})}}{r} \]  

(A.1)

where \( r \) is the distance from the source to a receiver, \( t \) is the receiving time, \( \omega \) denotes the frequency of the source, \( c_0 \) is the speed of sound, and \( A \) denotes the amplitude of the source. The power of the source \( W \) can be written in terms of the amplitude of the source \( A \), which is

\[ W = \frac{2\pi|A|^2}{\rho_0 c_0} \]  

(A.2)

where \( \rho_0 \) is the air density and \( c_0 \) is the sound speed.

The SPL can consequently be obtained as:

\[ L_p = 10\log_{10}\left(\frac{p_{\text{rms}}^2}{p_{\text{ref}}^2}\right) = 10\log_{10}\left(\frac{W 4\pi r^2}{\rho_0 c_0 p_{\text{ref}}^2}\right) \]  

(A.3)

where \( p_{\text{ref}} \) is the reference pressure of \( 2 \times 10^{-5} \) Pa.

As described in Section E, the beamforming output \( \tilde{Q}_j^2 \) gives the estimation of \((4\pi|A|)^2\). Hence by replacing \( |A|^2 \) with \( \tilde{Q}_j^2/16\pi^2 \), the acoustic map level in terms of SPL yields

\[ L_p = 10\log_{10}\left[\tilde{Q}_j^2(\omega)\right] + 10\log_{10}\left(\frac{1}{8\pi p_{\text{ref}}^2}\right) - 10\log_{10}\left(4\pi r^2\right) \]  

(A.4)

Since the beamforming result \( \tilde{Q}_j^2 \) is a summation of weighted microphone signals, the distances from the source to the array microphones are different. Therefore, a reference distance is applied to normalise the beamforming estimation. In this paper, it is the distance from the grid \( j \) to the centre of the array.
Appendix B. Derivation of sound radiated by a moving quadrupole

The sound pressure at \( m \)–th microphone generated by a moving quadrupole satisfies the wave equation \[5, 34\]
\[
\left[ \frac{1}{c_0^2} \frac{\partial^2}{\partial t^2} - \nabla^2 \right] p_m(t) = -\frac{\partial^2}{\partial y^2} \left[ T \delta(r_s - r_m) \delta(t - \tau) \right]
\] (B.1)
where \( r_s \) and \( r_m \) denote the position vector of the source and of the \( m \)–th array microphone, \( T \) denotes the source strength of the quadrupole, and, here, \( T \) is described as \([0, T_y e^{i \omega \tau}, 0]\), which is harmonic with constant amplitude \( T_y \) in the \( y \) direction, for simplicity.

\( p_m(t) \) in Eq. [B.1] has the solution
\[
p_m(t) = -\frac{\partial^2}{\partial y^2} \left( \frac{T}{4\pi r_m(\tau) D[r_m(\tau)]} \right)
\] (B.2)
The first derivative of Eq. [B.2] yields (see Ref. [30] for example)
\[
p_m(t) = \frac{\partial}{\partial y} \left( \frac{ik T_y e^{i \omega \tau} \cos(\phi(\tau))}{4\pi r_m(\tau) D^2[r_m(\tau)]} + \frac{(1 - M^2)T_y e^{i \omega \tau} \cos^2(\phi(\tau))}{4\pi r_m^2(\tau) D^3[r_m(\tau)]} \right)
\] (B.3)
where the angle \( \phi(\tau) \) is determined by the relative position between the moving source and the receiver. The summation of terms \( T_1 \) and \( T_2 \) in Eq. [B.3] is in fact the sound radiation produced by a moving dipole [23, 30]. For the cases studied in this paper where the receiver is placed far from the moving source, \( T_1 \) is considered to be the major contributor to the dipole sound radiation. Therefore, the sound radiation of a moving dipole can be simplified as
\[
p_m(t) = \frac{Q(\tau) \cos(\phi(\tau))}{4\pi r_m(\tau) D^2[r_m(\tau)]}
\] (B.4)
where \( Q(\tau) = ik T_y e^{i \omega \tau} \) denotes the generic source strength of the dipole.

By taking the second derivative, the sound radiation generated by a moving quadrupole can be obtained. Specifically,
\[
\frac{\partial}{\partial y} T_1 = \frac{ik T_y e^{i \omega \tau}}{4\pi r_m^2 D^2[r_m]} + \frac{(ik)^2 T_y e^{i \omega \tau} \cos^2(\phi)}{4\pi r_m D^3[r_m]} - \frac{2ik(1 - M^2)T_y e^{i \omega \tau} \cos^2(\phi)}{4\pi r_m^2 D^4[r_m]}
\]
\[
\frac{\partial}{\partial y} T_2 = (1 - M^2) \left( \frac{T_y e^{i \omega \tau} \cos^2(\phi)}{4\pi r_m^3 D^3[r_m]} - \frac{ik T_y e^{i \omega \tau} \cos^2(\phi)}{4\pi r_m^2 D^4[r_m]} - \frac{3T_y e^{i \omega \tau} \cos^2(\phi)}{4\pi r_m^3 D^4[r_m]} \right)
\] (B.5)
With some algebra, the sound radiation of a moving quadrupole can be written as:

\[
p_m(t) = \frac{-k^2 T_y e^{i\omega t}}{4\pi r_m D^3[r_m]} \left\{ \cos^2 \phi \left[ 1 - \frac{3 (1 - M^2)}{ikr_m D[r_m]} - \frac{3 (1 - M^2)^2}{(ikr_m)^2 D^2[r_m]} \right] \right. \\
\left. + \frac{D[r_m]}{ikr_m} + \frac{1 - M^2}{(ikr_m)^2} \right\} \quad (B.6)
\]

For \( kr_m \gg 1 \) and \( M \ll 1 \), Eq. (B.6) can be approximated as

\[
p_m(t) = \frac{Q(\tau) \cos^2 \phi(\tau)}{4\pi r_m(\tau) D^3[r_m(\tau)]} \quad (B.7)
\]

where \( Q(\tau) = -k^2 T_y e^{i\omega \tau} \) denotes the generic source strength of the quadrupole.

Appendix C. Derivation of Timoshenko beam model of track with moving load

The derivation shown in this section mainly follows the methods described in [31, 32].

The vibration of a Timoshenko beam excited by a moving harmonic load at frequency \( \omega \) can be described by the following differential equations

\[
GAk \frac{\partial}{\partial x} \left( \phi - \frac{\partial u}{\partial x} \right) + su + \rho A \frac{\partial^2 u}{\partial t^2} = Fe^{i\omega t} \delta (x - Vt) \quad (C.1)
\]

\[
GAk \left( \phi - \frac{\partial u}{\partial x} \right) - EI \frac{\partial^2 \phi}{\partial x^2} + \rho I \frac{\partial^2 \phi}{\partial t^2} = 0 \quad (C.2)
\]

where \( u \) is the displacement of the beam, \( \phi \) denotes the rotation of the cross-section relative to the undeformed axis, and \( V \) is the velocity of the excitation point. Other parameters are defined in Table 1. The argument of the Dirac function in Eq. (C.1) describes the motion of the excitation.

The rail displacement \( u \) can be found by transforming Eq. (C.1) and Eq. (C.2) from the space-time domain \((x, t)\) to the wavenumber-frequency domain \((k, \tilde{\omega})\). These two Fourier transform pairs are given by

\[
U(\tilde{\omega}) = \int_{-\infty}^{\infty} u(t) e^{-i\tilde{\omega}t} dt; \ u(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} U(\tilde{\omega}) e^{i\tilde{\omega}t} d\tilde{\omega} \quad (C.3)
\]

\[
U(k) = \int_{-\infty}^{\infty} u(x) e^{ikx} dx; \ u(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} U(k) e^{-ikx} dk \quad (C.4)
\]
Hence, applying Eqs. (C.3) and (C.4) to Eqs. (C.1) and (C.2) gives

\[-GA\kappa ik(\Phi + ikU) + sU - \rho A\bar{\omega}^2U = 2\pi F\delta \left(\bar{\omega} - \omega - kV\right)\]  

\[GA\kappa (\Phi + ikU) + EIk^2\Phi - \rho I\bar{\omega}^2\Phi = 0\]  

(C.5)

(C.6)

Therefore, the rail displacement \(U(k,\omega)\) can be obtained as

\[U(k,\bar{\omega}) = \frac{f_2(k,\bar{\omega})}{f_1(k,\bar{\omega})} 2\pi F\delta \left(\bar{\omega} - \omega - kV\right)\]  

(C.7)

where

\[f_1(k,\bar{\omega}) = (GA\kappa k)^2 - (GA\kappa + EIk^2 - \rho I\bar{\omega}^2)(GA\kappa k^2 + s - \rho A\bar{\omega}^2)\]  

(C.8)

\[f_2(k,\bar{\omega}) = -GA\kappa - EIk^2 + \rho I\bar{\omega}^2\]  

(C.9)

Firstly, transforming \(U(k,\bar{\omega})\) to the wavenumber-time domain by applying the inverse Fourier transform to Eq. (C.7), gives

\[U(k,t) = \frac{f_2(k,\bar{\omega} = \omega + kV)}{f_1(k,\bar{\omega} = \omega + kV)} Fe^{i(\omega t + kVt)}\]  

(C.10)

Secondly, to obtain the signal in the space-time domain, another inverse Fourier transform is required. Therefore, the rail displacement \(u(x,t)\) is given by

\[u(x,t) = \frac{Fe^{i\omega t}}{2\pi} \int_{-\infty}^{\infty} \frac{f_2(k,\bar{\omega} = \omega + kV)}{f_1(k,\bar{\omega} = \omega + kV)} e^{-ik(x-Vt)} dk\]  

(C.11)

Eq. (C.11) can be evaluated using contour integration. The expression for the rail displacement \(u(x,t)\) is given by

\[u^+(x,t) = -iFe^{i\omega t} \sum_{k^+_r = k^+_{r,p}, k^+_{r,n}} \left[ \frac{p_n(k^+_r)}{p_d(k^+_r)} e^{-ik^+_r(x-Vt)} \right]\]  

(C.12)

\[x \geq Vt, \ \text{Im}(k^+_r) < 0\]

\[u^-(x,t) = iFe^{i\omega t} \sum_{k^-_r = k^-_{r,p}, k^-_{r,n}} \left[ \frac{p_n(k^-_r)}{p_d(k^-_r)} e^{-ik^-_r(x-Vt)} \right]\]  

(C.13)

\[x \leq Vt, \ \text{Im}(k^-_r) > 0\]

where \(p_n(k)\) and \(p_d(k)\) are given by

\[p_n(k) = C_n2k^2 + C_{n1}k + C_{n0}\]  

(C.14)

\[p_d(k) = 4C_{d1}k^3 + 3C_{d3}k^2 + 2C_{d2}k + C_{d1}\]  

(C.15)
The wavenumbers \( k_r \) in the above equation are the poles of the integrand and are obtained by solving

\[
C_d4 k^4 + C_d3 k^3 + C_d2 k^2 + C_d1 k + C_d0 = 0 \quad (C.16)
\]

The definitions of the coefficients that appear in Eqs. (C.14), (C.15) and (C.16) are given in Table C.2.

It is worth mention that the derivations presented here give the rail response in a fixed space frame rather than one that moves with the excitation. According to [31], the angular frequency \( \hat{\omega} \) observed by one given point on the rail is given by

\[
\hat{\omega} = \omega \left( 1 + V k_r / \omega \right) = \omega \left( 1 + V / c_{rail} \right) \quad (C.17)
\]

where \( c_{rail} \) denotes the propagation velocity of the structural wave. Eq. (C.17) also explains the Doppler effect caused by the moving excitation.

The point velocity \( v \) can be obtained by taking the derivative of the deformation \( u \) in Eqs. (C.12) and (C.13) in terms of time \( t \), which is given by
\[ v^+(x, t) = \frac{\partial u^+}{\partial t} = F \sum_{k_r^+} \left[ \frac{p_n(k_r^+)}{p_d(k_r^+)} (\omega + k_r^+ V) e^{i(\omega + k_r^+ V)t - ik_r^+ x} \right] \]
\[ v^-(x, t) = \frac{\partial u^-}{\partial t} = -F \sum_{k_r^-} \left[ \frac{p_n(k_r^-)}{p_d(k_r^-)} (\omega + k_r^- V) e^{i(\omega + k_r^- V)t - ik_r^- x} \right] \]
\[ x \geq Vt, \quad \text{Im}(k_r^+) < 0 \]
\[ x \leq Vt, \quad \text{Im}(k_r^-) > 0 \]

where the time-dependent terms in the exponential terms in these equations indicate the Doppler effect caused by the source motion, which is important for the study of the rail noise radiation. The magnitude term, on the other hand, generated by the differentiation, can be neglected for the simulations presented in this paper. This is because the speed of the excitation (around 83 m/s) is much smaller compared to the speed of the structural waves (between 1200 m/s to 1900 m/s), and, therefore, \( \dot{\omega} \approx \omega \).


