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Microfluidics is a constantly growing field of research, finding applications in a diverse
range of subjects such as materials science, chemistry and across the life sciences. This
expansion is due to many advantageous attributes: small sample volumes which con-
tribute to waste reduction and reduced cost of experimentation; highly controllable
local environments that enable very precise investigation of changes in systems to stim-
uli; rapid prototyping techniques that mean make, test, tweak cycles can be run more
than once in a typical day; ease of parallelisation makes gathering statistically significant
data much easier without the need to repeat experiments for days at a time; and ease

of automation increases precision and repeatability.

Nuclear magnetic resonance (NMR) spectroscopy is a widely applied technique in
chemistry and the life sciences. Its non-invasive and non-destructive nature makes NMR
ideal to study living, or mass limited samples. NMR, however, requires an extremely
homogenous magnetic field to enable molecular structure determination and can be

limited by the inherent low sensitivities possible in a typical experiment.

This thesis describes methods for integrating these two fields. Some NMR exper-
iments being ‘miniaturised’ to be performed ‘on-chip’ as well as microfluidic concepts
that have been engineered to be compatible with NMR techniques. These techniques do
not seek to replace established methods of microfluidic analysis such as mass spectrom-
etry or fluorescence spectroscopy but could be used to compliment these techniques as

an additional method of extracting data from a system.
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Chapter 1

Introduction

Microfluidics is a broad term that covers a wide variety of research, it is characterised
by the analysis of small volumes of liquids usually nL. to pL, in doing so, it offers
numerous benefits such as: a reduction in the materials used in experiments leading
to lower costs and less waste; a high level of control over the microenvironment; and
ease of parallelisation and automation. Microfluidics chiefly uses Lab-on-a-chip (LoC)
devices, or micro total analysis systems (nTAS), to perform experiments. These devices,
or systems, are intended for the of scaling down of laboratory functions to a chip-format,
the sizes of which range from a few mm? to a few cm?. Currently, NMR spectroscopy
is not widely utilised in microfluidic devices, or experiments, and could be used to
provide extra information on the system of interest. Its non-invasive, non-destructive
nature means that it can also be used in conjunction with existing methods of analysis in
microfluidics such as fluorescence spectroscopy. As NMR leaves the sample unperturbed,

this makes it an ideal candidate for in situ monitoring of living systems.

The goal of the work presented here is to incorporate functional microfluidic ex-
periments with high resolution NMR, spectroscopy, in such a way that the validity of
either technique, microfluidic or magnetic resonance, remains intact. In this approach,
microfluidic capability is preserved by utilising a design that, whilst constrained by size
and shape, has freedom to house a wide variety of chip designs which enable a host of
applications, a few of these are shown in Fig. 1.1. This means that functional microflu-
idics can be performed, and coupled, with high resolution NMR spectroscopy. In doing
so, not only could NMR become a more widely used tool in the microfluidic toolbox, it

would also make a valuable attachment to existing tools.

High resolution NMR spectroscopy itself requires an extremely homogenous mag-
netic field, this means that any device capable of combining microfluidics and NMR
should seek to preserve the homogeneity. This combination however, is not without sig-
nificant challenges. Firstly, a probe capable of tNMR must be designed with comparable

performance to existing probes, to maintain validity, and work with existing magnets

1
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FI1GURE 1.1: Microfluidic devices developed for this work, as well as for other applica-

tions in microfluidic NMR. From the left: A device for perfusion culture of a tissue slice

on chip; capable of peristaltic pumping; hydrogenation on a chip; droplet generation;
simple sample chamber filler; 2D /3D cell culture device. Figure taken from [1].

and spectrometers. Secondly, the chip, and any functionality it possesses, must fit in the
bore of the magnet which is typically around 38 mm in diameter. This chip should also
couple to the probe in a removable way to enable parallelisation of experiments, preserv-
ing one of the key attributes of microfluidics. Thirdly, the materials used in construction
should be non-magnetic wherever possible and the use of magnetic parts should be kept
to a minimum. When designing experiments, the magnetic susceptibilities of solutions
and chip material should also be considered, as these need to be as closely matched as
possible in order to preserve spectral resolution (a solution for when this is not the case

is discussed in chapter 4).

By combining these two fields, and harnessing the "best of both worlds’ approach,
new insight and analysis is available. Having quantitative, system-level information, in
a a single or just a few scans could benefit a wide variety of experiments. Enabling
microfluidic NMR also provides the oppurtunity to scan mass-limited samples, such as

those commonly found in ligand binding reactions [2] or macrocyclic chemistry [3].
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Background

2.1 Microfluidics

2.1.1 History to present day

The first analytical miniaturised device fabricated on silicon was presented in 1979 by
Terry et al [4]. This device, was a gas chromatograph capable of separating a simple
mixture of gases in seconds, and included an injection valve and a 1.5 m long separation
column. A thermal conductivity detector was fabricated separately, and clamped to the
silicon wafer containing the column. This subsequently allowed for a reduction in size
of the chromatograph of nearly 3 orders of magnitude compared to the conventional
lab equipment at the time, and is regarded as the first demonstration of the power
of miniaturisation from which, the field of lab-on-a-chip and microfluidics would be
born [5]. Into the 1980s, research related to miniaturisation focused on the fabrication
of components, like micropumps [6, 7], and microvalves [8] rather than silicon based

analysers.

In 1990, work describing a miniaturised liquid chromatograph on a silicon wafer
was published [9]. This work described a 5 x 5 mm chip containing a column and de-
tector that was connected to an off-chip HPLC pump and valves, enabling it to perform
high pressure liquid chromatography. Concurrently, the concept of a 'miniaturised total
analysis system’ (WTAS) was introduced by Manz et al [10], where the incorporation
of sample pretreatment, separation, and detection onto a single device was proposed to
enhance the analytical performance of the device, rather than simply reduce its size.
However, it was also recognised that miniaturisation of the device presented the advan-
tage of not only a smaller consumption of materials, but would also enable the integration
of multiple separation techniques capable of monitoring many components in a single

device.
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Such a device was envisioned as capable of sample handling, analysis, detection,
and incorporating control of mass transport. Conventional pumps at the time struggled
with the high pressures needed for transport in small channels, and early theoretical
considerations showed that electroosmotic pumping was an attractive and feasible way

to move aqueous liquid through a nTAS, especially when separation was needed.

Electroosmosis is defined as the motion of liquid induced by an applied potential.
An electroosmotic pump has no moving parts and produces an even flow along the entire
length of the channel, ideal for early applications of pTAS that imagined separating and
analysing aqueous solutions. Early efforts were first put into optimising injection and
separation of liquids by switching voltages between the reservoirs containing reagent,

carrier and waste [11].

Electrophoresis in a nTAS was reported in 1992 using silicon and glass [12]. This
demonstrated success in using electroosmotic pumping for flow control in interconnected
channels, without the use of valves, as well as the concept of integrating injection,
separation, and detection into a single device. As electrophoresis was most commonly
used to separate biological samples, usually charged molecules in aqueous solution, it
could be used to detect amino acids separated on-chip, using laser induced fluorescence
[13]. In addition to separation of biological samples, applications of reactions concerning

biomolecules and the handling of cells also started to emerge.

Microfabricated device capability started to become more complicated and mi-
crofluidics found uses in DNA amplification by polymerase chain reaction (PCR) [14]
and cellular metabolism [15]. As analysis of biological samples in water became available,
fabrication of the devices from glass and silicon became unnecessary and inappropriate.
Silicon was at the time expensive, but more importantly, opaque to visible and UV-light,
and so couldn’t be used with conventional methods of optical detection frequently used
in biology. The increasing complexity of the devices also meant it became important
for pumps and valves to be integrated into the device and these are more easily made
from elastomers than silicon or other rigid materials. The trend towards studying mam-
malian cells lead to different requirements such as gas permeability, which neither glass
or silicon can provide. It was for these reasons that the replacement of silicon and glass

with polymers was required [16].

Poly(dimethylsiloxane) (PDMS) was the polymer of choice, the properties of which
differ greatly from silicon or glass [17, 18]. The switch to PDMS was made even more
attractive by the development of soft-lithography as a method for building prototype
devices [19], and the development of a method to fabricate pneumatically actuated
valves, pumps, and mixers [19]. These advances are only possible due to the elastomeric
nature of PDMS and would not be possible with a pure silicon or glass devices. The
improved methods of fabrication lead to the creation of the components required for more

sophisticated experiments in the form of: valves that enabled immunoassaysb(Fig. 2.1)
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F1GURE 2.1: Components of a microfluidic device got increasingly complicated. This

device from Ref.[20] performs immunoassays - widely used in medical and biological

research. The screws (dashed circles) are manually operated valves. Water with green
dye shows the channels.

[20]; an integrated microfluidic system for efficient mixing [21]; and pumps [22]. With
these components, microfluidics was in a position to tackle more complex problems, one

example of this is shown in Fig. 2.1.

As these fabrication methods become more widely used, the field of microfluidics
moved from adding components to its analytical arsenal, to starting to find applica-
tions for devices. Microfluidic devices then found applications in protein cyrstallisation
[23], separations coupled with mass spectroscopy [24], single cell manipulation [25], and

synthesis of 1F-labelled organic compounds for use in PET scans [26].

A subsection of microfluidics began to emerge around this time too, as low Reyno-
lds numbers make multiphase flow manipulation relatively easy, the generation and
manipulation of droplets [27—29] then began to be explored. These experiments involved
dispersing a liquid phase in a continuous liquid stream to form a monodisperse emulsion
of (often) aqueous droplets in oil. These droplets were used to produce polymer particles
[30], in making irregular particles [31], hollow microcapsules [32], and protein detection
in cells [33]. An example of one of the ways droplets were first produced in microfluidic

devices is shown in Fig. 2.2.

In parallel, another branch of microfluidics was being developed, its goal was
to culture cells in a repeatable way. In their normal environment, cells are subject to
multiple cues including cytokines and other signalling molecules from neighbouring cells,
biochemical interactions with the extracellular matrix, mechanical stress, and direct cell
to cell contacts. Microfluidics was seen as an ideal method of providing cells with these
cues, in a controlled and reproducible fashion that couldn’t be easily replicated with
conventional cell culture. By using microfluidic devices one can combine cell culture
with analytical techniques in order to probe the biochemical processes that govern cell

behaviour.



Chapter 2 Background 6
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FIGURE 2.2: Formation of droplets in a T-Junction of a microfluidic device the contin-
uous hydrocarbon phase disperses a water phase. Figure from [34]

Microfluidic devices have been used to enable cell-based assays, from culturing
cells to biochemical analysis. In Fig. 2.3 images of different devices are shown that
convey how complex the devices being produced were becoming. Despite integration of
functionalities proving difficult, these demonstrate the power of miniaturisation and the
ingenuity being developed in the field. Microfluidics can offer unique control over cell-
cell and soluble cues, typical of in vivo cell environments, by combining microfabrication
of 3D extracellular matrix (ECM) structures and fluid networks capable of delivering

nutrients and oxygen [47].

Throughout the 2000s, microfabrication, which combined micropatterning tech-
niques such as photolithography, photo-reactive chemistry, and soft lithography, made
it possible to engineer the microenvironment of the cell on similar length scales to the
cell itself [48]. This surface patterning of micro-metre sized features enabled control of
cell-kEDM interactions, and was used to fabricate 3D scaffolds on which to grow cells

that were made of biodegradable materials [49].

One area of application was the 3D culture of liver cells. In wvitro culture of
liver cells is of particular interest as many drugs fail clinical studies because they either
damage the liver directly, or because the metabolites produced by the liver are toxic [50].
Efforts were made to produce in vitro culture systems that mimic real liver conditions. In
the liver, hepatocytes are found in a complex 3D environment in which nutrients, soluble
factors and oxygen, are transported through blood capillaries and bile canaliculi. This
3D environment often contains polar tissue structure where the two sides of the cell are
exposed to different media, for example, in the liver some hepatocytes are exposed to
the bile on one side and blood on the other, which is hard to reproduce using 2D cell
culture alone. Using silicon as a substrate, Powers et al. fabricated 3D liver reactors
using array of 300 pm wide channels [51]. In their device they perfused rat liver cells
providing fluid shear stresses within physiological range and found that the cells seeded
into the channels rearranged extensively to form ’tissue like’ structures, and remained

viable for up to 2 weeks.
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FIGURE 2.3: A collection of microfluidic devices that enabled cell based assays from cell
culture, to selection and treatment, to analysis. a, Six bioreactors are operated in par-
allel in a single chip to monitor small numbers of cells [35], b, Microfluidic cell-culture
array with integrated concentration gradient generator (left). Image of concentration
gradient when blue and yellow dye is used (right) [36]. ¢ Two laminar streams exposing
two sides of a single cell to different conditions [37]. d, Perfusion over a single trapped
cell. The perfusion media can be switched in 100 ms [25]. e, (left) Cell dielectrophoresis
trap. (right) Fluorescent image of trapped cell indicated by blue arrow [38]. f, Fluores-
cent image of light path at the detection zone in a micro flow cytometer [39]. g Scanning
electron micrograph of a mechanical lysis device with sharp knife-like protrusions [40].
h, Schematic of electrical lysis device with microelectrodes [41]. i, Isoelectric focusing
of cell organelles [42]. j, Two-dimensional separation of four model proteins. Isoelectric
focusing (top) followed by SDS gel electrophoresis [43]. k, Schematic of immunoassay
using microbeads as a solid support [44]. 1, Schematic of a hollow cantilever-based mass
sensor for analyte detection [45]. Taken from Ref.[46]
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Later, Sivaraman et al. developed a different system to culture liver cells in a
3D scaffold using polycarbonate housing for a silicon device. This device contained
microfabricated wells in which the cells were seeded and perfused with media. They also
observed that the cells in the 3D culture had cell-cell contacts that resembled those found
in tissues in vivo [50]. It has been observed that co-culture of hepatocytes with other cell
types, including liver epithelial cells and Kupffer cells, prolongs the survival of cultured

hepatocytes and helps maintain liver-specific properties such as albumin secretion [52].

As 3D cell culture became more widely used, a new sub-genre of microfluidics
was formed, organ-on-a-chip. Early efforts had shown that microfabrication of adhe-
sive substrates provided well-controlled environments for cell growth and expression of
differentiated tissue-specific functions [53, 54]. Advances in soft lithography-based mi-
crofluidic devices made it easier to develop the more complex 3D architecture of living
tissues and organs. For example, a poly(dimethylsiloxane) (PDMS) device was devel-
oped that contained structures which mimic the structure of the endothelial-epithelial

interface that forms the liver sinusoid [55].

Along with liver function, kidney, lung, and body functions were replicated in
microfluidic devices shown in Fig. 2.4. Whilst the liver and kidney offer highly simpli-
fied micro-engineered models, within organs, in vivo nutrients, hormones, metabolites,
cytokines and physical signals are usually transferred across interfaces between adjacent
living cells, and therefore require a much more complex microenvironment for true repli-
cation. Huh et al. created a model of the human alveolar-capillary interface, formed
in a flexible PDMS device containing a central channel and two hollow side chambers
[56]. A 10 pm thick PDMS membrane containing an ordered array of micropores (10
pm diameter) was stretched across the central channel, splitting it in two, see Fig. 2.4.
Human alveolar epithelial cells were then cultured on one side of the membrane and
exposed to air, while human lung capillary endothelial cells were cultured on the op-
posing side and exposed to flowing medium. When the holllow side chambers were
exposed to vacuum, the cells were subjected to strain ranging from 5%-15% to match
strain observed within whole lung in vivo. In doing so, they found their ’lung on a
chip’ accentuated the inflammatory responses of the cells to silica nanoparticles. This
mechanical strain also enhanced uptake of nanoparticles and stimulated the transport
into the vascular channel, and similar effects of physiological breathing were observed
in whole mouse lung. These early organ-on-a-chip experiments paved the way for more
complex ’Body-on-a-chip’ devices. Body-on-a-chip devices contain multiple types of cul-
tured cells connected by a network of microfluidic channels, which permit recirculation
and exchange of metabolites in a physiologically-relevant manner [57]. These devices

have found applications in drug screening and disease modelling [58].

As the complexity of cell culture within microfludic devices increased, so to, did
the detection methods. Coupling a detector to an LOC is critical for any analytical

purpose. A number of detector technologies were demonstrated in microfluidic devices,
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FIGURE 2.4: Organ-Organ and tissue-tissue interfaces in microdevices. Liver chip: A
microfluidic liver device with cell culture and flow chambers separated by a baffle that
separates cultured hepatocytes from fluid flow to simulate the endothelial-hepatocyte
interface of the liver sinusoid. This geometry promotes alignment of hepatocytes in
two lines that facilitates the production of functional bile canaliculi along hepatic-
cord-like structures [55]. Kidney chip: A simple kidney on a chip that mimics the
interface between epithelium and flowing urine was created by bonding a PDMS well
and a PDMS channel to either side of a semi-permeable membrane on which cells
are cultured and subjected to fluid flow [59]. Lung chip: A lung-on-a-chip capable of
replicating mechanical strain caused by breathing, fabricated from PDMS that mimics
the physiological function of the alveolar-capillary interface in the human lung. The
hollow chambers are subjected to cyclic suction to replicate breathing movements whilst
fluid flowing mimics blood flow [56]. Body chip: A microfluidic device containing
multiple linked tissue types representing different organs was constructed by sealing
three cell culture chambers against a cover. Each cell culture chamber contains a 3D
ECM gel containing living cells from a different organ. Media was circulated through
the chambers via microfluidic channels during operation [60]. Figure taken from [61].

including electrochemical [62], mechanical [63], and optical methods [64]. The small
sample volumes typical to a microfluidic experiment are an important challenge to over-
come for any detector, ideally, they should be highly sensitive and scalable to smaller

dimensions.

The mechanism and features of the detection technologies are summarised in [65]

and reproduced in Table 2.1.1.
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Method Mechanism Features
Electrochemical Measures changes in conduc- || (+) Real-time detection, (+)
tance, resistance and/or ca- || Low-cost microelectrode fabri-
pacitance at the active surface || cation, (-) Control of ionic con-
of the electrodes centrations before detection, (-)
Short shelf life
Mechanical Detection is based on vari- | (+) Monolithic sensor integra-
ations of the resonant fre- || tion, (+) Label free detection, (-
quency or surface stress of the || ) damping effects in liquid sam-
mechanical sensor ples, (-) Detection takes time
( 30 mins), (-) Complex fabri-
cation
Optical Detects variations in light in- || (+) Minimal sample prepara-
tensity, refractive index sensi- || tion, (+) Real-time detection,
tivity, or interference pattern || (4) Ubiquitous in laboratories,
(-) Conventional instrumenta-
tion is expensive, (-) Set-up
complexity

TABLE 2.1: Summary of electrochemical, mechanical and optimal detection technolo-
gies employed in microfluidics.

Electrochemical detection involves the interaction of chemical species with elec-
trodes or probes. This interaction results in a variation of signal, such as potential or
current, which enables analysis of target analytes. The electrochemical phenomenon
deals with two major effects: (i) chemical reactions are promoted by passing an electri-
cal current through the electrode system; or (ii) electrode responses are triggered due
to specific chemical reactions. These effects are usually observed using an electrolytic
cell. Reactions of oxidation and reduction occurring at the surface of the electrodes are
the basis for electron transfers between the electrolyte (sample) and the electrodes. In a
typical electrolytic cell, the electrode system is formed by the working electrode, where
detection of a certain analyte is analyzed, and the reference electrode, where a standard
oxidation/reduction is conducted [66]. Wongkaew et al. reported an electrochemical
biosensor that employed a microelectrode array. In the array, adjacent electrode fingers
form micro-sized gaps which allow an increase of the diffusion flux of chemical species,
thus leading to an enhanced collection efficiency and higher signal amplification. The
microchannels of the device were made by hot embossing PMMA and the electrodes
were made, by e-beam and wet-etching processes. The detection of targets using this

system took 250 seconds and reported limits of detection of 12.5 pM.

Mechanical detection systems mainly used cantilever technology, which showed
that it could be accurate when detecting biomolecules [67]. Cantilever-based devices
generally operate in two different modes upon analyte binding: (i) static deflection,
where binding on one side of a cantilever causes unbalanced surface stress resulting in a

measurable deflection; (ii) dynamic, resonant mode, where binding on a cantilever causes



Chapter 2 Background 11

variations of its mass and consequently shifts the resonant frequency. Mechanical-based
detection has the advantage that it may require no labelling of biomolecules. Labels
often make the detection method more complicated, time-consuming, and costly, and
could interfere with the function of biomolecules under investigation. Another char-
acteristic of cantilever technology is the potential to fabricate large arrays of sensors
for multi-molecular sensing [68]. Hou et al [69] presented a device that contained a
micro-fabricated canter lever array for the specific detection of oxytetracycline (OTC),
a common broadband antibiotic used in animals, that can accumulate in our food chain
and cause side effects in humans. The device achieved this by functionalising the can-
tilevers with OTC specific DNA aptamers, these bind to the OTC and increase the
load on the cantilevers causing them to deflect, and once calibrated can indicate the
concentration of OTC in solution. The limit of detection in this case is 0.2 nM in 1000

seconds.

Optical detection is preferred for robust, sensitive, Lab on a chip devices. It has
been the most widely used technique for quantitative proteomic analysis [70], and infec-
tious disease diagnostics [71], due in part, to the ubiquity of the optical instrumentation
required in biological laboratories, meaning these devices can be used readily in most
locations. Conventional optical detection methods, including absorbance [72], chemilu-
minescence [73], fluorescence [74], and surface plasmon resonance (SPR) [75], have all
been applied in microfluidic devices. Foudeh et al. [75] developed an SPR microde-
vice for the detection of Legionella pneumophila, which is the pathogenic organism that
causes Legionellosis and is responsible for fatality rates of over 10% within hospital and
industrial outbreaks [76]. The device is ultra-sensitive to RNA of Legionella pneumophila

and has a limit of detection of 1 pM in less than 3 hours.

Presently, microfluidics is a large and diverse field, so much so that the areas that
started out as sub-categories are now referred to as their own field of research. Indeed,
within the last three years, the journal Lab on a Chip has published no less than 116
reviews focusing on a wide variety of applications that microfluidics now enjoys, such as:
3D printed fluidic networks [77]; droplet microfluidics for synthetic biology [78]; phase
behaviour characterisation for industrial CO,, oil and gas [79]; the production of stem
cells using messenger RNAs [80]; and paper microfluidics for diagnosis of malaria in low

resource communitiess [81].
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2.2 Quantum Theory of Nuclear Magnetic Resonance

2.2.1 Nuclear Spin

Nuclei have an intrinsic property known as spin. This spin can be represented by oper-

ators along the three Cartesian axes jcx, jcy, and fz.

The spin angular momentum operators fx, fy and I; satisfy cyclic commutation

rules:
I,.1,) =ihI, (2.1)
I,,1.] =ik, (2.2)
I, 1] =itl,. (2.3)

The total square angular momentum operator, I? can be defined as:

2 _ 7272 2
P=1I;+1,+ 17, (2.4)
this commutes with the three spin angular momentum operators:
[12,1,] =0 (2.5)
T2 71—
[I bl y] _0 2 6)
[12,1.] =0. (2.7)

Spin angular momentum operators have eigenstates and eigenvalues. When the
operators act on their eigenstate they return the eigenstate multiplied by a scalar eigen-
value. If the nuclear spin quantum number is I, then the operator 122 has 21 + 1 eigen-
states, m;. States are denoted |I,m;) [82] and the angular momentum operator acts

according to the following:
jz [I,my) =mh|l,my). (2.8)

The total square angular momentum operator acts in the following way:

2|I,my) = I(I+ k2 [I,m;), (2.9)

where I can take half-integer and integer values from zero, i.e I = 0, %, 1, % ..., and m;

takes one of the integer values from —1I to +1.

2.2.2 Spin Systems

The simplest case that can be considered in NMR is a system of isolated spin-1/2 nuclei.
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According to the quantum theory of angular momentum discussed in 2.2.1, a single
spin-1/2, when placed in a magnetic field, has two eigenstates of angular momentum

along the z-axis, denoted by |a) and |3), and defined as:

|%,+%> =la) (2.10)
155 =16). (211)

The states |«) and |f) are called the Zeeman eigenstates of a spin-1/2 and are

acted on by fz according to the following:

I ]a) =+ %h\a) (2.12)
716y =—5n18), (2.13)

Eqn. 2.12 shows that the eigenstate |) has an eigenvalue of +A/2 and |3) has an
eigenvalue of —# /2, these are said to be polarised along the z-axis. This polarization is
sometimes represented by up and down arrows pointing along the positive or negative
z-axis, indicating the direction of well-defined spin angular momentum. However, for
the same spin, the x and y components are fundamentally unpredictable since the states
la) and |8) are not eigenstates of the operators I, or fy. The z-axis angular momentum
is undefined as measurements give +1/2 with equal probability and this is very hard to

represent in a diagram.

The Zeeman eigenstates can be used to define the Zeeman basis. The two kets,

|a) and |B) can be represented by the column vectors:

1 0
o) = (0> 8) = <1> , (214)

as well as kets, bras are also defined by taking the conjugate transpose of the ket,
la)! = (o such that

(al=(10) B=(0 1) (2.15)

The state, [¢), of a two level system can now be completely described in this basis

as the linear combination of the basis states:

[4) =¢y |a) + ¢, |8) = () (2.16)
Co
(W] =c; (o] +c3 (Bl = (¢ ¢3). (2.17)

These are normalised such that ¢;c] + cyc5 = 1.
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To complete the picture, the states must be orthonormal. Orthonormality between
states exists if the inner product of the basis states |r;) and |r;) satisfies the following

conditions:

(rilr;) = 6;5 (2.18)
where the Kronecker delta, d,; is:
0 ife#y
0; = 7 , (2.19)
1 ifi=j

and where (r;|r;) = ¢;; denotes taking the dot product between the two vectors

|r;) and |rj>.

The basis states help to quantify the component of a state vector along that state.
Take our example from Eqn. 2.16, inner products of the overall state, |¢) with |«) and

|3), can be constructed to determine component of the basis states.

(alg) =1 (BIY) = cy. (2.20)
The outer product of the basis state, |r, ), for an N-spin system must satisfy:

) (ral = 1, (2.21)

-

where 1 is an N by N identity matrix.

When a second spin is introduced, the Hilbert space is extended to accommodate

additional spin states by taking the tensor product of the basis states:

oy By) =) ®[By) = (2.22)

loqay) =ag) ® ag) =

|B1g) = B1) ® |ag) = |81B) =1B1) ®|Bs) = (2.23)

O B O O O O O
_ o O O O O~ O

The subscripts indicate which spin is being referred to, i.e. |3;,) means that spin 1 is

in the (8 state and spin 2 is in the « state.
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2.2.3 Pauli matrices and more operators

In quantum mechanics each observation is associated with a particular operator. For
example, the measurement of the spin angular momentum along the z-axis is associated
with fz and when applied to the |a) gives the result seen in Eqn. 2.12. The probability
of obtaining this result is 1 as |«) is an eigenstate of fz In all other cases the results

follow statistical laws and the result of an individual experiment is unpredictable.

In quantum mechanics there is a formula for the average result of very many
observations, this is called the expectation value of a general operator, /i, when applied

to a spin-1/2 system, [¢) is denoted:

(A) = (Y] Ay, (2.24)

from the general case listed in Eqn. 2.16 this becomes:

(A) = (| Aly) (2.25)
A A
(e e) [ ) (T (2.26)
Ay Agy Co
=c1C Ay + 15 A g + cacT Agy + o Ags. (2.27)

The end sum of all these products is the expectation value of a single spin 1/2
particle when acted upon by fi, this quickly becomes cumbersome should there be more

than one spin. An easier way to deal with expectation values is described in 2.2.4.

In NMR three operators are used to determine the projection of spin angular
momentum along a specific axis, fx, fy, and fz These are defined by the Pauli matrices

in the Zeeman basis multiplied by #/2.

~ 1 ~ 1 ~ 1
g:ﬁo @:ﬁ 0 g:ﬁ ). (2.28)
2\1 0 21\ -1 0 2\0 1

As an example, let’s take a spin-1/2 particle in a magnetic field and project the

|a) state along the z-axis.

- h (1 0O 1 h(1 h
Iz|04>:§ (0 1) (0> ) (O) :§|04>a (2.29)

h/2 is found to be the eigenvalue of |a) for the operator I,.
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Three operators are now examined, and how they act on states is explored. They
are the total square angular momentum, I 2 and the two shift operators, It and T -,

which are defined as the following:

P=I2+I2+1I? (2.30)
It =I, +il, (2.31)
I~ =I,—il, (2.32)

They act on general states according to:

I2|I,m;) =h2I(I + 1) |1, m;) (2.33)
I |1,my) =ha/(I(T+ 1) = my(m; + 1) |1, M) (2.34)
I 1my) =0 /(I(T 4+ 1) —my(m; — 1)) [I,my_,). (2.35)

Using a spin-1/2 particle in a magnetic field as an example, let these operators act on
the |a) and |5) states:

2}a) _%fﬁ ) (2.36)
Itla)= 0 (2.37)
I~ |o) =h|B) (2.38)
I*]B) =hla) (2.39)
I-18)= o, (2.40)

the '+’ and ’-” denote raising or lowering m; by 1.

As shown in Eqn. 2.1, the three angular momentum operators cyclically commute.

This means the sandwich formula applies.

In general, if fi, B, and C cyclically commute, then:
exp{—i@/i} B exp{—l—i@/i} = Bcosf + Csinf. (2.41)

Geometrically, this can be thought of as a rotation of B by A through an angle 6.

It is important to define a set of rotation operators as these are essential for
the generation of signal in NMR. They are defined as the complex exponentials of the

angular momentum operators seen in 2.2.1:

>

(0) =eap{—ibl,} (2.42)
,(0) =exp{—ifl,} (2.43)
R_(0) =exp{—ibl.}, (2.44)

=
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and they too have matrix representations:

(o) = ( cos(36) —isin(gf)) (2.45)

—isin(36)  cos(3

7o) = <cos(;9> sin@@)) (2.46)

sin(36) cos(36)

The rotation operators are applied to to the angular momentum operators using

the sandwich formula:

R, (0)I, = exp{—il ,0}I exp{+il 0}. (2.48)

The result of this is a rotation of 122 around the z-axis by an angle 6:

R,(0)I, = cos 0, — sin ny. (2.49)

The rotational direction (sign of the sin @ term) is determined by the right hand

co-ordinate system defined in Eqn. 2.1.

How each rotational operator transforms the spin angular momentum operators

is shown below:

I, —1,

R, () f —>f cos 4 I_sinf (2.50)
(I, = I, cos0—1,sin6
I, — 1, cos0—1 sinf

R0 1, (251)
f —>1: osH—f—I sin 6
1: —>1: 059—0—1 sin

R,(0) f —>f cosf — I sinf . (2.52)
I,—1,

2.2.4 Density Operator

In Eqn. 2.25, the expectation value of an operator was expressed as the product of the
matrix representations of the state and the operator. Simplification of this is possible

by constructing a matrix of the quadratic products of the superposition coefficients. If
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in the general case:

) = () =cila) + 3 16) (2:53)
(Wl=(ci o) =cilal+cal, (2.54)

then the matrix has the form:

) (] = ( ) . (2.55)

* *
CaC1 Coly

The expectation value of the operator A can now be expressed as:

(A) = Te{[y) (] A}. (2.56)

If there are now N spins considered, the result of measuring A is still uncertain.

However, an expression for the most likely outcome, A, ., can be written by using the

obs»

average of expectation values:

Agps = Te{NT (|91 (1] + [90a) (] + ... )A}. (2.57)

this can be simplified by defining an operator, p:

p=N"1(ghy) (| + [2) (o +--0), (2.58)

where N is the number of spins in the ensemble. For brevity, this is written as:

p = 1) (¥l, (2.59)

where the overbar indicates the average over all members of the ensemble.

Now the expectation of A over all members of some spin ensemble can be written
as:
(4) = Tr{pA}, (2.60)
the operator p is referred to as the density matrix.

ﬁ: 6161 Clci _ Pa p+ . (261)
G2 GG P— Pg

The diagonal elements of p, p, and pg, are state populations or the probabilities

of being in a certain state.
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The off-diagonal elements are coherences between states. These coherences repre-
sent superposition states in the ensemble, the coherences are complex numbers and two

coherences between the same pair of states are complex conjugates of each other i.e.:

(alplB) = ({Blpla))™ = erc; = (cies)". (2.62)

The coherence order between two states in a magnetic field is defined as the difference in
spin angular momentum projection along the z axis. In our two spin system this would
be:

i.la) =m, = +%h ) (2.63)
|8y =my = *%h 18) - (2.64)

These results can be used to calculate the coherence order of the coherence p, :
mg, —mg = +1, (2.65)

and conversely the coherence order of p_ is:

mg—m, = —1. (2.66)

The density operator can be written as:

,B:pafa—i—pﬁfﬁ%—mf*#-p_f*, (2.67)

using the shift operators, It and T —, and the projection operators, 1% and IP ,

these have the following matrix representations:

- 01 ~ 0 0
It =h I~ =h
0 0 1 0
-~ 1 ~
]a:ﬁ 0 ]B:E 00 .
2\0 0 2\0 1

The physical interpretations of the components of the density operator can help
to understand the microscopic state of the individual spins. The sum of the populations,
po and pg, is always equal to one, only the differences between the states have any sig-
nificance. The difference in population indicates the net longitudinal spin polarization,
i.e. if the |a) state population is larger than the |3) state, then there is net polarization

of the spins along the external field direction.

The presence of the coherences, p, and p_, indicates transverse spin magnetization

i.e. net spin polarization perpendicular to the external field. These coherences are
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complex numbers and as such have phase and amplitude. The phase of the coherences
indicates the direction of the spin polarization in the zy-plane. The (—1)-quantum

coherence is written as:

p— = |p_lexp{ig_}, (2.68)

and the polarization axis of the spins is:

e, cos¢_+e;sing_. (2.69)

These populations and coherences play a vital role in NMR and will be re-visited

in a later section.
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2.2.5 The Hamiltonian

The Hamiltonian plays an important part in quantum systems. When the Hamiltonian

acts on an eigenstate, the eigenvalue returned is the energy level of that state.

2.2.5.1 Spins in a magnetic field

In NMR the energy of a nucleus in a magnetic field, F, is given by:

where m; is the azimuthal quantum number, # is the reduced Planck constant, 7 is the

gyromagnetic ratio, and B, is the external field taken to be orientated along the z-axis.

For a spin-1/2 nuclei there are two states labelled as o and  and these have an

energy difference depicted in Fig. 2.5.

E A

FIGURE 2.5: Energy level and AF of the two energy levels for a spin-1/2 nucleus.

This splitting of energy levels due to the presence of a magnetic field is referred to
as Zeeman splitting. When examining a spin ensemble at thermal equilibrium, overall,
there is a slight bias to the lower energy state o. This preference can be quantified by

calculating the ratio of the populations:

Ps _ —AFE
P exp{ T

«

1, (2.71)

where pg /p,, is the population ratio between the states, kp is the Boltzmann constant,

and T is the temperature. The polarization, p, of a system of spin-1/2 nuclei is

7 By
2k, T

p= o P8 _ tanh(

). (2.72)
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For a typical NMR experiment, which operates at 298K and a field of 14.1 T,
the polarization level, p ~ 10~® which means that the spins are aligned weakly in the
same direction as the magnetic field. It is this small polarization that gives rise to the
NMR signal. One possible solution to the low polarization levels at thermal equilib-
rium is called hyperpolarization, and involves strategies that produce non equilibrium

polarization levels.

When placed in a magnetic field, the nuclei will precess around the axis of the

field at a rate known as the Larmor frequency, this is defined as:

w? = —7;By, (2.73)

where 7, is the gyromagnetic ratio for a nucleus, j. The gyromagnetic ratio is
typically 10s of MHz T—! which give Larmor frequencies in the 100s of MHz in an NMR

experiment.
If |1h,) and |1by) are eigenstates of the Hamiltonian A, then

jj[ |¢1> =k, |¢1> (2-74)
f[ |¢2> =E, Wz) : (2-75)

The Hamiltonian can also be expressed in matrix form:

- (E, 0
H = (0 E2> : (2.76)

If the Hamiltonian is written in the eigenbasis of the system, its main diagonal corre-

sponds to state energies and it has values of 0 everywhere else.

The evolution in time of a quantum system is described by the Schrédinger equa-
tion:

d S
7 ) =ik LI |y (2.77)

The factor of 27! here is cumbersome and can be removed by defining a Hamiltonian in

natural units, H, such that:
H=h'%. (2.78)

Both of these Hamiltonians share the same eigenfunctions:
H |4hy) = wyy |9) (2.79)
the eigenvalues are denoted w,, and are given by:

wy, =h'E;, (2.80)
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and the eigenvalue, wy, , is the energy of the state [) in units of h.

Returning to the example of a spin-1/2 particle in a magnetic field, the Hamilto-

nian is initially proportional to the z angular momentum operator:

(2.81)

0

where w” = —yB,, and is the Larmor frequency from Eqn. 2.73. In matrix form, in the

original Zeeman basis, the Hamiltonian is:

) @
ji <+2 w) , (2.82)
0 —3

Hl|a) =++ |a). (2.83)

where

2.2.6 Spin precession

As discussed when describing Larmor frequency when a spin-1/2 particle is placed in a
magnetic field it precesses at the Larmor frequency. In quantum mechanics this preces-

sion means that the spin state |¢)) depends on time.

The law of motion for the spin is the time dependent Schrédinger equation:

d

7 (@)= —il ) (t). (2.84)

The spin Hamiltonian is:
H=ul, (2.85)

the equaiton of motion then becomes:
d 0%
% |1/]> (t) = T Iz |¢> (t)) (286)
this is a first order differential equation that has the solution:
[) () = exp{—iw AtL }i(to), (2.87)

where ¢, is the initial time and At is the difference in time between t, and ¢. As the
wPAt term is angular frequency multiplied by time this simply gives an angle. This

shows that it is equal to a rotation about the z-axis:

R_0 = exp{—ifl,}. (2.88)
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The solution therefore to the Schrédinger equation in the absence of r.f. fields is:

[0) (1) = R.(WO A1) [9) (t). (2.89)

In the absence of r.f. fields the Schrodinger equation says that the spin rotates

around the z-axis, through the angle wyAt

2.2.7 Rotating Frame

The field, B, of a regular NMR experiment is many Tesla, giving precession frequencies
of hundreds of megahertz. These frequencies correspond to radio frequencies in the
electromagnetic spectrum. When considering these precessing spins it can be useful to

change from a static frame to a rotating frame of reference.

the static frame of reference axes (x, y, and z) and the rotating frame axes (z’,

y’, and 2’) of reference are connected through a time dependent angle , ®(t) such that:

' = zcos®(t) + ysin () (2.90)
y = ycosP(t) — xsin d(¢) (2.91)
7= =z (2.92)

The frame rotates with a constant frequency w,.; around the z-axis:
@(t) = wreft + ¢ref7 <293>

for brevity () is now dropped.

If a spin in state |1)) has a Larmor frequency equal to w, then the spin state in
the rotating frame, |1 is:

) = R(=®) [4), (2.94)
where the tilde denotes a state in the rotating frame.

These of course have an equation of motion:

() = i H ), (2.95)

where:
1. (2.96)
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2.2.7.1 Precession in the rotating frame

The spin Hamiltonian in a static field is:

HO = W°T . (2.97)
The rotating frame Hamiltonian is:
ﬁ = wORz(_q>>szz((I)) - wreffz = (WO - wref>jz' (298>

The frequency w® — w, is the difference between the Larmor frequency and that of the
frame and is denoted, Q°:
00 = w0 —w (2.99)

The rotating-frame spin Hamiltonian in the presence pf a static field, is therefore:

H=0Q°T_. (2.100)

2.2.8 Radio Frequency Pulses

In NMR ’pulses’ are used to manipulate the spin states. These pulses take the form
of an oscillating magnetic field applied at a frequency such that it is resonant with the
precessing spin. The frequencies correspond to radio frequencies and as such, the pulses

and fields are referred to as r.f. pulses and r.f. fields respectively.

When an r.f. pulse is applied, the spin experiences two magnetic fields: a static
field generated by the magnet; and an oscillating field from the excitation coil. The

static field is much larger then the oscillating r.f. field.

The weak r.f. field produces a large effect on the nuclear spin due to it being
resonant with the precession of that spin. This allows the effect of the weak r.f. field
to accumulate as time goes on. If the pulse is applied for long enough, then the weak
r.f. field can cause a large change in the spin state. In practice, this corresponds to
applying several microseconds of an r.f. pulse, which allows for several hundred Larmor

precession cycles.

For an r.f. pulse of general phase, ¢,, the r.f. field oscillates at the spectrometer

resonance frequency, w,., and the spin Hamiltonian during the r.f. pulse is given by:

ref»
H =T, + Hgyt, (2.101)

where .
Hyp(t) = —57Brp sin OrpR.(®)) [, R.(—D,), (2.102)
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where 0y is the angle formed between the RF coil and the sample, and

P, (1) = Wyt + b (2.103)

The rotating frame Hamiltonian is:

2 1 . A
H=— iﬁyBRF sin HRFRz(_(I) + (pp)Isz<© - (I)p) + (wO - wref)‘[z (2104)
1 s - -
= 57BRF Sin GRFRz(_d)rcf + ¢p)ImRz(¢rcf - ¢p> + QOIZ’ (2105)

an additional simplification is possible if the value of ¢,.¢, which is 7 for positive 7 spins,

and has the effect of changing the sign of the yByrp term is included:
H = w, R.(6,),R,(—¢,) + QL, (2.106)

where w,,; is the nutation frequency:

nut
1 .
Wy = | — §’YBRF sin Ogpl, (2.107)

the nutation frequency is the measure of the r.f. field amplitude.

Using the sandwich property again the final form of the rotating-frame Hamilto-

nian during an r.f. pulse is:

H=Q°I, +w,, (I, cos b, + Tysin b,)- (2.108)

2.2.8.1 z-pulse

To illustrate the effect an r.f. pulse has on a sample, consider a strong pulse with

frequency w,, duration 7, and phase ¢, = 0 (an ’z-pulse’). The amplitude is given by

ref»

w Assuming this pulse to be applied directly on resonance such that Q° = 0. The

ref*

rotating frame spin Hamiltonian is:
(2.109)

the motion of the spin states may be found using the rotating frame Schrédinger equa-
tion. If the spin state before the pulse is given by \J} L and the spin state after the pulse
is |1Z)2 then they are related by:

), = R, (0) ), , (2.110)
where the rotation operator is as defined in Eqn. 2.42 and the angle 6 is given by

0 = Wy T, (2.111)
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this angle is referred to as the flip angle of the pulse.

To calculate what effect the pulse has on spins in specific states the matrix rep-
resentation can be used. A (7/2), pulse, which means a flip angle of § = 7/2 and a
phase of ¢, = 0, applied to spin in the state |a) can be calculated using the matrix

representation of R_(6) as:
1 cos(3m/2)  —isin(37m/2) 1
Ry(n/2)lo) =75 (—zsm (37/2)  cos(37/2) ) (0> (2.112)
(1 ) ( ) .113)
—iT L+ — T
( ) = /42 (12) = '™/t | —y). (2.114)

The pulse transforms the state |«) into the state |—y) in other words it has rotated the

&H &\H S

polarization by 7/2 around the z-axis.

2.2.8.2 Pulse of general phase

To understand the significance of the phase of a pulse, consider a pulse exactly on
resonance (2 = 0) with a general phase ¢,- The rotating frame spin Hamiltonian is:

H=w,,(I,cos b, —|—1:y sing, ), (2.115)

from this, one can see that the effect of the phase shift is to change the axis about
which the spin polarizations rotate. The rotation axis is still in the zy-plane but forms
an angle, ¢, with the z axis. Therefore, a pulse with a phase of /2 rotates the spin
polarization around the y-axis and a phase of 7 rotates the polarization around the

—z-axis and so on.
The propagator for an on resonance pulse with phase ¢, is given by:

R% (0) =exp{—iw,,7(I, cos ¢, + fy sing,, ) } (2.116)
—exp{—if(I, cos ¢, + fy sing, )}, (2.117)

this can be rewritten using rotation operators:

Ry (0) = R.(6,)R,(0)R.(=9,,). (2.118)
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The matrix representation can be obtained by multiplying together the matrix repre-

sentations of the rotation operators from Eqn. 2.45:

i 1(0)etidy 1
isin 5 (0)e™"?r cos 50

- cos 16 —isin 3 (0)e"»
R, (0) = ( 2 2 : (2.119)

2.2.8.3 Off-resonance effects

In general, it is not always possible to ensure exact resonance for all spins at the same
time, so the condition Q° = 0 cannot always be satisfied. Consider the case when Q° = 0,

by examining the spin Hamiltonian during a rectangular pulse where:
H =0T, +w,, (I, cos b, —|—fy sing, ). (2.120)

The rotation axis of the spin polarization now has a z-component as well as an z- and

y-component. The axis is therefore tilted out of the zy-plane.

The rotating frame spin Hamiltonian for an off-resonance pulse may be written

as:
5L (2.121)

where w.g is the effective rotation axis, given by:
Wefr = Wegrl €] 8N B, cos ¢, + ey sin B, sin ¢, + €’ cos 3, }, (2.122)

and {e/,, e/, e} are the rotating reference frame axes. The vector operator I is defined

as:
I=e,l, +e)l,+e.l. (2.123)

The tilt of the rotation axis away from the z-axis is:

8, = arctan<w§gt ), (2.124)

the magnitude of the rotation frequency around the tilted axis is given by:
Weff = {(wnut>2 + (QO)2}1/27 (2125)
Using these parameters the rotating frame spin Hamiltonian may be written as:

1= wgR.(6,) Ry (8,) LR (—B,) R.(—0,). (2.126)

The rotating-frame spin states before and after the pulse are related through:

9), = Roge [9), (2.127)
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where Roﬁ is:
Roff = Rz((bp)Ry(/Bp)Rz(weffT)Ry(iﬂp)Rz(i¢p)' (2128)

2.2.9 The Density operator revisited

Usually in NMR there are > 102° spins in the sample, the density operator becomes more
advantageous here as mentioned it contains information about the entire spin ensemble.
Normally, there is only a small population difference between o and /3 governed by the

Boltzmann distribution, so for a general polarization level, p, the density operator can

~ 1 ({14+p 0
_ ! : 2.129
p 2( 0 1_p> ( )

using the definition given in Eqn. 2.29 the density operator can be re-written as

be written as:

1~ 1 -
6= =1+ =pl 2.130
p=51+35pL, ( )

- (10
1= (0 1) : (2.131)

and corresponds to no population difference between |«) and |/3).

1 is identity matrix defined as:

1 is unaffected by rotations so can be ignored in the context of NMR and it
becomes )
p=gpl. (2.132)
to describe the z magnetization of our sample. If the system is at thermal equilibrium,
then p is equal to the Boltzmann factor defined as:
_ Iy By

B = . 2.133
o7 (2.133)

In NMR the dynamics of a system can be described using the density operator

evolution, rather than the evolution of the states using

0 A
= |y = —if [9) (2.134)

0 )
=l =il (2.135)
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Using this, the following derivation can be made [83]:

25 = ) (2136)
= [+ ) [ (o] (2.137)
= AT i) A, (2.139)
to give the relationship ,
570 = —ilH, . (2.139)

This is called the Liouville von Neumann equation.

The calculation of the response of the spin ensemble to r.f. pulses can be done,
given the general rotating frame as before, the rotating frame density operator is given
by:

=) (). (2.140)

The rotating frame and fixed frame populations and coherences are related by:

ﬁa = pa ﬁﬁ = pﬁ (2141)
p_ = p_exp{—i®(t)} p_ = p_exp{+i®(t)}, (2.142)

where
(I)<t) = wreft + ¢ref7 (2143)

the populations remain the same and the coherences are linked through a time dependant

phase factor.

2.2.9.1 Magnetization vector

The mascroscopic magnetization of an ensemble of spins-1/2 can be represented as a
magnetization vector, M, indicating the magnitude and direction of the net magneti-
zation. The dynamics of the ensemble correspond to the motion of the magnetization

vector.

The magnetization vector has three Cartesian components:
M= M,e, +Mye,+ M.e,. (2.144)
The longitudinal component is related to the population difference between states:

M, = 2B (p, — ps)- (2.145)
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The transverse magnetization components M, and M, are related to the (—1)-quantum
coherence between the states:

M, = 4B 'Re{p_} (2.146)

x

M, = 4B tIm{p_}. (2.147)

These are chosen so that thermal equilibrium magnetization is a unit vector along the
z-axis:
M =e,. (2.148)

With these, the density operator may be written as:

11 -

p=g1+5BM-I (2.149)
11 . . .

=51+ 5B I, + ML, + M.L). (2.150)

The populations and coherences can be represented in terms of magnetization:

1 1 1 1
=+ -BM =-—-BM 2.151
1 , 1 ,
p =7B(M, —iM,) p- = {BOM, +iM,). (2.152)

2.2.9.2 Density operator under pulses

The sandwich equation can be used to calculate the effect of a strong (7/2), pulse on
an ensemble of spins-1/2 at thermal equilibrium. Before the pulse, the spin density
operator is
1 1 -
0, = =14+ =BI 2.153
pl 2 + 2 z) ( )
after the pulse the density operator is
~ - ~ 2 1- ~ 1 - a a
pa = Ry (m/2)p1 Ry (—1/2) =5 Ry (m/2)1R, (—7/2) + SBR, (n/2) [ LR, (—7/2)  (2.154)

zéﬂ + %[Bizx(w/z)fzfzx(—w/2), (2.155)

since the identity matrix, 1 is invariant under rotations. The last term can be calculated

using the sandwich relationship:

R, (n/2),R,(—7/2) = —I,, (2.156)
therefore ) .
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In terms of the magnetization vector, this is equivalent to rotating the magneti-
zation from the z-axis to the —y-axis.

(7/2)s

M, =e, —— M, =—e (2.158)

Y

To determine what happens to the populations and coherences, consider the pulse

effects in terms of the matrix representation:

1 1 1 1
R 1Li1g 2, (1 _1B
. (2 it 1[8) , (12[8 e ) : (2.159)
0 571 T 3

the pulse accomplishes two things, firstly, the pulse equalises the populations of the two

states and secondly, converts the population difference into coherences.

2.2.10 Free evolution with relaxation

So far, the Hamiltonian and density operator have only been discussed before, during,
and immediately after an r.f. pulse. This picture is insufficient to describe what one
observes experimentally. In terms of populations and coherences, experimentally it is
found that the populations are not time independent, but gradually drift towards their
thermal equilibrium values and that the coherences do not last forever but gradually

decay to zero.

For populations and coherences there are two forms of relaxation, T} and T5. T}
is the longitudinal relaxation time constant and 7T, is the transverse relaxation time
constant. The difference between them is demonstrated in Fig. 2.6. Classically T} is the
rate constant that governs the return of magnetization to the z-axis from the xy-plane.
T, on the other hand is the time constant that governs the return of magnetization to
equilibrium in the zy-plane. When talking in terms of the density operator it is said
that "7}’ is the relaxation rate constant for populations, and "T,’ is the relaxation rate

constant coherences. But this is incompatible with the classical description of NMR.

The Bloch equations are used to describe how the magnetization vectors change

in time [84]:
d]\zl:;(t) = (M, (t)B.(t) — M.(t)B,(t)) — M;—‘i(t) (2.160)
dM,(t) M,(t)
o = VLB () = M (1)B.(t) — T (2.161)
M) B, (1) — M, (0B, (1)) — =D = Mo, (2.162)
dt T
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FIGURE 2.6: A) a magnetization vector precesses in the xy-plane, eventually returning
to equilibrium. B) A plot of the magnetization along z-axis (yellow) and the z-axis
(blue) during the relaxation.

2.2.10.1 Transverse relaxation

The coherences decaying to zero is ensured in the equations by introducing an exponen-
tial decay term. between time points 2, immediately after an r.f. pulse (¢+=0), and 3

(t>0) with some delay 7 the equations for the rotating frame coherences are:

b (3)= p (2exp{(i0° — N7} (2.163)
P (8) = p,(2exp{(—i0 — N7}, (2.164)

where the damping rate constant A\ is given by the inverse of the transverse relaxation

time constant T5:
A=Tyt. (2.165)

These equations for coherences correspond to the following substitution rules for

the transverse spin angular momentum operators:

I, —(I,cos Q07 + fy sin Q07)e A (2.166)
7 7 0 T qin Q0,)e—AT
I, —(l,cos Q1 — I, sinQ77)e 7. (2.167)

For the transverse components of the magnetization vector, the equations are:

M, (3) =M, (2) cos Q1 + M, (2) sin QO7)e " (2.168)
M, (3) =M, (2) cos Q7 — M, (2) sin QO7)e . (2.169)

Physically, coherence requires a consistent polarization direction of the spin en-

semble. On average all spins experience the same field in a liquid due to motional
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averaging, however, at any particular instant in time the field are slightly different for
different spins locally which cause a gradual loss of synchronisation across the ensem-
ble. Coherence decay does increase the entropy of the spin ensemble and is therefore

irreversible.

2.2.10.2 Longitudinal relaxation

The equations of motion for the populations is a bit more complicated as the populations

decay back to their thermal equilibrium values the equations for this are:

pa(3) =(pa(2) — p50)e /T + o (2.170)
pa(3) =(p(2) — P + i, (2.171)

where the thermal equilibrium populations are:

1 1 1

1
¢l—=_ 4 - “l_ _ _ "B, 2.172
pa 2+ pﬁ 2 4 ( 7)

NS

The equation of motion for the z-axis magnetization vector is:
M,(3) = (M,(2) — 1)e /T 1. (2.173)

Longitudinal relaxation involves an energy exchange between the spin system and

the molecular surroundings and is why it is often referred to as spin-lattice relaxation.

2.2.11 NMR signal and detection

In NMR the signal produced by the spins is typically inductively detected. The precess-
ing transverse magnetization, created when an r.f. field is applied to the sample, induces

a voltage, and therefore a current, in a coil that is placed near the sample.

In order to do this, consider a sample containing n, number of non-interacting
spins-1/2 which have a sample volume, V;, and a concentration of spins, ¢, = n,/V,.

The total magnetic dipole moment operator in this case is:
p=hy> T, (2.174)
k=1

where T, is the spin operator for a nucleus k such that:



Chapter 2 Background 35

The total nuclear magnetization of the sample is given by:

DB _ e Vilm) _ =

where (1) is the ensemble average of the expectation value of the magnetic dipole mo-

ment.

This magnetization leads to the signal obtained in NMR, to find the relationship
the principle of reciprocity is invoked [85]. Consider the induction field, B;, produced

by a coil carrying unit current. For a magnetic dipole, m, the induced emf is given by:

3}

fz—a{

B, -m}, (2.177)

where B, is the field produced by the unit current in the coil at m. It follows that for a
sample, after being subjected to a (m/2) pulse, only the value of B, at all points within
the sample is needed to be able to calculate the emf induced in the coil, if M lies in the

xy-plane:

0
=~ [ 5B My, (2.178)
sample ot
if B, is assumed to be homogeneous over the sample volume this gives:

0

S

(B, M}V, (2.179)

Substitution of the result from Eqn. 2.176 gives

0 =
£= Q{PH () s}V, (2.180)
if the By coil is aligned along the z-axis, only the z-axis components contribute to the

emf

0

S

{B1x</§z> CS}VS’ (2181)
using Eqn. 2.174, (i) = hiy(I,) the emf becomes
o =

form 2.2.4, the ensemble average can be found using the density operator (I,) = Tr{pI }

SO
€= SABLITALY] e}Vl (2.183)

For a spin-1/2 nucleus this equation becomes:

0 1
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if all terms apart from the coherences are considered time independent, the emf can be

simplified for now as

0 0
E~ op (1) + 50, (0) (2.185)
using Eqn. 2.163
p_(t) =p_(0)exp{(iw® — N)t} (2.186)
() =p. (0)expf (=i — N)t}, (2.187)
the emf becomes
&~ (iwp_ —iw’p.), (2.188)

the signal that one obtains in an NMR experiment is proportional to the emf
induced in the pick-up coil this is denoted sp and is given by:
B,

1
spip ~ (iwfp_ —iwp, )5 —=h ¢V (2.189)

2.2.11.1 Quadrature detection

This 'raw’ NMR signal typically oscillates at many hundred megahertz which is too fast
for conversion to a digital signal that can be interpreted on a computer. Therefore, it is
necessary to down convert the frequency of the NMR signals. This is accomplished by
subtracting a frequency that is close to the Larmor frequency, typically, the frequency
subtracted is set somewhere in the middle of the spectrum. This frequency, generated
locally by an r.f. synthesiser, is called the reference frequency. It is denoted w,; and has

an associated phase ¢,

This process of subtraction is carried out by multiplying together the two input

signals in a mixer. The signal from the FID is multiplied by the receiver reference signal:

Srec(t) = Cos(wreft + ¢rec)7 (2190)

the reference signal is split into two parts A and B where A has the same form as above

and B is given an additional phase shift so:

Sfec (t) = Cos(wreft + ¢rec) (2191)
Stac(t) = O8(Wyegt + Prec + 7/2). (2.192)

The signal after mixing with A is:

SID (t) e (t) = (1 p_(t) — 1w’ (1) CO8(Wrert + Brec)s (2.193)
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which can be evaluated as

10 ()50 () =i (O)exp (il + )t + B} ¢ (2194)
4 5ip (0)expille” — w)t — b} ! (2.195)
— i (0Dl — )t bl (2196)
+ 2 (O)explil (0 @)t~ b} L (2197

This rather complicated signal is now passed through a low pass r.f. filter which removes
the high frequency components, this removes the components oscillating at w® +w,.; and
retains the low frequency components Q° = w°

the filter is

— Wyep- The signal s,(t) emerging from

54 =+ ip_(0)exp{i(Q0 — g0 }e ! (2.198)
— i (O)exp{i(—00% + g}, (2.199)

due to the relationship between laboratory and rotating-frame coherences from Eqn. 2.141

this can be written as

54 =+ i (0)exD{i(Q0% — dyue + byep) e (2:200)
— i Ot 4 b — )}, (2:201)

where ¢, represents the angle of the rotating frame with respect to the laboratory frame
at time ¢ = 0. The equations for the precession in the rotating from (Eqn. 2.163) allow

for the simplification

Sp = —Q—%Zﬁ_ (t)exp{_i(¢rec - ¢ref)} - %Zﬁ—k (t)exp{i(¢rec - ¢ref)}' (2202)

The same arguments can be repeated for the phase shifted signal path B

P (exP{—i(drec — bre)} + 574 (DexD{i(Byec — )} (2:203)

1
SB:+§

These signals are treated as two components of one complex signal:
s(t) = s, (t) +isp(t), (2.204)
which evaluates to

S<t) ~ ’L,57 (t)exp{_i(¢rec - ¢ref)}' (2205)

Which contains contributions from the rotating frame (—1)-quantum coherences. The
(+1)-quantum coherences have disappeared however, the contribution is equal to the

(—1)-quantum coherence so a factor two is included the frame phase shift as well as
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other sources of constant shifts from instrumentation are corrected in post-processing

so the quadrature signal can be expressed as:

s(t) ~ 2ip_(t)exp{—id,e.}- (2.206)

There are some time independent variables from the original expression of sy which
can now be included, and neglecting the the noise and gain acquired from quadrature

demodulation, these signals are:

1B
s(t) =20’ =k ¢, Vop (H)exp{ =i e} (2.207)

e

. oB - .
S(t) :Zwo%’yh CS‘/S,O, (t)exp{_qurecL (2208)
(&
where w' is the Larmor frequency, By, /i, is the coil sensitivity, 7 is the gyromagnetic
ratio, i is the reduced Planck’s constant, the term c,V; is the number of spins in the

sample.

2.2.11.2 Signal after a pulse

The signal dependence can be seen more clearly if one gets more quantitative, to do
= 0, for brevity the tilde will be
dropped as only the rotating frame will be considered. In order to calculate the (—1)-

this, consider a (7/2), pulse with receiver phase, ¢,

quantum coherence, the density operator must be calculated first. Using definitions from

Eqn. 2.131 and Eqn. 2.133, the rotating frame density operator at equilibrium is

1 1 -
5e4 — 1 + —BI 2.209
p 51+ 5BL, ( )

immediately after the pulse at t = 0 the density operator is

1 1_-
p(0) = =1 — =BI, 2.21
p(0) = 51— B, (2:210)

this can be written in terms of the shift and projection operators:

1

BI- 2.211
LB ( )

1~ 1. 1 -
p(0) = =1+ —I8F — —BI*
POy =t It =GB
the (—1)-quantum coherence is equal to the coefficient of the I~ operator
0)=—B 2.212
p-(0) = =B, (2.212)

the coherence at a time ¢ > 0 is given by:

p_(t) = p_(0)exp{(iQ° — \)t}. (2.213)
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By combining this with the signal equation:
s(t) = aexp{(iQ° — \)t}, (2.214)

where the signal amplitude a is

B
a = iw° Z,lz yh e, Vip_(0)exp{—ip e} (2.215)

and in the case of the (7/2), pulse

B 1
a =i’ Eyh ¢, V,—B, (2.216)
c 44
collecting like terms and expanding B gives
1By, 4 n
=z 3p2p2 s 2.217
a 4 iC ’y Oka7 ( )

where n, is the number of spins in the sample. This relationship makes sense intuitively
as increasing the number of spins in the sample leads to an increase in single amplitude

as does increasing the coil sensitivity.

2.2.11.3 Chemical Shift and J-coupling

In a molecule, nuclei are surrounded by clouds of electrons which can shield, or de-sheild,
it from the effects of the external field B,,.

The chemical shielding factor, o, shifts the resonance frequency of the nuclear
spin. It can now include it in Eqn. 2.73:

w) = —v;By(1 —0), (2.218)

this chemical shielding is specific to each nuclei position in the molecule. Nuclei that
are in identical chemical environments are said to be ’chemically equivalent’ and will

resonate at the same chemical shift value.

The shielding is often around 1076 for 'H, when plotting and examining spectra
it would not be useful to use absolute frequencies, as discussed they are regularly in
the hundreds of MHz, whereas the differences in peaks might only be kHz or less. To

combat this a relative frequency scale is used called chemical shift, §, defined as:

w; — wet

5= Jwifﬂ (2.219)
J

ref
J
frequency of a reference nucleus. ¢ is a dimensionless number, unaffected by magnetic

where w, is the precession frequency of the nucleus of interest, and W’ is the precession
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field strength, it often small compared to the size of the field and is reported in parts

per million (ppm).

In addition to the external B, field, the nuclear spins are also affected by the
magnetic fields generated by neighbouring spins. These magnetic fields are mediated
by the electrons in the chemical bonds. This is referred to as spin-spin coupling or J-
coupling and gives rise to peak splittings in spectra. These splittings, and therefore the
values of J-couplings, range from a few Hz to a thousand Hz typically. These become
important when considering the Hamiltonian of a multi-spin system but is not discussed

in this work.

Both of these, 0 and J-couplings, are tensors this means they depend on the ori-
entation of the molecule and the spin with respect to the magnetic field. In liquids,
however, tumble rapidly compared to the timescale of an NMR experiment. This aver-

ages the interactions resulting in a scalar quantity for each.

There are additional effects the nuclear spins experience, for example, dipole-
dipole coupling which is a through space spin-spin coupling, and quadrupole coupling

where there are spins with >1/2 values however, these are not relevant to this work.
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2.3 Micro-NMR

All NMR experiments depend on two performance metrics: sensitivity and resolution.
Sensitivity refers to the minimum number of spins needed to give a signal clearly above
the noise, whilst resolution quantifies how well different species in the sample can be
differentiated. These two properties are often linked, by selecting a smaller sample it
could be possible to enhance resolution by detecting a smaller portion of spins in the
sample, where the magnetic field could be more homogeneous, but this compromises

sensitivity as the number of spins become more limited.

In NMR, nuclear spin state coherences have long lifetimes that are governed by
the deacy constat, T5,, which is typically seconds, but in some cases can be minutes
long. These long lifetimes contribute to extremely narrow lines in the spectrum, with

resolutions of one part per billion regularly achieved in commercial systems.

2.3.1 Sensitivity
2.3.1.1 Signal to noise ratio

Sensitivity in NMR at thermal equilibrium is always in short supply. In an NMR experi-
ment, the signal amplitude after a 7/2 pulse at thermal equilibrium, a, can be expressed
as Eqn. 2.217:

1By, 4 n
= - —Z~3p2p2 ¢ 2.22
“=a Ok, 1 (2:220)

c

where, By, /i, is the coil sensitivity, -y is the gyromagnetic ratio of the nucleus,h = h/2,
B, is the magnetic field, n, is the number of spins in the sample, kg is the Boltzmann
constant and T is the absolute temperature. The amplitude of the signal depends on
the Boltzmann distribution of population which at room temperature is on the order of
10725] which is much lower that the thermal energy of the system. From the equation,
increasing B, would seem a valid strategy and comparatively it can be, increasing from
14.1T to 23.5T can almost triple the signal amplitude, however even at 23.5T there is
only a factor of 6 x 107 in population difference. It’s this very small value that is

responsible for the low sensitivity of NMR, compared to other techniques.

As mentioned, detection in NMR is typically done through the induction of a
voltage in a coil that’s close to the precessing nuclear spins, this is usually referred to
as the sample coil. Unfortunately, this coil also brings with it a type of interference,
noise, analogous to the ’hiss’ in the background of radio it is produced mainly from
thermal motion of electrons in the sample coil with some contribution from thermal
motion of ions in solution. The signal to noise ratio, SNR, is an important factor in

NMR experiments if its too low the signal will never be seen.
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The SNR was formulated by Abragam[86] and the analysis extended by Hoult
and Richards[85] and is defined as the peak signal divided by the root mean square
(rms) noise. By including the amplitude from Eqn. 2.217 and using the Rayleigh-Jeans
approziamation for the noise the SNR is:

1By, 35202 N,
kog i | h= By Ty

F\/ 4kacRnoiseAf’

where £ is a factor that accounts for inhomogeneity in the B, field, T} is the temperature

SNR =

(2.221)

of the sample, and n, is the number of spins in the sample. The factor By /i, the magnetic
field from the coil per unit current is defined as the coil sensitivity. The denominator is
the noise determined by the noise factor from the spectrometer (F) and the dissipative

loses, R of the coil, circuit and sample for the spectral bandwidth Af. T, is the

noise?

absolute temperature of the coil, and k;, is the Boltzmann constant.

In the same paper, Hoult and Richards introduced the principle of reciprocity for
calculating the sensitivity of the RF coil, This states that the signal received from a
sample by a coil is proportional to the magnetic field which would have been created in
the sample if unit current were passed through the coil. Therefore the SNR is directly
proportional to the sensitivity of the coil, By /i.. This can be seen if an effective sample
volume is defined, that is the volume in which B; is within 10% of the maximum value

at the centre of the coil. The SNR is given by a more simple expression[87]:
Blns
where n, is the number of spins in located within an effective volume. For protons

at 600MHz the constant, C equals 1.4 x 107! in SI units (B, = 14.1T, T = 300K,
v = 0.2675 x 10° radT 's™, I = 1/2 and F = 1 assuming negligible noise from the

SNR=C (2.222)

spectrometer.)

From the simple expression it becomes clear that the way to improve SNR is
to increase the filling factor, maximise coil sensitivity, B, /i., and minimise the total

resistance. The filling factor, o is given by:

| Bip(r)dv

= 2.22
ap f B%dV ) ( 3)

where the function p is unity in the sample area, and zero elsewhere. For a long solenoid

coil with the interior space filled with sample, ap = 1/2.

Increasing the filling factor and maximising maximise coil sensitivity, can be solved
by decreasing the size of the detector. The third, minimising resistance in the coil, can

be tackled by commercially available cryo-probes where the coil is cooled with a stream
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of He gas to 20K this reduces the thermal noise from the source and can increase SNR

by a factor of four.

To see how size of coil affects SNR, consider an RF helical coil. An idealised
coil is a cylindrical shell with uniform current density. The RF current penetrates to a
frequency specific depth dpp. For copper at 600 MHz and room temperature dgp = 2.7
pm. The centre field is given by:

B
1Ko (2.224)

Resistance is:
R=p,— 2.225
pr l6 I ( )
with [, the height of the copper cylinder, d the diameter and p, the resistivity. Optimum

coil sensitivity is given by d/l = 1 in this case the signal to noise is:

SNR = 0.9 x 10716 (2.226)

dy\/Af

for a fixed number of spins the SNR scales with 1/d as predicted by [85]

2.3.2 Signal Averaging

In NMR, the total signal that emerges from the probe contains signal from the sample
under observation as well as uncontrolled random signals called noise. In NMR, spec-
troscopy, the most dominant source of noise comes from the thermal motions of the
electrons in the receiver coil, called thermal noise. In order for the signal that originated
from the sample to rise above the noise, signal averaging must be employed. This works
as the sum of two identical experiments is twice the signal of the original individual

experiment:
syumr (1 +2) = syur (1) + syur(2) = 2s0ur (1) (2.227)

The key, is that this relationship does not apply equally to the noise, as it is random.
A suitable definition of the noise amplitude in a single experiment is given by the root
mean square (RMS) noise defined as:

(1)), (2.228)

Onoise — < Shoise

where the angle bracket indicates an average over all sampling points.

As in 2.2.11, the signal generated by the noise is proportional to the noise voltage
in the coil such that:

< Snoise(1)2> ~ (< 5721>)7 (2229)
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where ( £2) is the mean square emf produced in the coil by thermal noise, and F'is the

noise factor from the spectrometer.

This mean square emf is derived from statistical mechanics and can be expressed
as [88, 89

(&) = Ak TR AT (2.230)

noise

Including a factor for the noise from the spectrometer, F), o can be expressed

noise

Onoise — F 4kaCRnoiscA ) (2231)

which is equal to the denominator for the SNR from Eqn. 2.221.

quantitatively as:

The RMS noise is the same for two experiments assuming the noise is stationary
i.e. the noise does not change from one experiment to the next. However, this does not
imply that the noise from two experiments has twice the value. Summed over the two

experiments the RMS noise takes the value:
Onoise(l + 2) = \@Unoise(l)' (2232)

Since the noise over two experiments increases by v/2 but the signal doubles. Therefore

the signal to noise ratio over two experiments can be written as:

SNR(1 +2) = ﬁS’NMR((B (2.233)

noise

This can be extended to show the signal-to-noise over N transients is a factor v/N larger
than the signal for a single transient. So by signal averaging over many scans the SNR

can be increased.

In principle, this allows NMR signals that have a SNR less than one to be "pulled
out’ of the noise. In reality, this is time consuming as in order to repeat an experiment
precisely it is essential to allow the spin system to reach thermal equilibrium again.
The different NMR experiments must therefore be separated by an interval many times
longer than 77, which in some case can be several seconds. For example, if the SNR of
the first experiment is 0.1 clearly the signal will be buried in the noise. The SNR may be
changed to 10:1 by signal averaging over 10,000 scans. If each scan takes 1 second this
amounts to 3 hours of instrument time which is long but acceptable. However, if the
SNR. is 0.01 then it follows that 300 hours would now be needed which is not feasible.

In order for smaller signals to be detected, the amount of signal i.e. the amount
of polarization in the sample, needs to be increased this can be done by preparing the

sample in a specific way and is referred to as ’hyperpolarization’.
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2.3.3 Limit of Detection

The signal to noise ratio can be found in the time or frequency domain. In the time
is proportional to \/Af. Therefore the SNR

can be artificially inflated by narrowing the bandwidth. Instead, it can be more useful

domain the root mean square noise, 0, s,
to use limit of detection, defined as the number of spins that have to resonate within a
fixed bandwidth of 1 Hz to give an SNR of 3. This gives the normalised limit of detection
as[90]:

nLOD, (2.234)

- 3n,
SNR,\/Af
Where n, is the number of spins that were present in the sample for the measurement

and SNR, is the signal to noise ratio in the time domain. In the frequency domain, this

3n VAL
SNR,, ’

becomes

nLOD,, = (2.235)

here, At is the effective acquisition time for a single scan, given by the inverse of the

line broadening applied in the processing of the spectrum.

Practically, NMR relies on signal averaging (see 2.3.2) to enhance the spectra.
This method requires waiting between scans for the spins to reach thermal equilibrium.
In this case, a better measure of sensitivity can be applied by using total measurement
time as At. In this case the limit of detection now depends on instrumentation and

sample as T} relaxation dictates the experiment repetition rate.

2.3.4 Concentration limit of detection

Both types of LOD discussed so far are absolute measures. It is often of more interest to
examine the concentration limit of detection cLOD. This is given by dividing the LOD

by the sample volume:
nLOD nLOD

S c

cLOD =

(2.236)

Where V, is the volume of the coil and a is the filling factor defined in Eqn. 2.223.

Eqn. 2.235 shows that overall, the mass sensitivity of a probe is inversely propor-
tional to SNR. It follows from Eqn. 2.226, that the reduction in coil size would lead to
a reduction of nLOD. This relationship has been a key driving force in the development
of micro-NMR, however, a coil size reduction of a factor of 2, reduces the volume by
a factor of 8 leading to a rise in cLOD. For a concentration limited sample, it is more
important to have as high a volume as possible to increase the number of spins available
for detection. For a mass limited sample, the number of spins is fixed so it is more

advantageous to reduce the size of the coil.
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2.3.5 Transmission line probe

This work employs a planar transmission line probe (TLP) [1, 2], in which the geometry
differs from that of a classic micro-coil. The design of the TLP is based off early work
by van Bentum et al. and for an equivalent helix can give v/2 larger SNR. [87]. The TLP
geometry, shown in Fig. 2.7, features two conducting planes of a specific length with a
constriction in the centre. This geometry, gives rise to an electromagnetic eigenmode
with a strong anti-node of the magnetic field between the two planes at the constriction.
This concentrates the r.f. field and the detection sensitivity onto the sample area. When
coupled to a standard tuning and matching circuit, printed on the PCB, the probe be-
comes a transmisison line probe. The probe is compatible with a generic microfluidic

device that has well defined outer geometry, and a fixed sample chamber position. The

22.42 |

118.42,

constriction

92

FIGURE 2.7: Drawings of the detector assembly and the microfluidic device (1). A:

front view (dimensions in mm); B: exploded view. Spacer (4) ensures the alignment of

the sample chamber with the constrictions on the PCB planes. In A, PCB plane 5 is

hidden to show the orientation of 1 with respect to PCB plane 3. Thickness of each of

the PCB planes is 1.52 mm and the copper layers on the PCBs is 35 ¢ m. Both the

microfluidic device and the spacer are made from PMMA and have thickness of 0.9 mm
and 1 mm respectively. Figure reproduced from [1].

main advantage of using this probe is the compatibility of the device with customisable
microfluidic devices, allowing a broad range of applications such as tissue culture, mi-

crofluidic droplets, cell culture, and hydrogenation on a chip [1]. These applications can
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F1GURE 2.8: Plot comparing the limits of detection of previously design micro-NMR

detectors. Letters a-t correspond to different authors as cited by Badilita et al. [90]

Letters u [95] and t [91] represent more recent work. The probe used here is labelled
at TLP and a commercial cyro-probe is shown for reference.

be couple with pratical NMR, using the TLP, which few other microprobes allow [91-93].
The limit of detection LOD for the TLP used is 1.4 nmol s'/? which comparatively lower
than detectors of a similar size and more similar to the LOD of commercial cryo-probes
mentioned previously. Where the probe is exceptional in terms of micro-detector is the
cLOD, this is demonstrated in Fig. 2.8 which shows a wide variety of micro-NMR detec-
tors that have been reported in the literature. Fig. 2.8 has detection volume and mass
LOD (nLOD) plotted logarithmically on the z-axis and y-axis respectively, the diagonal
lines represent constant concentration (cLOD). The general trend of decreasing nLOD
with size is indicated with a line of gradient 1/2. The area shaded orange that is defined
as the 'metabolomics feasible’ range is a maximum 5 mM /s ensuring species present
at 0.1 mM can be detected within less than 20 mins. Point ’p’ in the diagram is a
micro-solenoid with a sample volume of 50uL developed for solid state NMR [94] and as
such is unsuitable for metabolomics. The TLP has a ¢cLOD of T mM /s and can detect
species at 0.02 mM in that time frame. Whilst this is suitable for some metabolomic
information to be gained, however, the subtle changes in molecules present at less than
0.02 mM are of interest but are unreachable with this probe using thermal polarisation

at this time.

For this work, the goal is not only to combine NMR detection and microfluidics,
clearly that has been done before. However, it is the combination of these two in a way

that does not minimise compromises on either side: free fluidic design and complexity
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on the one hand, and the full resolution and sensitivity of conventional liquid state NMR,

spectroscopy on the other.



Chapter 3

An NMR compatible on-chip

Peristaltic Pump

3.1 Introduction

In this chapter, the design and implementation of an NMR compatible, low dead volume,
microfluidic pump will be discussed. The goal is the development of a device that is
capable of exchanging and mixing two fluids in a controlled manner, and acquiring high
resolution NMR spectroscopy. Microfluidic pumping and mixing plays an integral role
in many biological and chemical applications, such as DNA analysis [96, 97], protein
folding [98], enzyme asssays [99, 100],chemical synthesis [101, 102], and kinetic studies
[3, 103]. These applications use a wide variety of techniques to detect and characterise
samples, including fluorescence spectroscopy [97], mass spectrometry [101], and UV-vis
spectroscopy [103]. In comparison to these techniques, NMR typically has a higher limit
of detection, however, NMR can provide quantitative, system level information in a few
scans and due to its non-invasive, non-destructive nature can give insight into living
systems in situ and allows for longitudinal studies of them. However, in order to keep
these systems alive, and truly replicate in vivo conditions, they need fresh supplies of
oxygen and nutrients. One way of achieving this is by perfusion of liquid that has been
exposed to fresh supplies of oxygen. Perfusion can be accomplished by pumping liquid
through the microfluidic device and then out to a reservoir that is in contact with a
supply of oxygen. This method would, however, dilute any metabolites given off by
the living system that is under investigation within the device, and since the biggest

limitation of NMR is sensitivity, it is pertinent to avoid this.

Many solutions to the challenge of pumping and mixing at small scales exist,
these include 3D printed valves [104, 105], syringe pumps [106-108], pressure actuated
valves [109-111], electrowetting (sometime referred to as digital microfluidics) [112, 113],

piezoelectric pumps [114, 115], magnetic pumping [116, 117], and centrifugal forces [118—

49
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120]. However, in order to enable microfluidic pumping and mixing at high magnetic
fields, and high-resolution NMR, a number of challenges must be overcome. Firstly, the
dead volume of the device should be kept to a minimum, as any unnecessary dilution
will affect the ability to collect NMR spectra. Secondly, the materials used should be
compatible with a high magnetic field, clearly ruling out ferrous metals, this also rules
out materials that have a significantly different magnetic susceptibility to that of the
chosen fluid (in this case water). As described in chapter 4, susceptibility mismatches
need to be carefully managed, or they will interfere with the homogeneity of the magnetic
field which essential for production high resolution spectra. Thirdly, the construction
materials selected must be conducive to rapid prototyping, and as such, must be cheap
and readily available, as well as be easily cut by a laser cutter and bonded using a simple
method. Fourthly, when fully assembled the device must fit inside the bore of an NMR
magnet, typically 38mm in diameter. The NMR sensitive area, should not be more
that 1 mm in thickness, due to limitations imposed by the strip-line probe geometry
[1]. Lastly, the device should be able to seal against gas and liquid pressures whilst in

operation inside the magnet.

In summary, the device must meet the following criteria:

¢ Non-magnetic parts where possible, susceptibility matched.
e Easily fabricated using rapid prototyping.

¢ Low dead volume pump.

e Biocompatible materials.

e Geometry compatible with transmission line probe.

o Easily assembled and operated in situ.

Pumps that integrate pumping ‘on chip’ are key to minimising the dead volume
within the device. Unger and co-workers [121], were amongst the first to do this by
micro-fabricating PDMS valves using soft lithography. Fig. 3.1 shows the devices, these
work by having a central fluid path that has various gas channels running perpendicular
above it. By simply applying air pressure, the gas channel expands cutting off the flow
in the fluid path beneath. When these valves are actuated in sequence, they produce a

net movement of fluid and flow rates of 2.5 nL/s were achieved.

Leslie et al [122] had slightly different approach. In the ‘pump’ the PDMS forms
a dome above a circular structure in the fluid channel that is the depressed using air
pressure. In order to control the flow they use so called fluidic diodes, these work
analogously with electric diodes, by only allowing fluid flow above a certain pressure in
one direction only. These diodes are formed by having a weir that separates two fluid

channels covered by a compliant PDMS membrane. When the internal fluid pressure
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FIGURE 3.1: A) A 3D scale diagram of an elastomeric peristaltic pump. The channels

are 100 m wide and 10 m high. Peristalsis was typically actuated by the pattern 101,

100, 110, 010, 011, 001, where 0 and 1 indicate “valve open” and “valve closed,” respec-

tively. B) Pumping rate of a peristaltic micropump versus various driving frequencies.
This figure is reproduced from [121].

reaches the threshold, this pushes the PDMS membrane up and allows fluid connection
over the weir. The pressure required to open the diode depends on the thickness of the

PDMS ceiling and is predictable which allowed control of flow in the chip at large.

The solution employed here involves a multilayered poly(methylmethacrylate)
PMMA device, with two PDMS membranes, sandwiched between two 3D printed holders
held together with brass screws. The PMMA device houses the structures for the valves,
as well as the fluid circuits, including an NMR sensitive sample chamber and on-chip
reservoir. The PDMS layers have two separate functions, the top membrane forms the
valves with the PMMA structures whilst the bottom membrane acts as an o-ring to seal
against fluid leaks. The 3D printed holders are also multi purpose. The top holder forms
the last part of the valves by sealing the PDMS-PMMA valve and allowing the delivery
of pneumatic pressure through the bore of the magnet to the device. The bottom 3D
printed holder allows the device to be filled and supplies external ports for fluid short
circuiting. Together, they help seal the device against gas and liquid leaks. This device
coupled with a bespoke, homebuilt probe enables pumping and observation by NMR in

a microfluidic device.
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do

FIGURE 3.2: a, Discrete fluidic capacitors are created by bonding deformable films
(in this case, PDMS) over reservoirs placed in the network between fluidic channels
(resistors) fabricated in glass. These features store and release fluid (volumetric flow
rate, qc) in proportion to the time rate of change in pressure inside the network.
b, Discrete fluidic diodes are created by bonding deformable films around weirs that
separate two channels in the network. When the internal pressure is larger than the
external pressure, the diode opens and exhibits nonlinear pressure—flow relationships
(volumetric flow rate, qD) dictated by solid—fluid coupling. When the internal pressure
is less than the external pressure, the diode pulls shut and prevents flow. Figure taken
from [122].

For this work, the valves that are used for pumping are integrated in to the fluid
path on the device itself. This integration is essential, as the device is required to work in
situ inside a full size NMR magnet. In order to feed the device with liquid from outside
the magnet, even with small internal diameter tubes, would mean many millilitres of
dead volume. The integration of the valves means that the dead volume can be kept
to a few nL. These valves are then actuated in sequence to produce a net flow of liquid

around the device. Shown below in Fig. 3.3 is the basic principle behind the design.

In the device, there are valves cut into the layers of PMMA. These are formed
by a hole in the top, and middle layer. The hole in top layer has a radius of 500um
whilst the hole in the middle layer has a radius of 100um. The top layer has a channel
(approx. 150um in width and depth) scored into it to deliver fluid to the top chamber
whilst the middle layer has a similar channel scored on the under-side to carry fluid away.
When covering the hard PMMA structure with the more compliant PDMS membrane

of 250um thickness, applying air pressure from above seals the valve by covering the
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FiGURE 3.3: A cut-through view of the valves in the device showing how when air
pressure is appplied the PDMS membrane is pushed down and seals the small hole cut
in the middle layer.
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FI1GURE 3.4: 3D render of a single valve with 3D printed layer shown too

hole in the middle layer. A 3D rendering of a single valve is shown in Fig. 3.4 and shows
the ratio of pump holder opening, top hole; and middle hole respectively. The key to
these valves is that the scored channels are on opposing sides of the valve. In Fig. 3.5,
micrographs of the chip outside the holders are shown, with the valves where one can
see the fluid channels on opposing side of their respective layers. Also given, is side by
side comparison of the same valve (valve 2 in Fig. 3.8) open (2) and closed (3) one can

see the ’ring’ formed by the PDMS as it seals against the middle layer.

PMMA was chosen for the main construction material as it is amenable to rapid
prototyping, and can be reliably bonded using established methods [123]. The suscep-
tibility of PMMA is similar to water, so high resolution spectroscopy is possible. It is
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FIGURE 3.5: Micrographs of A: free chip showing two valves B: An assembled device
with an open valve C: An assembled device with a closed valve, the arrows indicate the
area where the PDMS is in contact with the PMMA and is sealing the hole.

biocompatible and optically transparent, which allows for future biological experiments
that may also require fluorescent analysis. Poly(dimethylsiloxane) (PDMS) is used as
the membrane in the valves due to its wide availability and bio-compatibility. However,
when considering PDMS devices in NMR it is important to place it away from any NMR
sensitive areas. Due to its amorphous structure, the *H background signal from PDMS
is large and broad across the range of ppm that the signals that are of interest appear.
This broad background signal, makes it impractical to suppress and any suppression
would also suppress the signals of interest, and could lead to difficulties in quantification

of substances present in the sample under investigation.

In the design shown in Fig. 3.6, a PDMS layer is still used. However, it is removed
from the sensitive area around the sample chamber so that it does not interfere with the
signal collected from the device. The 3D printed part’s role here is three-fold, firstly,

it acts as a conduit for delivering liquids and transporting them around the device.
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Secondly, it allows for the pressurised air to be delivered which drives the pneumatic
valves and enables pumping. Lastly, when screwed together, the 3D printed parts form

a seal against liquid and gas leaks.

- Air pressure supply
-
’
/
L)
v
PMMA
Layers < = | = 7
; 7 1/ PDMS Layers

FIGURE 3.6: A 3D representation of the device with separate layers of chips and PDMS
layers shown.

In Fig. 3.7, a simple depiction of the operation of the device is given. The de-
vice has two states, ’advance’ and 'mix’, labelled as A and B respectively. During the
advance’ state, valve 4 is closed, and valves 1, 2, and 3 are actuated in sequence to
move liquid from the reservoir to the sample chamber and vice versa. During the 'mix’
state, valves 3 and 5 are closed, and valves 2, 4, and 6 are actuated in sequence to mix
the contents of the sample chamber. The 'mix’ state pumps fluid through the sample
chamber, excluding the reservoir. Under this laminar flow the mixing is initially poor,
however, when continuously pumped over a long period of time the two phases ’smear’

into one another and mixing occurs at the boundary between them.

The fluidic path design is shown in Fig. 3.8. There are six valves that make up
the pumping network, these are labelled 1-6. There are four liquid ports (A-D), that
allow the flow from the inner circuit (red) to the outer circuit (blue). When in the
"advance’ state, the ports are are connected A-B and C to D using small amounts of
tubing outside the device. When, in the mix state the liquid ports are cut off by closing

valves 3 and 5, and the liquid is mixed in the inner circuit.
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FIGURE 3.7: A schematic drawing of the ’advance’ (A) and 'mix’ state (B) of the on

chip pump. In the ’advance’ state the valves move liquid around the outer circuit, from

the reservoir to the sample chamber, and vice versa. In the 'mix’ state, the valves move
the contents of the sample chamber around the inner circuit and mixes them.

The 6 valves are all individually addressable with air pressure which, when coupled

with home-written Arduino firmware, can be actuated in sequence in order to move fluid

in a given direction. The block diagram of the arduino set-up is shown in Fig. 3.9. By

varying the frequency and lambda parameters, listed in the firmware, one can control

the liquid pumped in a given time.
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FIGURE 3.8: A CAD drawing of the chip designed for pumping and mixing. Inner (red)
and outer (blue) liquid circuits; liquid ports (A-D) and valve positions (1-6) shown.

3.1.1 Materials and Methods

The devices are composed of three layers of cell cast poly(methyl methacrylate) (PMMA,
Weatherall Equipment). The sheet thickness was 200 pum for the top and bottom layers,
and 500 pym for the middle layer. The channels and sample chambers were designed
in AutoCAD and cut using a CO, laser (HPC Laser ltd.) to an approximate width
and depth of 150 pum. These layers were bonded together using plasticiser (2.5% v/v
dibutyl phthalate in isopropyl alcohol) and subjected to heat and pressure (358 K, 18.6
MPa). To seal the devices, two poly(dimethylsiloxane) (PDMS, Shielding Solutions)
were designed in AutoCAD and cut using the same laser as the PMMA layers.
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FIGURE 3.9: An arduino controller is connected to, and powered by, a laptop via USB.

The controller is connected to a darlington array via six 5V logic connections (shown

in red) when addressed, these allow the corresponding pin opposite to draw power from

the +24V connected from an outside source. The blue lines indicate the the wires

carrying 24V to the solenoid bank which are pneumatically connected to the valves in
the chip as labelled.

The PMMA and PDMS were screwed together and held in place using 3D printed
devices designed in SolidWorks (Acura Xtreme, ProtoLabs). These, as shown in Fig. 3.6,
seal the device whilst enabling the filling of the device as well as delivering the pressurised

air for the peristaltic pumping.

The hardware for controlling pumping comprised of a solenoid valve system with
8 individual valves (Festo, RS Components Ltd). These were connected to 3mm plastic
tubes (Festo, RS Components Ltd) and all supplied from an in-lab air pressure source.
This valve system was connected, via a solderless breadboard, to an arduino (Mega 2560,
RS Components Ltd) controller allowing for individual control of each of the valves. The

Solenoid valve system was powered using a 24V supply.

The device was put into a transmission line based home-built probe. In this,
the device is held between two striplines with the inner sample chamber lining up with
the constriction on the strip-lines. NMR measurements were performed on a bruker
AVANCE III spectrometer and 11.7 T magnet. Spectra were collected using 64 scans
using a 90 degree pulse length of 2.5 us at 50 W of power. Water suppression was
achieved by using presaturation with 5210~* W.

100mM solutions of sodium acetate (Merck) and 3-(Trimethylsilyl)-1-propanesulfonic
acid (DSS, Merck) by dissolving 82 mg and 196 mg in 10 ml of deionised water (ReAgent)
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respectively. The two fluidic loops were then filled with these separately and the in/out

ports short circuited.

Firmware for controlling the peristaltic pump was written in Arduino and is pro-
vided in the appendix. This has the ability to put the pump into 3 states “advance”,
“mixing” and “quiet”. The “advance” state pumps from the outside loop of the device to
the inside loop for a desired number of seconds; “mix” pumps around the inner loop for
a desired number of seconds; and “quiet” stops all pumping and leaves all valves open

indefinitely.

3.2 Results and Discussion

3.2.1 Characterisation of flow

Characterisation of flow experiments where performed with the device in an “open”
configuration. This means that after the device was screwed together the two circuits
shown in blue and red were joined together by fixing tubing between the A and B ports
shown in Fig. 3.8. This leaves C as the “in” port and D to be the “out” port with valves

3, 2, and 1 being actuated in sequence to pump, and valve 4 sealed.

The device was connected to translucent polytetrafluoroethylene (PTFE) tubing
(Outer diameter 1.6 mm, inner diameter 0.8 mm) with one end submerged in a 500 mL
beaker containing filtered DI water (Reagent). Next to the device a ruler was secured
to the bench top with the tubing fixed parallel to it. The pump was then switched on
and the device allowed to draw water, and pump out the other side. When the water
meniscus reached the tubing next to the ruler a timer was started and the distance
along the ruler was recorded every minute for 10 minutes. The was repeated 3 times
for frequencies from 0.25-1 keeping the lambda constant at 3, which had shown through

trial and error to be the optimum number.

The graph shown in Fig. 3.10 is the result of plotting the cumulative volume
pumped vs. time. All 4 frequencies show very little deviation from linearity in the long

term and also show very small error bars (plotted as +20).

In Fig. 3.11, the flow rate of the pump at varying frequencies is plotted. This
shows that the flow rate doesn’t linearly depend on frequency, and seems to level off
at higher frequencies. When initially observing the gradient of the lines in Fig. 3.10,
the non- linearity was attributed to inconsistencies in the tightening of the screws in the
device. However, the small error bars associated with the flow rates across three separate
experiments, each with at least one disassembly and reassembly of the device, it is now
thought that the limit of the pump rate is related to the elasticity of the membrane, and

how fast it’s able to ’snap back’ and re prime itself to pump in each valve.
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3.2.2 In situ operation of the device

In order to validate the pumps compatibility with NMR, the device was placed into a

home built transmission line probe inside a 500 MHz magnet. The arduino controller

and solenoid valve bank where secured outside the magnet and the 6 pressurised air lines
fed in through the top of the magnet. The device was then filled with 100mM sodium

acetate in DI water (Sigma Aldrich) in the inner circuit by attaching a syringe to inlet B
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FI1GURE 3.12: NMR spectra recorded with 16 transients on a device containing 100mM
Sodium acetate in the inner circuit and 100mM DSS in the outer circuit.

in Fig. 3.8. 100mM 3-(Trimethylsilyl)-1-propanesulfonic acid (DSS) in DI water (Sigma
Aldrich) was added to the outer circuit by syringing into inlet A. The sample chamber
then contained only sodium acetate and all the initial signal should arise from this. The

two fluid networks were then connected using two short lengths of 1/16” outer diameter
PTFE tubing by joining A to B and C to D.

First, a spectra was collected of the chip after filling, A in Fig. 3.12, using 16
transients and shows mainly the acetate signal at 1.9 ppm. The pump was then put
into the ’advance’ state for 120 seconds which mean the valves are actuated in order to
pump liquid around both circuits. The pump then mixed in the inner circuit for 120
seconds and a second spectra was recorded, B. This shows the 4 signals typical of DSS
at 2.91 ppm, 1.75 ppm, 0.63 ppm and 0 ppm and very little acetate signal. Indicating
that the volume inside the NMR sensitive area has been almost entirely exchanged.
Lastly the pump again advanced and mixed for the same time as before producing the
spectra shown in C. Again, this spectrum is different. It shows all signals expected in
abundance. This points to mixing of the two substances facilitated by the peristaltic

pump and serves as proof, at least in principle, that an NMR compatible microfluidic
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peristaltic pump capable of mixing liquids in a controllable manor has been presented

here.

3.3 Conclusions

In conclusion, an NMR compatible; low dead volume microfluidic pump has been de-
signed and manufactured that works inside the bore of a high field magnet. The pump
has shown excellent linearity and stability in the long term as well as performing ex-
change, and mixing, of two substances within the device inside a high field magnet. The
present limitations are that precise volume control has not yet been achieved. This is,
however, thought to be linked with the varied tightening of the screws of the 3D holder
as well as the presence of bubbles within the device. Another element that requires
further probing is the non-linear dependence of flow rate on frequency. My intuition
is that this depends on the thickness of the PDMS layer used however further exper-
imentation with varying thicknesses is needed. Further investigation is required into
the mixing described in Fig. 3.12, as presently the results could be explained by both
fluids being separately present in the sample chamber. In order to probe this further, a

macro-molecular assembly reaction like that detailed in [124] could be used.

Potential future applications of this pump include: microfluidic protein binding
experiments; in situ liver slice culture and metabolomics; and hyperpolarization exper-

iments.



Chapter 4

Microfluidic Droplet NMR

This chapter is an extended version of W Hale, G Rossetto, R Greenhalgh, G Finch
and M Utz, High-resolution nuclear magnetic resonance spectroscopy in microfluidic
droplets, Lab on a Chip, 2018, 18, 3018-3024 [125]

4.1 Synopsis

In this chapter, a system that enables high-resolution NMR. spectroscopy of microfluidic
droplet emulsions is discussed. Acquiring NMR spectra of emulsions is complicated by
the magnetic susceptibility mismatch between the phases, and the chip material. In or-
der to overcome these challenges a 2-part solution is needed. Firstly, air-filled structures
are incorporated into the microfluidic chip design in order to match the poly(methyl
methacrylate) (PMMA) with the continuous phase (cyclohexane) susceptibility. Sec-
ondly, a Eu®" complex is doped into the dispersed phase (water) in order to match the
susceptibility of the phases. High resolution spectra with line widths of 3 Hz were ob-
tained in the ideal case. However, a serial dilution experiment that was used to obtain
spectra of glucose droplets showed the highly sensitive dependence of line width on Eu

concentration.

4.2 Introduction

Droplet microfluidics is the field of microfluidic research that separates samples into
discreet droplets by dispersing one immiscible fluid (dispersed fluid) in another (contin-
uous fluid). In this way, samples can be manipulated freely in the lab-on-a~chip (LoC)
system, and problems due to viscous dispersion and cross-contamination are avoided.
In doing so, microdroplets of tuneable size and volume, typically femto- to nanolitres,

are produced at rate reported to be up to 44 kHz [126]. Thorsen et al [34] reported

63
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one of the first droplet microfluidic devices. In the letter, they show how one can use
microfluidic channels to generate mono-disperse microemulsions by shearing water into
a perpendicular flow of oil. By varying the ratio of the pressures driving the flow of each

fluid they produce droplets that range in diameter from 10 pm to 60 pm.

Droplets have since emerged as a versatile tool finding wide ranging applications in
areas such as microcapsule synthesis [127], crystal growth [128], chemical reactions [129],
cell/organism encapsulation [130-132], PCR [133, 134], and Protein studies [135, 136].
These applications are diverse owing to many advantages that microfluidic droplets
possess: limited cross contamination; high production rates; large surface area to volume

ratio; small reagent volumes; and independent control of each droplet [137].

Droplet generation can, broadly speaking, be divided into two categories. These
are active and passive generation methods. Active methods are defined as applying
additional force to the device to create droplets such as electric [138], magnetic [139] or
centrifugal [140] or by modifying intrinsic forces by tuning fluid velocity [141]. Passive
methods rely on the inherent instability of the liquid-liquid interface when mixing two
immiscible fluid in order to generate droplets [142-144]. Zhu and Wang [145] have
published an in-depth review of the various methods of droplet generation as well as the

equations that govern them.

Here, active droplet generation is used in the form of fluid velocity variation. Two
syringe pumps were employed that allowed separate manipulation of flow rates of the
dispersed and continuous fluid. The dispersed and continuous phase are co-flowed to the
the droplet generation point. By using this method, one can control the production rate
and size of the droplets. Droplets of size 100 pm in diameter and a rate suitable enough
to fill the sample chamber. If the flow is too fast the droplets have a very low residence
time and there is never enough build up to perform an experiment. If, however, the
flow is too slow the droplets that are formed are too big and inconsistent for any kind

of reliable experimentation.

As discuss in chapter 1, nuclear magnetic resonance (NMR) as a spectroscopic
technique has two chief advantages. It is non-invasive and non-destructive which makes
it ideally placed to study living systems without destroying them. Indeed, NMR and
magnetic resonance imaging (MRI) are both methods actively employed in metabolomics
[146], drug discovery [147] and cancer imaging [148]. The nature of NMR means that
one can glean quantitative, system level information in one experiment without the need
for chemical tags. In a microfluidic context, where fluorescence spectroscopy [149, 150],
or mass spectrometry [151, 152], are often the methods of choice for detection, NMR

can be used in parallel to these and contribute to a better understanding of the system.

In this work, the possibility to obtain high-resolution NMR spectra from small
volumes of droplet emulsions on a chip is explored. Integration of high-resolution NMR

spectroscopy with microfluidic systems is challenging for a number of reasons. On the
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one hand, small sample volumes place stringent demands on detector sensitivity [90, 153]
This has recently been addressed with the design of highly efficient planar NMR micro-
coils [154] and transmission line resonators [1, 2] Another challenge is the preservation
of high spectral resolution, which depends on a highly homogeneous magnetic field over
the sample volume. Differences in magnetic susceptibility between the materials used
for the microfluidic chip and the sample fluid, as well as the materials and geometry
of the probe assembly, lead to a demagnetising field that varies continuously over the
sample volume. Typical diamagnetic volume susceptibilities range from about —11 ppm
to about —5 ppm (in SI units); [155, 156] differences of the order of several ppm are
therefore commonplace. Unmanaged, they lead to broadening of NMR spectral lines

over a ppm or more, which corresponds to a severe loss of resolution in 'H liquid state
NMR.

Managing susceptibility differences for an emulsion of droplets on a microfluidic
chip adds additional complexity, since three different materials are now involved: the
chip, the continuous phase, and the droplet phase, all with different susceptibilities. This
can be mitigated in a two-step approach, which is based on the observation that most
organic solvents in use as continuous phases for droplet microfluidics are less diamagnetic
than water. First, the susceptibility difference between the chip and the continuous phase
are compensated by shimming structures that are added to the chip design. Then, the
susceptibility of the aqueous droplet phase is matched to that of the continuous phase

by adding a paramagnetic solute.

4.2.1 Susceptibility

Magnetic susceptibility, xy, is a measure of how much a material will become magnetized
in an applied magnetic field, broadly, this allows a classification of most materials as

para- (x>0) or dia- (x<0) magnetic. Materials used in this work are listed in Table 4.1.

The magnetization of the material is given by the equation M = xH where M
is the magnetisation of the material and H is the magnetic field. In [157], a derivation
of how the susceptibility can affect the magnetic field around a sample and influence its

spectra is given.

In the absence of currents Ampere’s law requires that V x H = 0. The magnetic

field H can then be expressed by a scalar magnetic potential U as:
H=-VU. (4.1)
To describe an object being inserted into a magnetic field the potentials are split,

as U = U, + Uy, where U, = Hz represents the original homogeneous field, and H; =
—VU, is the field generated by the magnetic dipoles induced in the inserted object
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(sometimes referred to as demagnetising field). The magnetic field H, which is assumed

to be along the z-axis, arises from the superconducting coil.

The macroscopic magnetic induction B is given by:

B = 11y (H + M), (4.2)

where p, = 47 x 107 VsAm ' denotes vacuum permeability. With Gauss’ law
V - B = 0 this becomes:

B =po(=V(Uy +Uy) + M) (4.3)
VB =po(~V*(Uy + Uy + V- M) (4.4)
V2U, =V - M. (4.5)

It is assumed that the object consists of a number of spatial domains characterised
by a locally constant magnetic susceptibility x;,. The magnetisation therefore, is a

piecewise constant,
M, = x.Hoe., (4.6)

the V- M term from Eqn. 4.3 vanishes everywhere except at domain boundaries.

The magnetic field satisfies the boundary conditions[158]

(Hyp —Hy ) xn =0, (4.7)

(Hyo —Hyy) -0 = Hy(x2 — x1)e, - n, (4.8)

where n denotes the surface normal from material 1 to material 2. Equations 4.3,

4.7 and 4.8 are formally solved by:
H 3 - _
U,(r) = 0/ wds, (4.9)
s

where dS is an infinitesimal surface element, and r’ is the integration variable.
If there are more than two materials involved, as there are in droplets where there are
three: the continuous phase; the water phase; and the PMMA, each boundary gives an

additive contribution of the same form.

The resonance frequency observed is proportional to the magnetic induction B,
experienced by chemically equivalent nuclei within each domain. This induction is de-

termined by the outside field H plus the induced magnetic dipoles of all molecules in
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the same domain except the molecule carrying the observed spin.[159] In liquids and

isotropic solids, the external magnetic induction differs from the macroscopic B as:

2
B, - B= ”gXS H,. (4.10)
The magnetic induction relevant for the Larmor precession of nuclear spins in the

sample is therefore

Xs
Bewt = MOHO(I + ?)ez - MOVUd' (411)

Since x is a piecewise constant, the p,VU, term contributes to continuously varying
fields and therefore any line broadening seen in the spectrum, whereas the 1o Hy (143 )e,

term produces a bulk magnetic susceptibility shift (BMS) of the resonance line.

4.2.2 Matching susceptibilities

Matching susceptibilities of materials is a problem in microfluidic NMR. Fortunately, the
susceptibilities of the materials used are typically similar as in most of our experiments,

the solvent is water and the chip material is PMMA.

When the susceptibilities are mismatched, as they are in droplets, this can cause
inhomogeneities in the magnetic field. These inhomogeneities shift the resonances and
broadens the lines in the spectra rendering them useless. For any kind of useful NMR
the magnetic field needs to be very homogeneous, with most commercial superconduct-
ing magnets achieving homogeneities of a few parts per billion. In microfluidic devices,
air-filled shim structures have been utilised to match susceptibilities between chip con-
struction material and fluid. Utz and co workers [157] have shown that susceptibility
mismatches can be compensated for by installing such shim structures around the NMR,
sensitive region, to produce an equal and opposite demagnetising field to the one caused
by the solution. Using this, they showed well resolved spectra can be taken of glucose

dissolved in the mismatched liquid.

The work in this chapter, combines both structural shimming and chelated lan-
thanide doping, to glean high resolution NMR spectroscopy from a microfluidic droplet
emulsion. The system is comprised a PMMA chip, an aqueous dispersed phase, and a
cyclohexane continuous phase. As mentioned the PMMA and water are susceptibility
are quite similar. The cyclohexane, however, is matched to neither. Hence, for all mate-
rials and solvents to be matched, structural shimming is employed to match the PMMA
to the cyclohexane and a chelated lanthanide [Eu(DTPA)]?~ will be used to match the

water susceptibility.
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FIGURE 4.1: Summary graphic of the work in [157]. This shows how the NMR spec-

trum of glucose changes in a susceptibility mismatched chip but by cutting shim struc-

tures around the sample chamber high resolution NMR is still possible despite the
mismatches.

In emulsions, susceptibility differences between the oil and aqueous phases lead
to similar line broadening [155] NMR spectroscopy is extensively used to characterise
emulsion droplet size distributions using pulsed field gradient methods [160-166]. These
methods do not require spectral resolution of individual compounds other than the
two solvents, and are therefore unaffected by the susceptibility broadening. By con-
trast, high-resolution NMR spectroscopy, with sufficient resolution to distinguish mul-
tiple compounds present in either of the two phases, requires careful mitigation of the
susceptibility differences. It has also been shown that susceptibility differences can be
compensated for in a liquid sample by doping of a chelated lanthanide [167]. For ex-
ample, Lennon et al. demonstrated that the susceptibility mismatch between the inside
and outside of deoxygenated red blood cells could be compensated for by doping 3mM
of dysprosium tripolyphosphate [Dy(P;0;,),]7~ into the extracellular fluid [168]

It should be noted that in principle, the same effect could be achieved if a dia-
magnetic dopant could be added to the continuous phase. However, while paramagnetic
dopants are easily available in the form of transition metal ions, no effective diamagnetic

dopants exist in the literature.

Eu®' complexes are paramagnetic, and are frequently used as shift agents in NMR
spectroscopy. Unlike other lanthanide ions such as Gd*'" or Ho®", which are powerful
nuclear relaxation agents, Eu®>" has only a minimal effect on nuclear magnetic relax-
ation due to its extremely short electron spin-lattice relaxation time [169] Addition of
millimolar quantities of Eu®" to aqueous solutions therefore does not cause significant

relaxation line broadening, but changes the bulk magnetic susceptibility of the solution
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TABLE 4.1: Bulk magnetic susceptibilities
Compound ~ xy/107¢ (SI)  Ref

water —9.05 [170]

cyclohexane —7.640 [170]

PMMA —9.01 [171]

Air +0.36 [172]
3+

proportionally to the Eu®" concentration. It is therefore possible to adjust the sus-
ceptibility difference in a droplet emulsion by adding a Eu®" complex that selectively

dissolves in (or at least strongly partitions to) the aqueous phase.

In the present work, the diethyl-triamine pentaacetate (DTPA) complex of Eu®T,
Eu[DTPA]*" is used. As an ion species, it is readily soluble in aqueous media, while
exhibiting only negligible solubility in apolar organic solvents. Microfluidic chips are
fabricated from poly methyl methacrylate (PMMA). By a fortunate coincidence, the
susceptibilities of PMMA and water are very close to each other (Table 4.1). NMR lines
in microfluidic devices made from PMMA are therefore narrow if aqueous samples are
used, provided that the boundaries of the chip and the environment are either aligned
with the external magnetic field, or are kept sufficiently remote from the detection area.
By contrast, most organic solvents are considerably less diamagnetic than water, as

exemplified by the case of cyclohexane, which has been used in the present study.

In the remainder of this chapter, finite element calculations are used to estimate
the NMR line widths expected in a droplet emulsion depending on the susceptibility
mismatch. The results are then compared to experimental line widths obtained with
varying concentrations of Eu[DTPA]*" in the aqueous phase. Finally, narrow NMR
lines are obtained by combining structural shimming [173] with susceptibility matching,
and demonstrate that this approach can be used to obtain a high resolution of glucose
contained within the compensated droplets. The chip used in this work is shown in
Fig. 4.2. Tt consists of a sample chamber in the centre of the chip, which is designed
to line up with the sensitive area of a transmission-line micro-NMR detector [2], and
a convergent flow droplet generator. The aqueous phase and the continuous phase are
fed into the two ports at the top. Droplets are formed and transported downstream
into the sample chamber. The chamber is surrounded by four shim structures, which
are circular shaped cutouts filled with air. They have been designed to compensate for
the difference in susceptibility between the chip material (PMMA) and the oil phase
(cyclohexane) as shown in Fig. 4.3. The operation of the chip is shown on the right side

of Fig. 4.2; droplets of about 100 um diameter are formed and fill the sample chamber.
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FIGURE 4.2: Droplet chip design (left) and detail micrograph of the sample chamber
area filled with droplets (right). Some droplets are also visible in the entrance and exit
channels.

4.3 Materials and Methods

Microfluidic chips of the design shown in Fig. 4.2 were fabricated from PMMA sheet
material by laser cutting, and subsequent bonding of layers with a plasticiser under heat
and pressure [174]. The chips consist of a top and bottom layer of 200 pum thickness
each, and a middle layer of 500 pm. Fluid channels upstream from the flow-focussing
droplet generator were scored into the middle layer at low laser power to a depth of about
100 pm. Downstream from the droplet generator, the channels and the sample chamber
were cut through the 500 pm middle layer by increased laser power, as were the shimming
structures. The chips were connected to a pair of Cole-Palmer 200-CE syringe pumps
for droplet generation. A flow rate of 20 pl/min was typically used for the continuous
phase and 4 pl/min for the aqueous droplet phase. The continuous phase consisted
of cyclohexane (Sigma-Aldrich) with 0.5% w/v of span-65 (sorbitan tristearate, Sigma-
Aldrich) as a surfactant to ensure droplet stability. The cyclohexane/span solution
was kept in a water bath at 30°C for at least 2h to ensure complete dissolution of
the surfactant. Prior to use, all solutions were left to equilibrate at a controlled room
temperature of 25°C for at least 4h. Steady state conditions were ensured by letting
the droplet generation run until the volume inside the chip had been exchanged at least
five times. The chip was then disconnected from the syringe pumps, and the connection

points sealed prior to insertion of the chip into the NMR probe.
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NMR measurements were carried out on a Bruker AVANCE III spectrometer
equipped with an Oxford wide bore magnet operating at 7.05 Tesla, corresponding to a
'H Larmor frequency of 300 MHz. A home-built NMR probe based on a transmission-
line detector was used [2] It accommodates microfluidic chips of the shape shown in
Fig. 4.2. In the present work, the probe was doubly tuned to allow irradiation both at
300 MHz for 'H and at 75 MHz for '*C. Details of the electronic and mechanical design
of the probe are given in Ref. [175].

NMR spectra were obtained at an RF nutation frequency of 66 kHz for 'H, corre-
sponding to 90 degree pulse length of 3.8 ps. Shimming was first performed on a sample
of pure cyclohexane in an identical chip, these resulting values were used throughout all
subsequent experiments with minor adjustments being made to linear shims (X,Y,Z) be-
fore each experiment to minimise line width. NMR spectra were acquired using Bruker
spectrometer software (TopSpin 2.0), and were processed using home-built scripts writ-
ten in Julia. [176] 20 mM of 4,4-Dimethyl-4-silapentane-1-sulfonic acid (DSS, Sigma

Aldrich) was added to the aqueous phase as a chemical shift standard.

MRI gradient echo images of the sample chamber were obtained using ParaVision
software and the fast low-angle shot (FLASH) pulse program. Flip angles of 30° were
employed as well as a repetition time of 600 ms; 8 scans were averaged for each image.
Two images were acquired for each field map at echo times of 6 and 10ms, respectively.

The data was processed using home built software in Mathematica.

Eu[DTPA]*" solutions were prepared from a 82.240.25 mM stock solution, which
was prepared by adding 1 g of EuCl; (Sigma Aldrich) to a 50 mL volumetric flask.
Separately, 3.93 g of diethylenetriaminepentaacetic acid (DTPA, Sigma Aldrich) and
1.99 g of NaOH (Fischer) were dissolved in 100 mL deionised (DI) water (Sigma Aldrich)
. An equimolar amount of the DTPA solution was added to the EuCl; solution. The
pH of this solution was then adjusted by addition of 2M NaOH solution dropwise until
a neutral pH was attained. This was then topped up to 50 mL using DI water.

Finite element calculations of field distributions in emulsions were carried out
using COMSOL Multiphysics with the “magnetic fields, no currents” (mfnc) physics
module. Optimisation of the shim structures was done with COMSOL Multiphysics
[177] Starting from a SolidWorks model of the chip design, which was also used as a basis
for production of the devices using a laser cutter, a finite element model was assembled
and meshed. The shim structures consist of four symmetrically arranged circular holes
through the middle layer of the three-layered devices. The positions and the diameters
of these holes were optimised using a Nelder-Mead simplex algorithm. At each iteration,
the magnetic field distribution inside the sample chamber was calculated using the mfnc
physics module. The square norm of the second derivative of the z-component of the
magnetic field was integrated over the volume of the sample chamber, and was used as

optimisation target hlas this aided the stability of the optimisation.
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FIGURE 4.3: A: Finite element simulation of relative magnetic field distribution in

an uncompensated chip (circular structures filled with PMMA) filled with cyclohexane

and B: a compensated chip filled with cyclohexane; C: a linear plot of relative magnetic
field along the z-axis through the middle of the sample chamber.

4.4 Results and Discussion

While it is possible to predict the magnetic field distribution in a system of multiple
phases with differing susceptibilities by solving the magnetostatic equation (Eqn. 4.9),
this requires precise geometric information on the arrangement of the two phases. In the
case of an emulsion, the arrangement of the droplets is not regular. However, at high

droplet densities, it can be expected to approximate a dense packing of spheres. In order
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FIGURE 4.4: A: Finite element simulation of magnetic field distribution in droplets.
z-component of the reduced magnetic field H .4 in an isolated spherical droplet and B:
in a face-centred cubic arrangement of droplets; C: FEM mesh used to calculate the
result shown in B; D: histograms of the z-component of the reduced magnetic field in
the continuous (orange) and in the droplet (blue) phase in the FCC arrangement.

to obtain a semi-quantitative prediction, the demagnetising field in face-centred cubic
(FCC) and simple cubic (SC) lattices of diamagnetic spheres was simulated; the results
are shown in Fig. 4.4. A single unit cell containing one (SC) or two (FCC) independent
spheres was meshed under periodic boundary conditions in all directions (Fig. 4.4C).
The solution to Eqn. 4.9 for an isolated diamagnetic sphere gives a homogeneous de-
magnetising field on the inside i.e. Eqn. 4.9 = 0, while the field outside of the sphere is
that of a magnetic point dipole located at the sphere’s centre. This situation is approx-
imated in a lattice if the lattice constant is much larger than the sphere diameter. The
computed demagnetising field of a small sphere in an SC lattice is shown in Fig. 4.4A.
The contour levels display the z-component of the local demagnetising field normalised
by the background B, field and the susceptibility difference Ax = Xgphere — Xcontinuous-
The field is homogeneous inside the sphere, and a spatially varying demagnetising field
only exists in the continuous phase. By contrast, in a densely packed face-centered cu-
bic lattice the field is no longer homogeneous inside the spheres (Fig. 4.4B). The FCC
lattice approximates the geometry of a dense microemulsion of homogenous water-in-oil

droplets. Fig. 4.4D shows the histograms of the z-components of the demagnetising field
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in the continuous and droplet phases of the FCC lattice, respectively.

The NMR spectra expected from an ideal emulsion of the same geometry can
be predicted from these histograms (neglecting no broadening contributions from the
sample container). The magnetic field relevant for nuclear Larmor precession, often

referred to as the "external” field [159] B,,, from Eqn. 4.11 is given by:

ext

B (r) = By(L+ 22)e. — 1y VU, (r), (4.12)

where B, is the magnitude of the external field, x, is the local magnetic suscepti-
bility, and U,(r) is the scalar magnetic potential of the demagnetising field. The volume

susceptibility of a solution containing a paramagnetic species at low concentration ¢y is

Xs ® Xo T ¢, Cps (4.13)

where x, is the volume susceptibility of the pure solvent, and (p is the molar suscepti-
bility of the paramagnetic species. (p depends slightly on the molecular environment.
For example, values of 5.86 - 10~° 1/Mol, 5.68 - 10~° 1/Mol, and 6.14 - 10~ 1/Mol have
been measured at 300K for Eu,O5, EuF,, and EuBOg, respectively[178] To our knowl-
edge, the precise molar susceptibility of Eu[DTPA]Qi in aqueous solution has not been

measured to date, but it is likely to be similar to the above values.

Fig. 4.2 illustrates the high packing density of the droplets used in this work. As
dicussed, one perfect, spherical droplet would experience a homogenous field and no ill-
effect in the NMR spectrum. However, the volume of an isolated droplet in the current
chip geometry would be 20% of the volume of the sample chamber which would reduce
sensitivity of the experiment. The production of smaller, densely packled droplets is
easier with the given chip geometry and chosen active generation method. This method
lends itself well to sampling applications that monitor changes in a system over a given
amount of time as the sample chamber gets replenished with fresh droplets discreet

changes can be observed using NMR.

Fig. 4.5 shows 'H NMR spectra obtained from emulsions in the chip shown in
Fig. 4.2 with varying Eu[DTPAJ*>~ concentrations in the aqueous phase as indicated
in the figure. While the spectra are extremely broad without dopant, concentrations
in the vicinity of 23 mM lead to much sharper lines for both water and cyclohexane,
and the pure phase line widths are recovered at the optimum concentration of cp =
23.75 mM. Using the susceptibilities for H,O and cyclohexane given in Table 4.1, this
leads to molar susceptibility for EuDTPA]*>" of 5.94-10~° 1/Mol, well within the range
of molar susceptibilities reported in literature for other Eu®** compounds. Using this
value, the histograms shown in Fig. 4.4D can be converted into predicted emulsion
NMR spectra as a function of Eu[DTPA]Q_ concentration in the aqueous phase, as

shown in Fig. 4.6. The predicted behaviour is qualitatively similar to the experimental
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FIGURE 4.5: 'H NMR line shapes of water (left) and cyclohexane (right) of a water in

cyclohexane emulsion as a function of Eu[DTPA]*" concentration in the aqueous phase

normalised to the sharpest peak. The spectra given in black are the pure phase spectra
produced by the same chip.

observation; very broad lines are expected at zero dopant concentration, while sharp lines
are recovered near the optimum concentration. Also, the droplet phase peak is predicted
to be narrower than the one from the continuous phase; this is already evident in the
histograms in Fig. 4.4. However, the predicted spectra are consistently sharper than
the experimentally observed ones. It is not entirely clear what causes the discrepancy
between the experimental observation and the simulations. However, it should be noted
that the experimental geometry of the emulsion differs significantly from the simulation;
the droplets are neither uniform in size, nor are they arranged in a crystalline (FCC)
lattice both of these reasons are thought to contribute to the descrepancies between the

simulated and observed spectra.

The observed widths of the NMR signals from cyclohexane and water are sum-
marised in Fig. 4.7. Here, the line width is defined as the ratio of the peak integral to the
peak height, multiplied by 2/x. In the case of Lorentzian line shapes, this definition is
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FIGURE 4.6: Predicted 'H NMR line shapes of water (left) and cyclohexane (right)

of a water in cyclohexane emulsion as a function of Eu[DTPA]*~ concentration in the
aqueous phase.

equivalent to the full width at half height (FWHM). However, the expected line shapes
from the droplet emulsion are very different from a Lorentzian (Fig. 4.4D), such that
using the FWHM would be misleading.

Both line widths exhibit a narrow minimum at 23.75 mM Eu[DTPAJ*" in the
aqueous phase. The water and cyclohexane minimum peak widths are 3.1 Hz and
3.5 Hz, respectively. For comparison, the best resolution that has been reached with the

same NMR probe is 1.76 Hz for a homogeneous solution of 150 mM sodium acetate in
H,0.[2]

Fig. 4.8 shows magnetic field (B,) maps of the sample chambers filled with droplet
emulsions. In these experiments, two separate images with different echo times are
acquired. The phase difference in each pixel is therefore proportional to the echo time

difference and to the local magnetic field. The echo time difference is constant therefore
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FIGURE 4.7: Observed line widths of water (blue circles) and cyclohexane (orange

circles) in microfluidic droplet emulsions as a function of the Eu[DTPA]*~ concentration

in the aqueous phase. Inset is the plot around the minimum concentration. The widths
of both lines are minimal at the matched concentration of 23.75 mM.

the colour denotes the phase acquired by each pixel and can be used to inform on the

homogeneity of the magnetic field in the sample.

In Fig. 4.8A, the droplets do not contain any paramagnetic dopant. As a result, the
susceptibilities of the phases are unmatched, and strong local magnetic field differences
are visible in the images. By contrast, the droplets in Fig. 4.8B are doped with 23.75 mM
Eu[DTPA]* . As is clearly visible in the image, the local differences in the magnetic

fields are strongly attenuated in this case.

While the above results have demonstrated that optimal line widths can be min-
imised in 'H NMR spectra of microfluidic emulsions by paramagnetic doping, the ques-
tion remains if this is sufficient to resolve homonuclear J-couplings of a few Hz. This
is required in order to do meaningful NMR spectroscopy, particularly in the context of
complex metabolic mixtures. The top trace in Fig. 4.9 shows a spectrum of 200 mM
glucose and 23.75 mM Eu[DTPA]*" in water. The water signal has been suppressed by
pre-saturation. In this case, the resolution is about 3 Hz; such that e.g., the triplet at
3.2 ppm (which corresponds to the proton in the 2-position on the S-glucose anomer) is

clearly resolved.

Spectrum 1 in Fig. 4.9 has been obtained from droplet emulsions, starting form an
aqueous stock solution prepared to a nominal concentration of 23.75 mM in Eu[DTPA]Qi
and 200 mM in glucose. Initially, the resolution in this spectrum is quite poor, in spite

of the attempt to dope at the previously determined optimum concentration. Estimates
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FIGURE 4.8: B, Field maps obtained by magnetic resonance imaging of emulsions with
(A) Ax = —1.41 x 107% and (B) Ax =~ 0.

predicted the pipetting and weighing errors to add up to an uncertainty in the concen-
tration of the stock solution of +1%. Assuming the stock solution was too concentrated,
rather than too dilute, it was then gradually diluted with small amounts of DI water cor-
responding to a change in concentration much less than the experimental error in each
step. As can be seen in spectra 2-7, the resolution gradually increases, and matches the
pure phase spectrum at spectrum 5, before it deteriorates again. In practice, high reso-
lution spectra therefore require careful calibration of the dopant concentration. It may
not be practical to achieve this in one step by preparing the stock solution, particularly
if small volumes are used as in our experiments. Rather, a gradual dilution as in Fig. 4.9
may be required to calibrate the Eu[DTPA]?*~ concentration for an accurate match of
the aqueous and carrier fluid susceptibilities. However, if such a match is established,

the resulting resolution is as good as that of the pure aqueous solution.

4.5 Conclusion

Susceptibility differences between the chip, the aqueous phase, and the oil phase in a

microfluidic droplet system can be successfully mitigated by a combination of structural
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FIGURE 4.9: Spectra of 200 mM Glucose in H,O obtained from microfluidic droplet
emulsions in cyclohexane. 1: Aqueous phase contains ¢, = 23.75 £ 0.25 mM
Eu[DTPAJ*>". Spectra 2-7 have been obtained by gradual dilution of the aqueous
phase with small amounts of DI water. 2: Inc/c0 = —0.5%; 3: Inc/c0 = —0.75%; 4 :
Inc/c0 = —0.875%; 5 : Inc/c0 = —1.0%; 6 : Inc/c0 = —1.125%; 7 : Inc¢/c0 = —1.25%.
A spectrum of pure phase 200mM glucose with optimised Eu doping in the same chip
is included for comparison (black). The nonuniform peak at 4.8 ppm is due to carrier
frequency drift during water suppression
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shimming and doping of the less diamagnetic of the liquid phases with a europium
compound. The ultimate resolution achieved is only slightly inferior to what has been
demonstrated in homogeneous solutions on a microfluidic chip and is suitable for high

resolution NMR spectroscopy.



Chapter 5

Parahydrogen induced

polarization on a chip

This chapter is an extended version of J Eills', W Hale!, M Sharma, M Rossetto, M
H Levitt and M Utz, High-Resolution Nuclear Magnetic Resonance Spectroscopy With

Picomole Sensitivity by Hyperpolarisation On A Chip, Journal of the American Chemical
Society, 2019 [179]

5.1 Synopsis

In this chapter a device that combines high-resolution NMR and parahydrogen induced
hyperpolarization (PHIP) with a high-sensitivity transmission line micro-detector is dis-
cussed. The para-enriched hydrogen gas is introduced into solution by diffusion through
a membrane integrated into a microfluidic chip. NMR microdetectors, operating with
sample volumes of a few ul or less, benefit from a favourable scaling of mass sensitivity
discussed in 2.3. However, the small volumes make it very difficult to detect species

present at less than millimolar concentrations in microfluidic NMR systems.

In view of overcoming this limitation, parahydrogen-induced polarization (PHIP)
is implemented on a microfluidic device with 2.5 ul detection volume. Integrating the
hydrogenation reaction into the chip minimises polarization losses to spin-lattice relax-
ation, allowing the detection of picomoles of substance. This corresponds to a concen-
tration limit of detection of better than 1uM,/s, unprecedented at this sample volume.
The stability and sensitivity of the system can be used to extract quantitative infor-
mation on the hydrogenation kinetics and their interplay with nuclear relaxation. It is
further exemplified by homo- (*H-'H) and heteronuclear (*H-'3C) 2D NMR experiments

at natural 13C abundance.

IThese authors contributed equally to the work.
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5.2 Introduction

High-resolution NMR, spectroscopy is a superbly versatile method which provides de-
tailed, and quantitative, information on chemical composition and structure. It is widely
used to follow the progress of chemical reactions [180, 181], as well as metabolic processes
in living systems [182-185]. However, NMR suffers from inherently low sensitivity which
is due, in part, to the very weak polarization of nuclear spins along the magnetic field
for samples in thermal equilibrium at ambient conditions. Conventional high-resolution
NMR therefore requires nanomole quantities of sample. Many important problems re-
quire detection of analytes at low micromolar concentrations, such as transient reaction
intermediates, or metabolic species. Despite the comparatively higher mass sensitivity
of NMR for small sample volumes [186, 187], conventional micro-NMR systems around
1 pL achieve mass limits of detection of no better than [2] 1 nmoly/s, corresponding to a
concentration limit of detection of 1 mM y/s. An increase of several orders of magnitude
in sensitivity is therefore required to enable NMR studies of mass-limited samples at

micromolar concentrations.

Microfluidic lab-on-a-chip devices are finding increasing applications in chemistry
and the life sciences. They provide detailed control over the experimental conditions
at a much smaller length scale than conventional reactors, and allow integration of
synthesis, separation, and analytical steps on a single platform [188-195]. The small
size also affords the possibility of high experimental throughput. In the life sciences,
microfluidic devices are increasingly used as sophisticated culture platforms for cells,
cell assemblies, tissues, and small organisms [196-200]. The integration of NMR with
microfluidics [2, 90, 201, 202] is promising, as it enables in-situ, non-invasive monitoring

of chemical and metabolic processes in lab-on-a-chip systems.

The usefulness of microfluidic NMR could be significantly enhanced if the following
conditions could be met: (i) sample volumes around 1 ul or less; (ii) a concentration
limit of detection near 1 pM./s; and (iii) spectral resolution of better than 0.01 ppm to

allow distinction and identification of chemical species.

Although exquisitely sensitive NMR, detection schemes exist, approaching even
single-spin detection in favourable cases [203—213], they lack spectral resolution. While
a recent study has demonstrated resolution of J couplings using a nitrogen-vacancy (NV)
centre magnetometer [214]. None of these alternative detection schemes are compati-
ble with high (several Tesla) magnetic fields, which are essential to produce spectral
dispersion by chemical shifts. So far, no method has been demonstrated with the combi-
nation of high spectral resolution, high chemical dispersion, and high sensitivity for small
volumes required for advanced microfluidic NMR measurements significantly below the

1 mM concentration scale.



Chapter 5 Parahydrogen induced polarization on a chip 83

Hyperpolarization methods generate substances which exhibit a transiently high
level of nuclear spin polarization, with an increase in the NMR signal strength of more
than 4 orders of magnitude [215], and can be combined with micro-NMR detectors
and microfluidic systems [216-223]. One such method involves the chemical reaction
of the singlet spin isomer of molecular hydrogen, and is called parahydrogen-induced
hyperpolarization (PHIP) [224-227].

While most studies have so far brought the reaction liquid in direct contact with
hydrogen gas either through bubbling or by atomisation of the liquid in a hydrogen-
filled chamber [228-234], liquid-gas interfaces and in particular bubbles pose difficulties
in the context of microfluidic devices, since they tend to alter the flow properties, and
can block fluid transport altogether. Continuous delivery of parahydrogen by diffusion
through gas-permeable membranes has been demonstrated at conventional size scales
[235, 236]. It has been shown that silicone elastomer membranes can be used to deliver
parahydrogen directly to a flowing liquid in a microfluidic device [222]. Bordonali et al
[223] have recently combined a microfluidic NMR probe system with a gas exchange chip
based on a silicone elastomer membrane to implement the SABRE (signal enhancement
by reversible exchange) variant of parahydrogen-induced polarization, but achieved only

small signal enhancement factors (3 to 4).

In distinction from previous work [228-234, 236], this work integrates the hydro-
genation reactor into the chip itself, which greatly reduces the polarization losses due
to spin-lattice relaxation. As shown below, a signal enhancement factor over thermal
polarization of about 1800 is achieved, allowing detection of a picomole quantity of an-
alyte in a sample volume of 2.5 ul, while maintaining the full resolution of conventional

'H NMR spectroscopy.

This is accomplished by letting the parahydrogen gas diffuse through a silicone
elastomer membrane [236] to come into contact with a solution flowing through the chip
at a constant rate. The solution contains a precursor, which is hydrogenated through a
homogeneous catalyst also present in the solution. Two hydrogenitive PHIP experiments
are performed in this way. In the ALTADENA experiment, the solution is hydrogenated
‘on-chip’ at low magnetic field and transferred to a high field magnet for detection.
ALTADENA is used as a proof of principle that the device is capable of hydrogenation
‘on-chip’. In the PASADENA reactions, the microfluidic device is held in the bore of
a conventional NMR magnet using a purpose-built transmission line NMR probe. This
yields a continuous on-chip stream of hyperpolarized material. As shown in the following,
in addition to very high detection sensitivities, this also results in a continuous and
highly stable operation of the system, making it possible to perform hyperpolarized two-
dimensional NMR experiments [235, 237-239]. By replacing the hyperpolarized gas feed
with hydrogen gas at thermal equilibrium, it is possible to gain kinetic information on the

hydrogenation process, as well as to calibrate the intensity of the hyperpolarized NMR
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signals. This allows accurate assessment of the achieved polarization levels, something

that has been notoriously difficult in the context of parahydrogen-induced polarization.

5.3 Hyperpolarization

5.3.1 Sensitivity

As described in 2.2.5.1, NMR has low polarization levels that are governed by the Boltz-
mann distribution given in Eqn. 2.72. For example, for a spin-1/2 particle in a static
field of 14.1 Tesla there is only a factor of 6x 107 difference in the populations of the |a)
and |B) state. Compared to other detection techniques, NMR suffers from poor limits of
detection (LODs) in comparison to other detection methods. Raman Spectroscopy, has
LODs of 10712 —1071® M, Laser induced fluorescence (LIF) has detected concentrations
at 10713 M and mass spectrometry has achieved 107'? M. These alternative techniques
are several orders of magnitude higher than that of NMR. While sensitivity is not a
strong point, NMR is quantitative, non-invasive, and non-destructive making it an ideal

tool for mass limited and, in particular, living samples.

5.3.2 Hyperpolarization

From Eqn. 2.72 in 2.2.5.1, it is found that, the polarization level of nuclear spins at room
temperature is low. In fact, for protons, it is only 3 x 107% per Tesla [240]. The signal
derived from an NMR experiment is proportional to this polarization and means that
the sensitivity and LOD is limited. The highest field available commercially is 28 Tesla
which corresponds to polarization levels in protons of 10~* and whilst there are clear
advantages to working in higher fields the size and more importantly - cost, make them
unsuitable for many applications. Clearly just increasing the field is not a viable option

if close to unity polarization is to be achieved.

There are techniques for increasing the spin polarization levels in samples to
beyond the thermal equilibrium. The general term used to describe these is hyper-
polarization. Hyperpolarization has applications in a diverse range of fields such as
MRI [241-244], drug discovery [245, 246], reaction monitoring [247-249], metabolomics
[250, 251], catalysis[252, 253] and material chemistry [254-256].

However, these hyperpolarized states are still subject to relaxation as discussed
in 2.2.10 and return to thermal equilibrium with time constant 77. This means the

hyperpolarized spin order lasts seconds to minutes which limits their applications.
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5.3.3 Techniques
5.3.3.1 Brute Force

The most simple technique for hyperpolarization is ”"brute force”. It is performed by
simply cooling the sample to a few degrees kelvin in a high magnetic field [257, 258],
under these circumstances, the polarization of 'H nuclei is 1%. In an experiment, the
sample is first cooled to 2.3 K, after which, there is a waiting period to allow for the
build up of polarization of the *H nuclei. This period is required due to long T} times
at cryogenic temperatures and can be up to 70 hours [257]. After the polarization
build up, the solid sample is passed through a low field to facilitate thermal mixing and
polarizaiton of '3C nuclei. Finally, the solid sample is rapidly dissolved in warm solvent
and detected.

There are drawbacks however, firstly, the long 7T times at cryogenic tempera-
tures mean long wait times are required in order to sufficiently build up polarization
in the sample and prohibit high-throughput production. Secondly, and perhaps more
importantly, the limit of polarization with this technique is around 1072 at achievable

magnetic fields and temperatures.

5.3.3.2 Dynamic Nuclear polarization

Dynamic nuclear polarization (DNP) methods use the thermal equilibrium electron spin
polarization to polarize the nuclei under investigation. Close to unity polarization of the
electrons is achieved by cooling to cryogenic temperatures (<2K) in a high magnetic field
(>7T). The electron polarization is transferred to nearby nuclear spins by saturating one
of the transistions of the electron-nuclear coupled spin system with microwave frequency

radiation.

The source of the electrons are ’free radicals’ - molecules that have an unpaired
electron spin, that are spread homogeneously throughout the sample. After cooling, the
sample is held in a cryostat which is at 1.2 - 1.5K. The electrons have a much shorter
T in contrast to nuclear spins so after irradiation with microwave radiation to induce
polarization transfer between electrons and nuclei, the electrons repolarize quickly com-
pared to the nuclei who retain non-equilibrium polarization. This polarization diffuses
throughout the sample. After some time, tens of minutes is not uncommon, the nuclear
spins are polarised to around 0.1 or 10%. The sample is then detected, either as the

solid, or a liquid, depending on which type of DNP is being performed.

Several different types of DNP have been reported. These are solution state DNP
[259], solid state magic angle spinning (MAS) DNP [260], and static solid state DNP
with dissolution and observation [261]. The latter is most commonly referred to as
dissolution-DNP and written as d-DNP.
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Microfluidic DNP has been reported in the form of rapid-melt DNP [262]. In this
work, Sharma et al use mechanical actuation to shuttle the sample from a 'DNP’ area
through a melting area to an NMR detection area. In doing so, the DNP and observation
cycles are repeatable allowing for multiple polarisations of the same sample. Using this,
they observed signal enhancements of approximately 300 in one scan, allowing them to

observe 1 nMol of substance.

The large equipment required for DNP, as well as the high cost of liquid helium for
the cryostat and the extra superconducting magnet can make this method prohibitive

for most NMR groups.

5.4 Parahydrogen Induced polarization - PHIP

5.4.1 Parahydrogen

Hydrogen exists as a diatomic made up of two protons and two electrons. As such, the
total wave function contains electronic, vibrational, rotational and spin components and

can be written as:

\Ijtot — \I,elec\lfvibquot\yspin (51)

Because the two protons are fermions they are subject to the Pauli exclusion prin-
ciple which states that the total wave function must be antisymmetric with respect to
exchange. With this is mind, it is important to note that the electronic, and vibra-
tional states, are symmetrical in the ground state. and it is assumed that they occupy
the ground state, the symmetry of the overall wave function therefore depends of the

symmetry of Wrotgspin,

Rotational wavefunctions have quantum number J. For even numbers of J (J=0,2...)
the wavefunction is symmetric with respect to particle exchange for odd numbers of J
(J=1,3...) the wavefunction is antisymmetric. The nuclear spin wave function can also
be symmetric or antisymmetric. By adding the angular momentum of both spins, it can
be shown that they combine to give four possible quantum states with column vector

representations derived from Eqn. 2.22:
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The three triplet (7) states have spin quantum number I = 1 and m; = +1, 0,
and -1 denoted by the superscript symbol on each state. The singlet (S) state has I =0
and m; = 0. The triplets states are symmetric with respect to spin exchange, whilst the
singlet state is anti-symmetric with respect to spin exchange. Hydrogen in the triplet

state is referred to as ortho and the singlet state is referred to as para.

In order for ¥*°? to be antisymmetric, the antisymmetric rotational states are re-
stricted to coupling to the symmetric (triplet) spin states whilst the symmetric rotational

states are restricted to coupling to the antisymmetric (singlet) state.

The rotational energy is given by E; = ‘](‘];7]1)'32 where [ is the moment of inertia
of the diatomic and is given by I = ul?, where p is the reduced mass, and [ is the

internuclear distance.

At room temperature, the ratio of ortho to para hydrogen is very nearly 3 to 1.
However, by cooling down hydrogen the lowest (J = 0, 1) rotational energy states start
to become populated. The ratio of para to ortho hydrogen may be calculated using the
respective partion functions [264]:

Noua > (2] + Dexp{— 2000

para

Nowho 332, (2 + Dexp{— 270}
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FI1GURE 5.1: Left: The rotational energy levels of para- and orthohydrogen with their

associated J values. Right: a graph showing the fraction of para- and orthohydrogen as

a function of temperature. The dotted line shows 50% para enrichment that is achieved
by cooling to 77K using liquid nitrogen. Image taken from [263].

for the first few levels this is:

Npara 1+ 5exp{—6%R} + 9exp{—%} + 13exp{—%} + ..

; (5.7)
Nowtho — 3(3exp{—222} + Texp{— 2222} 1 1lexp{—2%x2} 4 ..)
where the rotational constant, 0p, is:
h2
O0p = . .
R 8n2Tk, (58)

Using Eqn. 5.7, the percentage of parahydrogen in an equilibrium mixture can be

plotted as a function of temperature, shown in Fig. 5.2.

By cooling alone, the ratio would remain unchanged, conversion from ortho to
para spin states without the aid of a catalyst (typically charcoal or iron (III) oxide) is
not possible. The catalyst temporarily breaks the symmetry of the H, molecule which
allows spin-spin transitions and leads to a much larger fraction of the para form of
hydrogen. Crucially, when warmed up to room temperature in the absence of a symmetry
breaking catalyst, no conversion from the singlet state |S%) back to the triplet states
|T*), |T°), |T~) occurs. This is because transitions between singlet and triplet states
are forbidden through quantum mechanical selection rules. It is therefore possible to

store pure parahydrogen in the right container for days to weeks.

Para enrichment fraction, f, can be measured by NMR. By measuring the oH,
signal of the enriched H, (S,) and comparing it to the signal obtained from the same

amount of H, at room temperature (S,.,). The enrichment fraction is given by [265, 266]:
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FI1GURE 5.2: Calculated percentage of parahydrogen in an equilibrium mixture of ortho-
and parchydrogen gas as a function of temperature using Eqn. 5.7 and 0y = 87.6 K.
Taken from [264].

f =1- (3S€/4ST‘t) (59>

5.4.2 PASADENA and ALTADENA

"Parahydrogen and synthesis allow dramatically enhanced nuclear alignment’ (PASAD-
ENA)[267] and ’adiabatic longitudinal transport after dissociation engenders net align-
ment’ (ALTADENA)[268] are subclasses of PHIP experiments characterised by the

strength of magnetic field in which the hydrogenation and detection are performed.

The difference between PASADENA and ALTADENA are the J-coupling regimes
in which the reaction and detection happens. The regime is determined by the value of
the J-coupling (in Hz) compared to the value of the difference in chemical shifts of the
individual protons. Where the strong regime has J-couplings that take the approximate
value of the difference in chemical shift (57” ~ 1), and the weak regime has J-couplings
much smaller than the difference in chemical shift 57‘” >> 1). Since the chemical shift
depends on external magnetic field (B,) and the J-couplings are independent of field
one can select an appropriate magnetic field for the desired experiment. In PASADENA
experiments the reaction and detection is carried out at high field (>1 T) whereas in
ALTADENA the reaction is carried out at low field (< 10 mT), and the product is

transferred to a high magnetic field for detection[269].

This difference manifests itself as a difference in J-coupling regimes in the parahyd-
rogen derived hydrogens in the product molecule. ALTADENA refers to hydrogens in
the strong coupling regime upon addition and PASADENA refers to the weak coupling

regime upon addition.
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5.4.2.1 Spin Physics

The spin physics of PASADENA and ALTADENA can be interpreted through the den-
sity operator formulism. In a PASADENA type experiment, parahydrogen is added to
a molecule in high field forming a weakly coupled AX system of the type discussed in
5.4.2. Due to the weak coupling, 67‘” >> 1, the eigenbasis is close to the Zeeman basis.

The initial density operator, p,,;, can be defined using Eqn. 5.2 as:

s = 15%) (8] = 5l — Ba) (o — B, (5.10)

using the zeeman basis states for a 2 spins system from Eqn. 5.2 the matrix representation

is:

0
X 1] 1
i =3 | _|®0 1 -1 0 (5.11)
0
00 0 0
1o 1 —10
= 5.12
20 -1 1 o0 (512
0 0 0 0

This density operator may also be expressed as a linear combination of operators:

1 . S
Pini = Z]l — (I lay + Ly Loy + 11, 15,). (5.13)

These diagonal elements (populations) do not evolve as these components com-
mute with the Hamiltonian. The off-diagonal elements (coherences) evolve at a rate

~ dw.

The Hamiltonian of the product molecule is given by:

Hpas = 27r(w1[1z) + 27r<w2j2z) + 27 JlZ(IlmIQx + IlyIZy + IlzIZZ)? (514)

as the reaction continues, an ensemble of molecules are hydrogenated at different time

points, this gives a new density operator, p,,(t), expressed as:

ﬁpas(t) = exp{_iﬁpast}ﬁiniexp{+iﬁpast}' (515)

Usually, the hydrogenation period is much longer than the coherence evolution. A

new average density operator can be found by averaging the ensemble over the reaction
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time, ¢, by:
— 1 t,.
rclt) = [ D(t)t (5.16)
P bt Jimo
these coherences average to zero over the reaction time period and so the density operator
becomes:
0000
1{0 1 0 0
Dins = = 5.17
ppas ) 00 10 ) ( )
0000
and can also be written as: .
ﬁpas(tr) = 11 - IlzIQZ7 (518)

Fig. 5.3 shows the eigenstate populations and general simulated spectra of a thermal

equilibrium experiment and a PASADENA experiment.

In a usual NMR spectrum, a /2 pulse is used to excite observable single quantum
coherences. For a PASADENA signal to be observed, a 7 pulse must be used. The reason
becomes clear when examining the effect on p,,(t,) of a pulse with general tilt angle,

0, along the y-axis:

R(9>yﬁpas<t’r‘) = ﬁ@ p= COSQ(Q)flzfQZ + COS(H) Sine(flzfo + fleQZ) + Sin2(9>f1xf2m7
(5.19)

using a tilt angle of § = w/2 would give:

1671'/2]) = jlxj2x7 (520)

which is unobservable double quantum coherence. However, a pulse with § = w/4 gives:
o 1~ = N PN I
p7r/4p = 5(112‘[22 + ‘[121238 + le‘[2z + Ila:‘[2ac>7 (521)

where the flegz and T lzf% terms are observable.

In an ALTADENA experiment, the hydrogenation is performed at low field. In
this case, when a molecule of hydrogen is added to a substrate the density operator,
Pini> 18 projected onto the new eigenbasis which at low field (where 57‘” << 1) is the
singlet-triplet basis. To a good approximation the only term is the |S,) and there is no

evolution of the system.

The sample is then transferred to high-field (where 57“ >> 1). It is done adia-
batically, this means that the rate of change of magnetic field, dB,/dt being small with
respect to the value of the J-coupling between the protons, squared i.e. dB,/dt < (J;5)?.
As the field increases, the eigenbasis changes from singlet-triplet to the Zeeman basis.
The adiabatic change carries the population of the |S;) state to the |af) or |Ba) state,

depending on which is more energetically more favourable. This change is depicted



Chapter 5 Parahydrogen induced polarization on a chip 92

Thermal PASADENA
BB BB
- —
/! /!
aff -8 \ af 009 \
28 (¢ \ eee e 3y
NS /
200
oo ] oo
]12
.1 Sw
dw g
A
W, w, W, ®,

FIGURE 5.3: Above: Populations of states represented as balls in a thermal (left)

and a PASADENA experiment. Below: Simulations of spectra arising from adding

thermal hydrogen to a molecule (left) and of a PASADENA experiment when adding
parahydrogen.

graphically in Fig. 5.4 where |Sa) has been arbitrarily chosen as the lower energy state.

In the case shown, only one of the four energy levels, namely |S«) is now populated,
therefore the density operator, g,;;, is given by:

Patta = |Be) (B - (5.22)
This leads to [268]:
- s 2 1 - =
Palta = IlzIQZ + §(Ilz - IQZ)’ (523)
where the positive sign applies if Jj5(w; —wy) < 0, and the negative sign applies in the

opposite case.

An r.f. pulse with general angle, 6, orientated along the y-axis gives:

R(a)ypalta =Py = COS<9> s Q(Ilzl2w + lel2z) =+ 5 Slne(‘[lac - I2x) (524)
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FI1GURE 5.4: Correlation diagram for the ALTADENA effect. Hydrogenation at low
field populates the singlet state, adiabatically increasing the field carries the population
into a high field state.

A pulse with 8 = w/4 here yields:

~ 1~ - PN 1 - -
Prjsa = i(IlzI%c + le‘[2z) + m(jlx - 1290)’ (525)

that gives rise to two out of phase doublets shown in Fig. 5.5. However, unlike PASADENA,

ALTADENA does not require a m/4 pulse so 7/2 pulses are more common.
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FIGURE 5.5: Top: Populations of Zeeman states represented by balls for thermal(left)
and ALTADENA (right) experiments. Bottom: Simulations of a thermal spectrum after
applying a 7/4 pulse and an ALTADENA experiment.

5.5 Materials and methods

The microfluidic chips for the PASADENA experiments were constructed from three
layers of cell cast PMMA sheet material (Weatherall Equipment). The sheet thickness
was 200 pum for the top and bottom layers, and 500 pm for the middle layer. The fluid and
gas channels were designed on AutoCAD and cut into the PMMA using a laser cutter
(HPC Laser 1.3040) to a width and depth of 150 pm. The layers were subsequently
bonded together with a plasticiser (2.5% v/v dibutyl phthalate in isopropyl alcohol)
under heat and pressure (358 K, 3.5 tonnes) [174]. The total internal fluid volume is
4 pl, and the sample chamber is 2.5 pul.

The chip for the ALTADENA experiment was a single 500 pm layer of PMMA.
The fluid and gas channels for this device were designed and cut in the same manner as

above.

Both devices also employ a poly(dimethyl siloxane) (PDMS) membrane (Shielding
Solutions) to facilitate para-H, transport, of 1 mm thickness with laser-cut screw holes.
The parahydrogen polarization lifetime in the PDMS after O, removal was measured to
be ~4 h.
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The PMMA chips and PDMS membrane layer are sealed with a pair of screw-
tightened 3D printed (Accura Xtreme, Proto Labs) holders, with fluid and gas in/out
ports (to fit Kinesis UK NanoPorts).

For PASASDENA experiments, the assembled microfluidic device was put in a
transmission line based home-built probe [1]. The device sits between the two stripline
planes on a sample holder having sample chamber of the device coinciding with the
constriction on stripline planes. PASADENA and 2D NMR experiments were performed
at a field strength of 11.7 T with an AVANCE III console. Nutation frequencies for RF
pulses were 100 kHz for protons, and 20 kHz for carbon in the case of the HMQC
spectrum. 16k data points were acquired over 1.2 s for proton 1D spectra. Saturation
recovery experiments used a train of 512 w/2 pulses separated by a delay of 0.1 ms,
followed by a recovery delay, and a pi/4 excitation pulse. The PH-TOCSY spectrum was
acquired using the States-TPPI method, with 256 ¢, increments, averaging 8 transients
per increment. 2048 complex data points in 0.2 s were acquired for each increment. The
PH-HMQC experiment was acquired using the States method, with 128 ¢; increments,
averaging 8 transients with 2048 complex points over 0.2 s. 1D spectra and 2D spectra

were processed using scripts written in Julia [176].

For ALTADENA experiments, the device was placed outside the magnet in order
for the hydrogenation to occur at low field. The solution was passed through the device
and into a 5 mm NMR tube (NORELL). ALTADENA NMR experiments were performed
at a field strength of 16.5 T with a NEO console with cryoprobe. The 1D spectra were

processed also using scripts written in Julia [176].

To generate parahydrogen gas at 50% para enrichment, hydrogen gas (purity
99.995%) was passed through a home-built parahydrogen generator containing an iron

(I1T) oxide catalyst cooled to 77 K using liquid nitrogen.

The solution before both experiments contained 20 mM propargyl acetate 2 and
5 mM 1,4-bis(diphenylphosphino)butane(1,5-cyclooctadiene)rhodium tetrafluoroborate
3 in methanol-d,. In an attempt to avoid possible spin relaxation or chemical side-
reaction effects, dissolved oxygen from the atmosphere was removed by 5 minutes of

vigorous helium bubbling.

The parahydrogen gas was delivered through a PTFE tube (1/16 inch O.D., 1/32
inch I.D.) into the 3D printed chip holder, and out via a second PTFE line, using a mass
flow controller (Cole-Parmer) to limit the flow to 20 ml min™' at an overpressure of 5
bar. Although most of the parahydrogen gas passes directly through the system, some
amount dissolves into the PDMS layer, which in terms of H, solubility behaves similarly
to other organic solvents. The solution was loaded into a 3.5 ml plastic syringe with a
Luer lock connection to in-flow PEEK tubing (1/16 inch O.D., 0.007 inch I.D.) leading to

the chip. The same tubing was used for the solution out-flow into a container exposed to
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a back pressure of 1.5 bar of nitrogen gas, to preventing formation of hydrogen bubbles in

the chip. Solution flow into the chip was controlled with a syringe pump (Cole-Parmer).

5.6 Results and Discussion

5.6.1 Parahydrogen relaxation in PDMS

To determine the hydrogen ortho-para conversion in PDMS, the ortho-para conversion
time of H2 dissolved in PDMS was measured. A high-pressure NMR tube of 5 mm
outer diameter (Sigma-Aldrich) was filled with PDMS resin (Sylgard 84, 3M). A teflon
capillary of 1/16 inch outer diameter (Sigma-Aldrich) was pushed into the NMR tube
along the central axis, and the PDMS was allowed to cure. The capillary was then
removed, leaving a cylidrical void in the centre of the NMR tube. The tube was then
exposed to vacuum for varying amounts of time, in order to study the conversion effect

of the residual oxygen the results of which are shown in Fig. 5.6.
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FIGURE 5.6: Ortho-para conversion of hydrogen in PDMS after various times under
vacuum.

The detectable thermal signal in the ortho-para conversion experiment is given
by (1— 3 (4f —1)), where f is the para-enrichment level of the H, gas. Therefore, the
equilibrium ratio of f = 0.25 gives a signal of 1, and pure parahydrogen gas gives no
signal. Hence, our signal starting at 50% enrichment should vary from 2/3 to 1. The
data was fit to a function of the form (A — B eiTis), with A, B and T, as variables.
The T, under no vacuum of 10 min lead to the assumption that no significant relaxation

would occur during the transport of Hy through the PDMS membrane.
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FIGURE 5.7: Scheme of the reaction used in the PHIP@chip experiment. Hydrogen
gas 1 enriched in parahydrogen reacts with propargyl acetate 2 in the presence of the
Rh catalyst 3 to form allyl acetate 4.

5.6.2 Reaction Scheme

The hydrogenation reaction system employed in the present work is shown in Fig. 5.7.
Parahydrogen-enriched hydrogen gas 1 was allowed to react with propargyl acetate 2,
in the presence of a rhodium catalyst 3. The substrate 2 was chosen in view of future
studies based on side-arm hydrogenation (SAH) [232, 233, 270]. In SAH, the polarisation
of the 'H nucleus is transferred to a neighbouring '3C and the moiety that has been
hydrogenated is removed. SAH techniques can help to bring generality to the PHIP
technique as they eliminate the need for the hyperpolarized target molecule to contact

unsaturated bonds.

5.6.3 ALTADENA

In order to verify that the parahydrogen transfer on chip was possible, an experiment
was performed whereby the parahydrogen transfer was microfluidic and ‘on chip’ but

the detection was performed in a conventional NMR tube and probe.

This ALTADENA type experiment involved the addition of para enriched hydro-
gen gas to propargyl acetate outside the magnetic field in a device shown in Fig. 5.8.
This device is a simpler version of the one eventually used. It features 3D printed holders
that are used to deliver the gas and liquid as well as seal against any liquid or gas leak.
The chip is made from a single 500 pm thick layer of PMMA with serpentine paths for
liquid and gas flow. This layer is covered by a 1 mm thick layer of PDMS which helps to
seal the device and allows the hydrogen the diffuse from the gas to the liquid channel.
A in the Fig. 5.8 shows the path structure in the chip as well as the hydrogen and fluid
paths respectively.

The set-up for this experiment employs a syringe pump, the hydrogenation device
outside the magnet and a standard 5 mm NMR tube inside the 16.5 T magnet. The
device was pressurised with 5 bar of 50% enriched parahydrogen and allowed to equili-

brate for some time. Then, 100 ul was flown through the device at a flow rate of 1000 ul
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FIGURE 5.8: A) Liquid channel (blue) and hydrogen channel (red) as scored onto the
PMMA layer of the device. B) A 3D render of the hydrogenation device used for the
ALTADENA experiements.

min~! this was done to ensure the sample from the experiment would reside completely
in the sensitive area. For the ALTADENA, 350 ul was flown through the device and
collected in the magnet. A 7/2 pulse was applied and the spectra recorded the result of

the experiment is shown in Fig. 5.9.

A comparison is shown between scans taken of the same experiment, in Fig. 5.9
i) spectra from an experiment with thermal hydrogen and ii) one with parahydrogen.
The parahydrogen ALTADENA signal (ii) exhibits the characteristic inverted peak with
the ’b’ proton signal fine structure arising from the couplings to the a, ¢, and d protons
and the ¢ and a protons coupling to the b proton. A list of shifts and J-couplings
is provided in the appendix. A much higher signal to noise ratio (SNR) is given by
the ALRTADENA experiemtn and gives enhancement by comparison of the SNR of
around 200. This result provided a proof of principle that parahydrogenation induced
polarization (PHIP) on a chip was possible by bubble free transfer through a PDMS

membrane in our devices.
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FIGURE 5.9: Spectra obtained from i) a thermal hydrogenation and ii) a parahydro-

genation of propargyl acetate to give allyl acetate with hydrogens derived from parahy-

drogen labelled a and b. By comparison of SNR the enhancement for the ALTADENA
experiment is 200.

5.6.4 PASADENA

Fig. 5.10 shows the microfluidic device used for the present study. It consists of a chip
made from PMMA, which houses a sample chamber of 2.5 L volume that aligns with the
transmission line detector of a home-built NMR probe assembly, which was fitted inside
of an 11.7 T NMR magnet. Fluid is flowed through the chip by means of a syringe
pump installed outside of the magnet bore; connections are made through threaded
ports in the two 3D-printed holders shown in Fig. 5.10b. Para-enriched H, gas at 5 bar
above ambient pressure flows through a second channel in the chip, which runs in the

immediate vicinity of the liquid channel. A depiction of the set-up is given in Fig. 5.11.

The chip consists of three laser-cut layers of poly methylmethacrylate (PMMA)
bonded together, as shown in Fig. 5.10b. Channels in the left part of the chip, where
it is clamped between the holders, are cut through the top layer, while they are scored
into the middle layer of the chip (and hence sealed from the outside) in the free part of
the device. Within the clamps, the exposed channels are sealed by means of a PDMS
membrane. The flowing liquid as well as the pressurised hydrogen gas are therefore
exposed to the PDMS layer, which serves as a diffusion bridge for the hydrogen. The
holders, made by 3D printing, keeps the membrane and the chip aligned, and maintains
mechanical pressure to ensure sealing. Channels inside the holders guide the fluid and
gas to and from the four access points at the top end of the chip, as shown in Fig. 5.10b.
The PDMS membrane acts both as a diffusion conduit for hydrogen gas and as a fluid
seal. In a crucial difference to the otherwise similar geometry of the hydrogenation chip

used by Bordonali et al[271], the gas and liquid channels are arranged side by side,
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FIGURE 5.10: Overview of the PHIP@chip device. a: outline drawing of the chip

(dimensions in mm). b: CAD rendering of the chip assembly with individual chip

layers separated, consisting of the PMMA chip, PDMS membrane, and two 3D printed

holders with threads for the gas and fluid connections. The hydrogen gas diffuses
through the PDMS membrane into the flowing liquid.

and molecular hydrogen diffuses through the bulk of the PDMS membrane rather than
across the membrane. Clamping the PDMS membrane onto the chip using the holders,
makes it possible to use large gas pressures (up to 5 bar in the present experiments).
This would be difficult to achieve in the chip presented by Bordonali et al, which has

the liquid and gas channels arranged on opposite sides of the membrane.
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FIGURE 5.11: Drawing of PHIP@chip setup. It shows the solution (blue line) of

propargyl acetate, catalyst and methanol being fed into the magnet via a syringe pump.

Simultaneously, parahydrogen (red line) is fed in at the desired pressure and regulated

by a mass flow controller to a flow rate of 20 mlmin—'. Both of these are fed into the
microfluidic device depicted in Fig. 5.10

5.6.5 Signal Analysis

Fig. 5.12a shows a single-scan proton NMR spectrum obtained from a steady-state
PHIP@Qchip experiment (top trace), compared to the spectrum obtained without parahy-
drogen (bottom trace). The hyperpolarized spectrum is dominated by an antiphase
doublet, centred at 5.17 ppm, and an antiphase multiplet at 5.92 ppm, corresponding
to protons in the H* and H® positions of the hydrogenation product 4. The PDMS
membrane is equilibrated with para-enriched hydrogen gas, which is supplied from an
aluminium storage tank at a regulated pressure of 5 bar. The gas flow rate is kept
constant at 20 mL min~! by means of a mass flow controller placed after the chip. This
ensures that the gas channel always contains fresh para-enriched hydrogen gas at the
design pressure of 5 bar. The sample chamber of the chip is pre-filled with a solution of
20 mM precursor 2 and 5 mM catalyst 3 in methanol-d,. NMR spectra acquisition is
performed every 30 s, using a m/4 excitation pulse. The liquid flow is started by setting
the target flow rate on the syringe pump to 8 ul min~! (marked by an arrow Fig. 5.12b).
The NMR signal intensity begins to rise about 30 s later, and reaches a steady state

after about two minutes.
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FIGURE 5.12: a: Single-scan proton NMR spectrum obtained with parahydrogen at
5 bar using the PHIP@chip setup at a continuous flow rate of 8 uyLmin™! (top trace
with enlargement). Antiphase doublets from the two hyperpolarized protons H* and
H® are clearly visible at 5.2 ppm and 5.9 ppm, respectively. Without parahydrogen,
these signals are not observed (bottom trace). b: Buildup of the hyperpolarized signal

(H*) after initiation of flow.

Using normal hydrogen gas, a fully labelled spectrum of the reaction mixture was

obtained using a lower flow rates whilst maintaining the 5 bar of hydrogen pressure.

This allowed the solution to saturate with methanol and facilitated the quantification

of the product and dissolved hydrogen. A fully labelled spectrum obtained using a flow

rate of 2ul min~! is shown in Fig. 5.13
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FIGURE 5.13: 'H spectrum acquired using a flow rate of 2y Imin~' and a normal

hydrogen pressure of 5 bar. The spectrum was collected using 64 transients with a
delay of 5 seconds.

5.6.6 Hydrogen Transport

The hydrogen transport through the membrane and its uptake into the flowing liquid
was simulated using two coupled finite element models: a dilute species diffusion model
for hydrogen gas in the PDMS membrane, and a dilute species diffusion and convection
model for hydrogen dissolved in the flowing liquid. The hydrogen partial pressures
at the liquid/PMDS interface are constrained to be equal, and the hydrogen partial
pressure at the gas/PDMS interface was set to a fixed value of 5 bar. Fig. 5.14a shows
the diffusive flux of hydrogen through the PDMS membrane. Since the gas/PDMS
interface acts as a source, and the liquid/PDMS interface as a sink for hydrogen, the
flux is strongest where the two channels are in close proximity. At the lowest flow rate,
significant transport only takes place in a very small area, and the liquid is saturated
with hydrogen within the first few mm of the path which is in contact with the PDMS.

The higher the flow rate, the further the area of significant flux extends downstream. At
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FIGURE 5.14: Finite element simulation of hydrogen uptake. a: Diffusive hydrogen

flux in the PDMS membrane for different liquid flow rates; b: final hydrogen concentra-

tion in flowing methanol as a function of flow rate. Solid line: simulation, open circles:
NMR measurements.

about 10 pl min~!, the hydrogen flux covers the entire length of the area between the
liquid and gas channel interfaces. The finite element model also predicts the resulting
concentration of hydrogen in the liquid (methanol) as a function of flow rate. This is
shown by the solid line in Fig. 5.14b. The circles represent NMR measurements. At
flow rates between 2 and 10 pl min~!, experimental results are in good agreement with
the simulation. At higher flow rates, however, the experimentally observed hydrogen
concentrations are significantly lower than the predictions. It is currently unclear what
causes this discrepancy; possibly high flow rates lead to deformation of the PDMS layer
over the liquid channel and thus change the uptake geometry. PDMS layers were reused
over a period of a few weeks and constantly exposed to different solvents and although
the PDMS was catalytically cured, this ageing could have porosity of the PDMS but
this is unknown at this time. At flow rates below 10 pl min~', the simulation and
experiments both indicate that the flowing solvent is nearly saturated with hydrogen.
As the solubility of hydrogen in PDMS obeys Henry’s law a higher pressure could yield
higher concentrations, however, it is unclear whether the bonding in the chip could

sustain much higher pressures.
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FIGURE 5.15: Saturation recovery results. a: Signal buildup at constant flow rate after

saturation (solid dots: measured data points, the dashed line is a guide to the eye); b:

Magnitude of the steady-state signal after full recovery (at least 100 s after saturation)
as a function of flow rate. A clear maximum at 8 pl min~! is observed.

5.6.7 Sensitivity and Limit of Detection

Clearly, the steady-state signals observed at constant flow rate are the result of a dynamic
equilibrium between the rate of hydrogenation, the rate of transport of the hydrogenated
product to the sample chamber and its removal from it, and spin-lattice relaxation.
In order to probe the interplay of these factors, the NMR signal was suppressed by
saturating the spin populations with a train of 512 7/2 pulses separated by 100 us
delays. The signal intensity was then measured as a function of the delay between the
end of the saturation train and the NMR excitation pulse. Fig. 5.15a shows an example
of the data thus obtained at a flow rate ¢ = 8ul min~'. The signal increases rapidly

after saturation, reaching steady-state levels after about 10 s.

The intensity of the steady-state NMR signal exhibits a clear maximum with flow
rate (Fig. 5.15b), reflecting a balance between hydrogen uptake, reaction kinetics, and
spin-lattice relaxation. The optimum, with the largest signal at saturation, is reached

at a flow rate of 8 pl min™?.

The nature of the stationary state established in the system at each flow rate
becomes clearer if the saturation recovery data is plotted in terms of the volume dis-
placed during the saturation recovery time g7, rather than the recovery time itself, and

normalised to the steady-state signal intensity at each flow rate, as shown in Fig. 5.16.
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FIGURE 5.16: Signal recovery after saturation, normalised by the maximum signal
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the chip during the recovery time 7,, i.e., ¢7,, where ¢ is the flow rate. Filled circles

correspond to flow rates below the optimum (¢ < 8ul minfl), where as open circles are
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for the solid and open circle data points, respectively.
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FIGURE 5.17: A depiction of what is happening in the sample chamber at low flow rates

(¢ < 8ul min~') the saturated material is displaced linearly by fresh hyperpolarised
material leading to the linear rise in signal with displaced volume. The sequence from
1-3 shows how this displacement happens over time.

At flow rates below the intensity maximum at ¢ < 8ul min~! (solid circles), the data
points collapse onto a curve that shows an initial linear increase up to a displaced volume
of about 1 uL, followed by rapid saturation to the steady-state value. This behaviour
clearly indicates that the signal recovery in this regime is dominated by the syringe pump
driven fluid transport. At these flow rates, a constant concentration of hyperpolarized
material is established in the flowing liquid upstream of the sample chamber, and is
simply carried back into view of the NMR, detector after the saturation pulses end. The
principle of this is shown in Fig. 5.17. The maximum signal is reached after a volume of
about 1.5 puL has been displaced. This is less than the capacity of the sample chamber,

reflecting the uneven velocity distribution inside it.

At flow rates above the optimum (¢ > 8 Lmin '), a somewhat different behaviour

is observed. The initial recovery rate is faster (Fig. 5.16, open circles), and appears



Chapter 5 Parahydrogen induced polarization on a chip 107

1 scan r

b ”
x 20 R
MWWM

512 scans

'H Chemical Shift / ppm

FIGURE 5.18: a: Single-scan steady-state spectrum obtained at the optimum flow
rate with para-enriched Hy; b: spectrum obtained at the same flow rate with hydrogen
gas in thermal equilibrium. 512 transients have been averaged. Signal enhancement by
PHIP was determined by comparing the integral of the positive lobe of the H* signal in
spectrum a to the integral of the corresponding (purely absorptive) peak in spectrum

b.

to follow an exponential rather than linear shape. This suggests that at these flow
rates, the stationary state is not yet established at the point where the liquid enters
the sample chamber, and therefore, the observed recovery is dominated by the ongoing

hydrogenation reaction.

In order to determine the sensitivity of detection of the hydrogenation product
at the optimum flow rate, the experiment was repeated using normal hydrogen. In this
case, the signal from protons H® and H’ of the hydrogenation product 4 are too weak
to be observed above the noise in a single scan. Fig. 5.18 compares the hyperpolarized
signal (a) to the averaged signal of 512 transients obtained with hydrogen in thermal

equilibrium (b).

Since the methyl group in the precursor and the hydrogenation product contribute
to the same signal at 2.05 ppm (signal labelled H®7 in Fig. 5.12a), this signal can be
used as a calibration standard, with a concentration of 20 mM which is unaffected by
the hydrogenation reaction. By comparing this integral to that of the signal from the

H“ protons, the concentration of hydrogenated product can be quantified. At a flow rate
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of 8 ul min~', an allyl acetate (product) concentration of (0.29 + 0.05) mM was found,
corresponding to a total of (0.725 + 0.125) nmol in the 2.5 L sample volume.

This quantity can be used to determine the limit of detection of the hyperpo-
larized product. The signal/noise ratio (SNR) in the spectrum shown in Fig. 5.18a is
400(+£10%), and the line width is 6 4 0.5 Hz. The normalised limit of detection is given
by Eqn. 2.235

WLOD = "

¥ SNR/Af
where n is the amount of sample and Af is the signal bandwidth. In the present
case, one finds nLOD,_, = (2.2 £+ 0.4) pmol/s. Limits of detection in this range have
so far only been reported in very limited circumstances, including chemically-induced
dynamic nuclear polarization (CIDNP) [272], or or by making use of unconventional low-
field detection systems such as force-detected magnetic resonance or optical detection
methods[203-213]. In the present case, conventional inductive detection is used, and
the full resolution and specificity that make high-field NMR a useful analytical tool are

retained.

The mass limit of detection (LOD) for protons at a magnetic field of 14.1 T
(corresponding to a proton Larmor frequency of 600 MHz) in state-of-the-art commercial
NMR probes with a conventional sample volume of 0.5 ml is approximately 100 nmol /s.
Microfluidic NMR systems can make use of miniaturised NMR detectors, which benefit
from a favourable scaling of the mass sensitivity with detection volume [90, 153, 186]. At
a size scale of 2.5 ul, a mass sensitivity around 1 nmol /s has been reported [2]. However,
due to the limited volume in such systems, the concentration sensitivity is very poor,
such that only compounds present at mM levels can be quantified in microfluidic NMR,
systems. This situation gets worse as the detector volume decreases. By contrast, many
samples of interest, such as metabolites in microfluidic culture systems, are only present

at uM levels.

In the present case, the concentration limit of detection from Eqn. 2.236 is

nLOD,,

cLOD,, = = (0.88 4 0.16)uMy/s. (5.26)

S

From the ratio of the signal intensities in the thermal and hyperpolarized spectra
shown in Fig. 5.18a and b, it is possible to estimate the 'H polarization levels. In
the thermal spectrum, the SNR is about 5:1, whereas it is 400:1 in the hyperpolarized
spectrum. The thermal spectrum is obtained from 512 transients, therefore the single
transient thermal SNR would be 5/ V512 ~ 0.22. This leads to a signal enhancement
factor of € ~ 400/0.22 ~ 1800.

This can be compared to the expected signal enhancement given the enrichment

level of para-hydrogen used in the experiment. The ideal enhancement factor is given
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by
4o, —12k5T
€ = 2B (5.27)
3v2 hyB,
where z,, is the mole fraction of parahydrogen in the feed gas, v is the magnetogyric

ratio, By is the magnetic field, and # and kp are Planck’s and Boltzmann’s constants,
respectively. The factor % reflects the use of a 7/4 pulse for the hyperpolarized ex-
periment. At a temperature of 7' = 298 K and a magnetic field of 11.7 T, and with
z, = 0.5, this yields €;; ~ 5900, which is a factor of 3.3 larger than the experimentally
observed enhancement factor. Therefore, about 2/3 of the theoretically available spin

order is lost to relaxation under the present experimental conditions.

5.6.8 2D NMR

A great advantage of the continuously operating microfluidic PHIP system is the ability
to acquire many transients in succession under virtually unchanged conditions. This
is difficult to achieve with bubbling hydrogen through a solution. As a consequence,
hyperpolarized multi-dimensional NMR spectra [235, 237239, 273, 274]. have been
recorded either using automated reactors combined with NMR flow probes, [238, 239]
or using ultrafast acquisition techniques [237, 273, 274].

The PHIPQ@chip setup allows straightforward acquisition of 2D spectra, using
conventional ¢; incrementation. To demonstrate this, 2D TOCSY (Total Correlation
Spectroscopy) and HMQC (Heteronuclear Multiple Quantum Coherence) NMR spec-
tra of the reaction mixture at a flow rate of 8 ul min~' have been performed. The
conventional pulse sequences were modified by replacing the initial 7/2 pulse with a
7 /4 pulse; these experiments are reffered to as “PH-TOCSY” (parahydrogen TOCSY)
and “PH-HMQC” (parahydrogen HMQC).

A PH-TOCSY spectrum acquired in 20 min is shown in Fig. 5.19a. A thermal
equilibrium TOCSY spectrum of this compound would be expected to contain diago-
nal peaks connecting the identical nuclear spins in the two acquisition dimensions, and
off-diagonal peaks connecting J-coupled spins. In the PH-TOCSY experiment, the di-
agonal peaks only appear for the two parahydrogen proton signals, because they are the
only spins significantly polarised in the indirect dimension. The other protons are only
polarised during the isotropic spin-mixing step of the pulse sequence, and hence do not
appear in the indirect dimension. These protons only produce off-diagonal peaks, con-
necting them to the parahydrogen pair. As shown in Fig. 5.19b, the simulated spectrum

closely corresponds to the experimentally observed one.

A thermal equilibrium TOSCY spectrum of this compound would be expected
to contain diagonal peaks connecting the identical nuclear spins in the two acquisition
dimensions, and off-diagonal peaks connecting J-coupled spins. In this hyperpolarized

experiment, the diagonal peaks only appear for the two parahydrogen proton signals,
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FIGURE 5.19: The continuous flow PHIP@chip approach allows acquisition of two-
dimensional spectra with very high sensitivity. a: PH-TOCSY spectrum of the hyper-
polarized reaction mixture, flowing at 8 yLmin~!. b: Simulated PH-TOCSY spectrum.
The diagonal in the spectrum is marked by a dashed grey line. Only the protons origi-
nating from parahydrogen give signals on the diagonal; the polarization is transferred
to the other locations by the isotropic mixing sequence. Both PH-TOCSY spectra are
plotted in magnitude mode. c: 'H-'3C PH-HMQC spectrum showing two separate
multiplets, each correlating one of the two hyperpolarized protons with the directly
bonded 3C spin.
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because they are the only spins significantly polarised in the direct detection dimension.
The other protons are only polarised during the isotropic spin-mixing step of the pulse
sequence, and hence don’t appear in the direct dimension. These protons only produce

off-diagonal peaks, connecting them to the parahydrogen pair.

A PH-HMQC spectrum acquired in 60 min is shown in Fig. 5.19c. It contains two
peaks, linking the parahydrogen protons to the '3C spins to which they have a direct
! J oy coupling. An experiment of this kind, in which signals are detected at full natural
abundance of the ¥C spins (about 1%) in a 2.5 uL detection volume, is only possible

due to both the high polarization levels and stability of the system.

The results in Fig. 5.19 show that the hyperpolarized spin order can be spread
to other protons in the molecule by the application of the isotropic mixing sequence
MLEV-17 [275, 276] prior to 1D signal acquisition. This simple trick allows one to
hyperpolarize any protons that are J-coupled to the parahydrogen pair, which makes

the technique more general.

Much ongoing research in the field of hyperpolarization is motivated by in-vivo
applications, where hyperpolarized compounds are used as magnetic resonance imaging
contrast agents [277]. Mostly, this involves transferring the nuclear spin polarization
after hydrogenation to other nuclei (}3C, 1°N, 3'P) with lower magnetogyric ratios,
where spin-lattice relaxation times are longer. [232, 278, 279] Many of these approaches
use zero or very low magnetic fields for hydrogenation and polarization transfer. This
has the advantage that near magnetic equivalence between the two added protons is
maintained through the reaction, leading to longer lifetimes [228-233, 280, 281]. The
present work opens a complementary strategy, in that the hydrogenation is done at
high field. Deleterious effects of relaxation are minimised by the proximity of the site
of hydrogenation to the point of use. Arguably, this approach has advantages in the
context of microfluidic systems, where only small quantities of hyperpolarized agents

are needed.

5.7 Conclusions

The combination of a highly efficient transmission-line NMR micro detector with parahy-
drogen induced hyperpolarization leads to an unprecedented sensitivity in inductively
detected NMR, with a mass limit of detection around 2.2 pmol+/s. This corresponds
to a concentration sensitivity of less than 1 uM /s, which, to our knowledge, has not
previously been reached at the volume scale of 2.5 ul.. This opens the perspective to
be able to study chemical processes involving low-abundance species in mass-limited
samples. Obviously, such applications require preparation of a hyperpolarized reactant.
As the foregoing study shows, the necessary chemistry can be integrated in a microflu-

idic system. It should be noted that parahydrogen enriched to 50% (compared to 25%
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at thermal equilibrium) has been used; the sensitivity could easily be boosted by a
factor of three by using pure parahydrogen. Microfluidic systems hold great potential
in combination with hyperpolarized NMR. All hyperpolarization techniques require co-
ordinated manipulation of fluids and spin transformations. The results shown in the
foregoing demonstrate that in the case of parahydrogen-induced polarization, this can
be assisted considerably by integrating some of the necessary chemical steps on a mi-
crofluidic chip. Parahydrogen can be delivered to a reactive solution through a PDMS
membrane at sufficient rate to achieve significant levels of hyperpolarization; dissolution
and transport of hydrogen in PDMS does not appear to lead to significant ortho-para
equilibration. The highly stable continuous operation of the PHIPQchip system allows
quantitative studies of the hydrogenation kinetics, and the relevant relaxation processes.
This is demonstrated by the dependence of the steady-state signal intensity on flow rate

and the recovery of the hyperpolarized signal after saturation (Fig. 5.15).

The successful demonstration of PHIP on a chip opens important perspectives.
Conditions can be optimised for continued production of hyperpolarized metabolites,
which opens the possibility to conduct in-situ metabolic studies in microfluidic cul-
tures of cells, tissues, and organisms. While the hyperpolarized compound used here,
allyl acetate, is not a metabolite per se, the production of hyperpolarized metabolic
species through PHIP has been demonstrated before [224, 231, 233, 280, 282, 283].
Some metabolites, such as fumarate, can be generated directly by hydrogenation of an
unsaturated precursor [280]. Aime et al. have proposed a more generally applicable
method [282], which relies on the metabolite bound to an alkyne sidearm through an
ester linkage. After hydrogenation, the polarization is transferred to a C nucleus
in the metabolic moiety, and the sidearm is cleaved. PHIPQchip opens the possiblity
of implementing these additional production steps on the same chip. While previous
demonstrations of sidearm hydrogenation have been carried out at low magnetic field, it
may be possible to adapt recently developed efficient methods for heteronuclear polar-
ization transfer at high field[234] to this purpose. In turn, this may enable integration
of the hyperpolarized metabolite generation with an on-chip culture of cells or other
biological systems. Thanks to its stability, the setup provides a convenient means to

optimise pulse sequences and reaction conditions for producing hyperpolarized targets.

The successful demonstration of PHIP on a chip opens important perspectives.
Conditions can be optimised for continued production of hyperpolarized metabolites,
which opens the possibility to conduct in-situ metabolic studies in microfluidic cul-
tures of cells, tissues, and organisms. While the hyperpolarized compound used here,
allyl acetate, is not a metabolite per se, the production of hyperpolarized metabolic
species through PHIP has been demonstrated before [231, 233, 277, 280, 282, 283].
Some metabolites, such as Fumarate [280], can be generated directly by hydrogenation
of an unsaturated precursor. Aime et al. have proposed a more generally applicable

method [282], which relies on the metabolite bound to an alkyne sidearm through an
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ester linkage. After hydrogenation, the polarization is transferred to a *C nucleus in
the metabolic moiety, and the sidearm is cleaved. PHIP@chip opens the possiblity of
implementing these additional production steps on the same chip. In turn, this may en-
able integration of the hyperpolarized metabolite generation with an on-chip culture of
cells or other biological systems. Thanks to its stability, the setup provides a convenient
means to optimise pulse sequences and reaction conditions for producing hyperpolarized

targets.
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Conclusions

In this thesis efforts to combine microfluidics with micro-NMR are described.

Enabling microfluidic experiments to be compatible with NMR offers advantages
of label-free, non-destructive and non-invasive analysis which can easily be combined
with existing methods of investigation and used to enhance the information that can be

gleaned form a system.

Chapter 3 describes the design and manufacture of a peristaltic pump device
capable of exhange and mixing of fluids within the device in a high field NMR magnet.
The design couples together a PDMS mebrane and structures cut into the device to form
valves which are individually addressable to perform the pumping and mixing routines,
whilst keeping dead volume to a minimum. Operation of this device in situ is presented,

with spectra shown, demonstrating the exchange and mixing of two fluids in the device.

In chapter 4 a device capable of generating microfludic droplets and performing
high-resolution NMR is presented. They key to doing this is matching the susceptibili-
ties of the fluids and materials used. This is done by cutting shim structures filled with
air around the sample chamber and by doping the aqueous phase with chelated Eu®"
ions to bring them inline with the susceptibility of the oil phase, in this case cyclohex-
ane. The precise location and size of the shim structures was simulated and the exact
concentration of europium measured in order to collect a high resolution spectrum of
droplets containing glucose, comparable to the spectrum obtained by pure phase glucose

and could pave the way for droplet NMR to be used in future.

Finally, an NMR experiment scaled down to micro-NMR is described in chapter 5,
where parahydrogen induced polarisation (PHIP) reactions where performed on a device
capable of bubble free hydrogenation. The PASADENA reaction presented in the chap-
ter leads to enhancement factors of 1800 when compared with a using normal hydrogen.
The microfluidic aspect of the device allows the production of the hyperpolarised species

in continuous flow, this stability allows for the collection of 2D hyperpolarised spectra.
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This device could provide a way to produce hyperpolarised metabolites continously and
either introduce them to cell culture or other living tissue in situ or for injection and in

vitro imaging.

These three examples of the successful combination microfluidics with high-field
high resolution micro-NMR, spectroscopy, show how the two fields can be used to en-
hance and compliment one another without compromise. The novelty and function of
either part, microfluidic or NMR, are not sacrificed for the other. They make for excit-
ing prospects, the droplets could be used to investigate and track oxygen concentrations
in living tissue culture, the continuous PHIP device could provide new insights into
the kinetics of the PASADENA reaction reported, as well as the formation of metabo-
lites directly that could be introduced to a cell culture and the metabolomics tracked
using NMR. The pump can be combined with microfluidic experiments that are mass
limited for example, ligand binding studies of proteins or could be used in cell culture
experiments to perfuse the culture with media and provide oxygen and nutrients whilst

enabling the observation of the culture by NMR.

Overall, microfluidic NMR shows promise in challenging new problems and offers

exciting possibilities when combined with existing techniques.
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Appendix

A.1 Arduino Firmware

Below the firmware for the operation of the peristaltic pump is given.

pump_driver_0.0.1

#define
#define
#define
#define
#define
#define
#define

VALVE_A 3

VALVE_B 11

VALVE_C 2

VALVE_D 4

VALVE_E 5

VALVE_F 6

N_VALVES 6

= {VALVE_A,

int ValvePins[] VALVE_B,

int = {VALVE_A, VALVE_B,

= {LOW, LOW,

AdvancePump []
int AdvanceValves []
= {VALVE_F,
= {HIGH,

VALVE_D,
LOW, LOW,

int MixPump []

int MixValves[]

long bedTime = O0;

enum state {QUIET, MIX, ADVANCE};

String stateDesc[] = {"idling.", "mixing",
state currentState;
state lastState;
const int MaxParams = 5;
String command;

String params[MaxParams];

int nparam=0;

VALVE_C,

VALVE_C};
LOW, HIGH,

LOwW,

VALVE_B};
LOW, HIGH,

LOW};

"pumping"}
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VALVE_D,

LOW};

VALVE_E,VALVE_F};
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float freq = -1.0;
float lambda = 3.0;

void setup() {

for(int k=0;k<N_VALVES;k++)
{
pinMode (ValvePins [k], OUTPUT);
digitalWrite(ValvePins[k], LOW);

Serial.begin(115200);
while(!Serial);

Serial.println("Hello.");

void loop() {
if ( checkForCmd() ) processCmd() ;
if ( millis () > bedTime ) gotoState(QUIET);

switch (currentState) {
case MIX
startPump (MixPump,3,freq,lambda) ;

break ;

case ADVANCE
startPump (AdvancePump,3,freq, lambda) ;
break;

default:

break;

delay (10);

void gotoState(state newState)

{
if (currentState != newState) {
lastState = currentState;
currentState = newState;

Serial.print(stateDesc[newStatel);

switch(newState) {
case MIX:
for(int k=0;k<N_VALVES;k++) digitalWrite(ValvePins[k],MixValves[k]);
Serial.print (" for ");
Serial.print ((bedTime-millis())/1000.0);
Serial.println(" seconds.");
break;

case ADVANCE:
for(int k=0;k<N_VALVES;k++) digitalWrite(ValvePins[k],AdvanceValvesl[k]);
Serial.print (" for ");
Serial.print ((bedTime-millis ())/1000.0);
Serial.println(" seconds.");

break;
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case QUIET:
for(int k=0;k<N_VALVES;k++) digitalWrite(ValvePins[k],LOW);
Serial.println();

break;

bool checkForCmd ()
{

if (!Serial.available()) return(false);

command = Serial.readStringUntil('\n');
command.trim();
int k;
do {
k=command .index0f (' ');
params [nparam++] = command.substring(0,k);
command=command . substring (k) ;
command.trim();
} while(k>0 && nparam < MaxParams) ;

/* Serial.println("command read."); */

return(true);

void processCmd ()

{

command="";

/* for(int k=0;k<nparam;k++) {
Serial.println(params[k]);
} */

if (nparam>0) {

if (params [0]=="mix") {
bedTime = millis() + params[1].toFloat()*1000;
gotoState (MIX);

else if (params[0]=="adv") {

bedTime = millis() + params[1].toFloat()*1000;
gotoState (ADVANCE) ;

}

else if (params[0]=="stop") {
gotoState (QUIET) ;

bedTime = millis();

}

nparam=0;
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void startPump(int *valves, int npins, float freq, float lambda)
{
float psi;
for (int k=0;k<npins;k++) {
psi=cos( 2%PIx(k/lambda-freq*millis()/1000.)) ;
if (psi>0)
digitalWrite(valves[k],HIGH) ;
else
digitalWrite(valves[k],LOW);

void stopPump(int *valves, int npins)
{
for(int k=0;k<npins;k++)
digitalWrite(valves[k],LOW);

A.2 Allyl acetate chemical shifts and J-couplings

Chemical structure, chemical shift, and J-couplings of the protons in allyl acetate

He 5.17 ppm
5.89 ppm
5.27 ppm
4.63 ppm
11 Hz
17 Hz
2Hz
49Hz

(0]
‘ CHyg
CH3///\\\0// -
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e o o

—_————
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A.3 2D Pulse sequences for PH-TOCSY and PH-HMQC

The pulse sequences used for the PH-TOCSY and the PH-HMQC spectra are shown

below.
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