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1 Introduction

Overset methods, by overlapping several grids, allow large and arbitrary motion of bodies. First developed
for the aerospace industry (Benek et al., 1985), it is now used for a wider range of applications like mar-
itime ones (Carrica et al., 2013). At the fringes of each grid, the coupling is done by interpolating field
variables. This interpolation step is key in any overset computations since the choice of the interpolation
scheme directly influences the accuracy of the solution and the performance. Most overset implementa-
tions done for unstructured CFD codes uses 1st or at most 2nd order interpolation schemes (Gatin et al., 2018,
Völker et al., 2017, Chandar et al., 2018) but higher order interpolation schemes (3rd or 4th) are not often
studied (Chandar, 2019). This paper evaluates the use of higher order (higher than 2nd order) interpo-
lation schemes for the overset method by comparing the accuracy of different interpolation schemes on a
Poiseuille flow test case, no performance study is however conducted here. The overset implementation
used in this study is a coupling between the CFD solver ReFRESCO and the overset library Suggar++
(Noack and Boger, 2009).

The paper is organised as follows: section 2 presents the overset approach and the different interpolation
schemes used in this study. Section 3 discusses the robustness of Least Squares interpolation scheme. Section
4 describes the test cases ran for the study as well as the computational setup. Results are presented in section
5 and finally concluding remarks are given in section 6.

2 Overset method and Interpolation

ReFRESCO (refresco.org) is a community-based open-usage CFD code for the maritime world. It
solves multiphase incompressible flows using the Navier-Stokes equations, complemented with turbulence
models, cavitation models and volume-fraction transport equations for different phases. The equations are
discretised using a finite-volume approach with cell-centered collocated variables. Like most unstructured
solver, ReFRESCO’s discretisation is at most 2nd order.

The overset implementation used in this study has been described in Lemaire et al., 2018. It uses the
two external libraries Suggar++ and DiRTlib (Noack and Boger, 2009) to compute the domain connectivity
information. The domain connectivity information or DCI defines a status for each cell; Hole cells are being
ignored by the solver, they correspond to cells outside the domain or that are being overlapped by any other
mesh. In cells are normal domain cells. Finally, between Hole and In cells as well as at the edge of an
overlapping mesh Fringe cells are placed. These cells are the ones performing the coupling between the
different meshes. Each Fringe cell will receive interpolated field data from an other mesh. The interpolation
phase is done in two steps: first each Fringe cell is assigned several donor cells that belong to the other
mesh (a donor cell being a normal In cell); then donor cells field data are gathered and the interpolation is
performed, the interpolated value is placed at the Fringe cell center. In an explicit coupling between meshes,
the interpolated value is placed on the right hand side corresponding to each Fringe cell (for more details see
Lemaire et al., 2018).

Multiple interpolation schemes can be used to perform this coupling, the number of donor cells needed
depending on the scheme employed. In this study, three different schemes are tested resulting in an interpola-
tion order between 1 and 4. First, the inverse distance scheme, it is a weighted average where the weights are
based on the distance between the interpolation location and the donor cell center location. The number of
donor cells N can be freely chosen. Equation 1 shows a formal description where \( \phi \) is the field to interpolate,
\( \tilde{\phi} \) the interpolated function, \( x_i \) the i-th donor location, \( x \) the interpolation location (cell center of the Fringe)
and \( \omega_i \) the weight corresponding to the i-th donor cell.

\[
\tilde{\phi}(x) = \frac{\sum_{i=1}^{N} \omega_i \phi(x_i)}{\sum_{i=1}^{N} \omega_i}, \quad \omega_i = \frac{1}{||x - x_i||^p}.
\]
The inverse distance interpolation is a first order scheme that guaranties for the interpolated value to be bounded. It is very often implemented in overset capable solvers like StarCCM+ (Schreck and Peric, 2012), FOAM-extend (Gatin et al., 2018) or FRESCO+ (Völker et al., 2017).

By using the gradient of the donor cell, a second order scheme can be constructed using only one donor cell. This scheme will be called nearest cell gradient in the following:

$$\phi(x) = \phi(x_1) + \nabla \phi(x_1) \cdot (x - x_1).$$  \hspace{1cm} (2)

Finally, unlimitedly high order interpolations can be performed using the least squares approach in conjunction with polynomial based interpolations. To obtain a \(n\)-th order interpolation, an \(n - 1\)-th degree polynomial function is used. The polynomial function is constructed by minimising the square of the errors made on the donor locations (least squares approach). In this approach, the number of donor cells used has to be higher or equal to the number of unknown coefficients in the polynomial function. Table 1 shows the minimum number of donor cells depending on the polynomial degree and the dimension of the problem. One should note that a \(n\)-th degree polynomial function will lead to an \(n + 1\) interpolation order. Section 3 discusses the robustness of least squares interpolation depending on the number of donor cell used.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>(N) (number of donor cells)</th>
<th>(n = 1)</th>
<th>(n = 2)</th>
<th>(n = 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>(\frac{(n+1)(n+2)}{2})</td>
<td>3</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>3D</td>
<td>(\sum_{i=0}^{n} \frac{(i+1)(i+2)}{2})</td>
<td>4</td>
<td>10</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 1: Minimum number of donor cells \(N\) for least squares interpolation depending on the dimension of the problem and the degree of the polynomial function used. The resulting interpolation order is \(n + 1\), with \(n\) the degree of the polynomial.

3 Study of Least Squares interpolation robustness

Amongst the interpolation schemes presented in the previous section, the least squares approach is the only one that can provide an interpolation order of 3 and higher. Its robustness however depends on the number of donor cells it uses, and this section studies the influence of the number of donor cells used in the interpolation error. Note that increasing the number of donor cells reduces parallel performance due to an increased number of communications.

When using the least squares scheme, for a given interpolation order, a minimum number of donor cells is needed. When this minimum is used, the interpolation becomes a pure polynomial interpolation where the interpolated function goes through every donor cell point (the error made on each donor cell is 0). In this section the least squares interpolation using a degree two polynomial function (leading to a 3rd order interpolation scheme) is tested in isolation without overset computations. An analytical function (Eq 3) is used as a field data to compute the interpolation on. This function was chosen because it is bounded between \(-1\) and \(1\), it does not show any oscillation in the \([-1, 1] \times [-1, 1]\) domain and is constructed with non polynomial functions. Donor points are randomly placed on the \([-1, 1] \times [-1, 1]\) domain and the interpolation error is measured by performing a least squares interpolation close to the donor points average location, which ensures that no extrapolation is performed. For each set of donor point, the interpolation error is measured by taking the difference between the interpolated value and the result of \(f\) at the interpolation location.

$$f(x, y) = \sin(-2x) + \cos(\frac{3y}{2}).$$  \hspace{1cm} (3)

Figure 1 shows error distributions for various number of donor cells used. On the horizontal axis, the log of the error is displayed. For each plot, 50,000 different sets of donor points were generated and interpolations performed. The median error is marked by the dashed line and \(C_{\text{mult}}\) is the multiplier coefficient that gives the number of donor \(N\) compared to the minimum number of donors (6). Using more donor points tends to reduce the median error here, however this is not a general result since it has been observed that for some
functions \( f \) (different from Eq 3) this was not true. When \( C_{\text{mult}} \) increases, the spreading of the errors higher than the median reduces, which leads to a more robust interpolation since higher errors are less likely to be returned. Using only one more donor than the minimum \((N = 7)\) the effect is already visible and no set of donor cells result in errors higher than \(10^{-1}\).

This test was conducted by placing donor points randomly in space, however, when placing the donor points on a Cartesian grid some interpolations result in infinitely high errors. The reason for this is the alignment of donor points that polynomial based interpolations are sensible to. When using a Cartesian mesh, increasing the number of donor points reduces the number of diverging results. If the minimum number of donor point \((N = 6)\) is used, 2.9\% of the interpolations result in infinitely high errors, this decreases to 0.3\% when using only 1 more donor point \((N = 7)\), and goes to 0\% at \(N = 9\). Fully Cartesian meshes are not often found in complex computations, however locally Cartesian or locally structured meshes with enough cell alignments are more common, and in such situations, using the minimum number of donor cells is not advisable. A \( C_{\text{mult}} \) of 1.5 was enough to remove any diverging results and gives robust least squares interpolations, and therefore this value is used in the following section for overset computations.

![Fig. 1: Influence of the number of donor points \((N)\) on the error distribution. Histograms show the log of the errors for a degree two least squares interpolations. Plot 1a has a \( C_{\text{mult}} \) of 1, and it is mathematically equivalent to a Polynomial Interpolation of degree 2.](image)

### 4 Test case description

For this study, the inverse distance scheme, nearest cell gradient scheme and least squares interpolation using a polynomial function of degree 1, 2 and 3 are used, leading to 1st, 2nd (both nearest cell gradient and least squares), 3rd and 4th order interpolation schemes. The inverse distance scheme is using here 4 donor cells, however very similar results were found with either 1 or 10 donor cells. All of the computations were done on a Poiseuille flow case using 5 grid assemblies consisting of a background grid and a foreground one, both being 2D Cartesian meshes with a 2:1 ratio (like in Lemaire et al., 2018). The foreground grid is twice smaller in both direction compared to the background grid and is positioned in the center of the background grid and rotated by about 19 degrees. Table 2 shows the different cell counts and Figure 2 shows the grid assembly and cell status as computed by Suggar++. Two layers of Fringe cells are used in order to reconstruct gradients properly. Finally, computations done using only the background grid, hence without the overset method, were performed for comparison purposes.

The Poiseuille flow case is an academic case for which an analytical solution is known but still relevant for maritime applications being a boundary layer problem. The 2D flow is bounded between a top and bottom wall and driven by an axial pressure gradient. The analytical solution is presented in Eq. 4 with \(L\) the length of the channel (X direction), and \(h\) the distance between the walls.

\[
U_x(y) = \frac{Ph^2}{2\mu} \left(1 - \frac{y^2}{h^2}\right) , \quad U_y = 0 , \quad \frac{\partial p}{\partial x} = -P , \quad p(x) = -P(x - L) . \tag{4}
\]

<table>
<thead>
<tr>
<th>Background</th>
<th>(N_i)</th>
<th>Foreground</th>
<th>(N'_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>32x16</td>
<td>512</td>
<td>16x8</td>
</tr>
<tr>
<td>G2</td>
<td>64x32</td>
<td>2048</td>
<td>32x16</td>
</tr>
<tr>
<td>G3</td>
<td>128x64</td>
<td>8192</td>
<td>64x32</td>
</tr>
<tr>
<td>G4</td>
<td>256x128</td>
<td>32768</td>
<td>128x64</td>
</tr>
<tr>
<td>G5</td>
<td>512x256</td>
<td>131072</td>
<td>256x128</td>
</tr>
</tbody>
</table>
In this test case steady computations are performed, and the momentum equation and the pressure correction via the SIMPLE method are solved. The Reynolds number, based on the height of the channel, is $\text{Re}_h = 10$. At the inlet, the analytical velocity profile is set and at the outlet the pressure is enforced. The top and bottom of the domain uses non-slip wall boundary conditions. Convergence is ensured by letting the infinity norm of the residual stagnate, that happens below $10^{-14}$ for all the computations performed. A second order central difference scheme is used for the discretisation of convective and diffusive fluxes.

![Fig. 2: Cell status computed by Suggar++ for the G3 grid assembly. Two layers of Fringe cells are used.](image)

5 Results

Since an analytical solution is known for a Poiseuille flow test case, errors can be evaluated in the entire domain. Figure 3a shows the infinity norm of the error made on the velocity field depending on the grid refinement. Each scheme shows a converging trend, the error levels as well as the convergence order (slope of the curve when refining the grid) however varies between schemes. Computations done with the inverse distance scheme resulted in a convergence order of about 0.5, and also yield errors level several orders of magnitude higher than the other schemes. The nearest cell gradient scheme results in a convergence order of about 1.5 like the degree 1 least squares scheme, with error levels however being lower when using the nearest cell gradient scheme. Finally, the two last least squares schemes tested (using 2nd and 3rd degree polynomial functions, i.e. 3rd and 4th order schemes) result in the same error levels and a convergence order of 2.0 (the two curves overlapping each others), exactly like the computations done without overset.

The mass imbalance between the inlet and outlet of the domain is also measured in Figure 3b for all scheme and grids. This metric is particularly relevant since it relates to the pressure accuracy in the domain and for unsteady cases mass imbalance can lead to pressure fluctuations. Contrary to the computation done without overset, every scheme introduce some mass imbalance. Once again, the 3rd and 4th order schemes show similar results with the finest grid giving a mass imbalance as low as $1.3 \times 10^{-11}$, meaning that there is no gain in using a scheme of interpolation order higher than 3 and that this level of mass imbalance is likely to be negligible. The inverse distance scheme is performing closely to the nearest cell gradient one here but with a less smooth trend. The least squares 1 scheme shows a similar slope as the nearest cell gradient but with a higher imbalance.

When analysing the error localisation, similar observations can be drawn. Figure 4 shows the log of the error made on the velocity field for the grid assembly G3. Both the foreground and background grid are displayed on a single plot here, only the bottom half of the foreground grid being shown to be able to see the Fringe cells of the background grid. Infinitely low errors are present at the inlet of the domain for every computation because the analytical solution is prescribed as a boundary condition. Visible artefacts due to the interpolation in the overlap region are visible for the inverse distance, nearest cell gradient and least squares 1 schemes but not for the two higher degree least squares computations. Compared to nearest cell gradient, the least squares 1 shows a smoother field close to the Fringe cells, partially because it uses more donor cells to perform the interpolation. However, it has a higher maximum but also norm-2 error field.

Finally, the error field for the 3rd and 4th order interpolation schemes are very similar to the computation done without overset. Computing the actual difference between the non overset computation and the 3rd or 4th order least squares interpolation on the background grid shows that the maximum difference is bellow $10^{-4.4}$ for the grid G3, which is 1 order of magnitude lower than the difference with the analytical solution.
Fig. 3: Infinity norm of the error and mass imbalance against the grid refinement for every scheme tested. The least squares 2 and 3 lines are overlapping each other on both plots.

Fig. 4: Log of the error for the velocity field computed with the analytical solution for the grid assembly G3. Each plot has its own color bar with the maximum corresponding to the maximum error of the field and a minimum at \(10^{-6}\). No overset related artefacts are visible for the schemes of order 3 or higher.
6 Concluding remarks

From this study performed on interpolation for overset meshes several conclusions can be drawn. On a CFD solver that uses second order schemes for its discretisation, at least a 3rd order interpolation scheme is needed for the overset coupling in order for the interpolation error to be bellow the transport equation discretisation errors. Moreover, no gain is achieved when using interpolation schemes of order higher than 3 (same mass imbalance and error). Some mass imbalance is introduced with the use of interpolation, it however reduces with the increase of interpolation order and grid refinement. Minimising the mass imbalance is particularly relevant on unsteady cases since it can lead to pressure fluctuations being propagated in the entire domain. In order to perform a 3rd order interpolation, one can use the least squares approach. When using locally structured or Cartesian grids however, more donor cells are needed to prevent high errors. The computational cost is however higher when increasing the number of donor cells since the search and the gathering of field data need more parallel communications. On the other hand, the nearest cell gradient scheme only needs one donor cell, is a second order scheme and has error levels lower than the inverse distance scheme, it should hence be preferred over the later. Future works are now focusing on the performance and parallelisation of the interpolation and donor cell searching methods in order to make 3rd order least squares interpolation more affordable.
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