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Abstract. The experimental testing of concrete and other brittle materials under high-strain rate 
tensile loading remains a major issue in many research fields and industrial applications. Among 
the experimental methods, the spalling technique provides a major advantage as it does not rely 
on a static mechanical balance of the sample. A short compressive pulse transmitted to the 
sample reflects from the rear free surface as a tensile pulse leading to sample tensile fracturing. 
However, the classic processing (i.e. Novikov’s acoustic approximation) based on the 
measurement of the sample rear face velocity profile, relies on strong assumptions that can lead 
to an over-estimation of the material tensile strength. A new processing technique was proposed 
by Pierron and Forquin in 2012 to derive the stress field and apparent Young’s modulus using 
only data from an ultra-high speed camera. This purely inertial method is based on the time 
resolved measurement of axial displacement fields and the Virtual Fields Methods (VFM). 
However, the measurement accuracy as well as uncertainty remains to be studied in more detail 
and better understood. In the present work, a series of spalling tests have been performed with 
a sample made of aluminium alloy behaving linearly elastic. Such test allows investigating a 
possible influence of several testing parameters (e.g. interframe time, lens focusing, number of 
pixels per period…), processing parameters (mainly the levels of spatial and temporal 
smoothing for regularization) as well as the influence of the camera sensor technology. The 
results are compared to data from strain gauges and to the expected Young’s modulus and 
stress-strain response of the tested aluminium alloy, so the accuracy of measurements is 
evaluated. Finally, the spalling set-up applied to a sample of well-known mechanical properties 
appears to be a good benchmark to assess the quality of stress versus strain measurements 
based on photomechanical methods. 
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1. Introduction 
 
During the last decade, concrete and other rock-like materials have been more and 

more tested under high strain-rate tension to respond to various demands in the field of 
safety of concrete structures under accident or attack scenarios [Riedel and Forquin, 
2013] or in the field of industrial processes (rock blasting for civil engineering 
applications, blasting or impact drilling in mining industry…) [Grange et al, 2008; 
Saadati et al, 2014]. Under such extreme loadings, the geomaterial is successively 
subjected to high strain-rate confined compression loading (typical hydrostatic pressure 
about few MPa) and tensile loading (typical strain-rates about few hundreds of 1 s-1) 
that produces, respectively, shear deformation and pore collapse due to confining 
pressure and an anisotropic tensile damage characterised by a high density of oriented 
cracks [Forquin and Erzar, 2010; Forquin and Hild, 2010]. Several experimental devices 
are currently used to characterise the response of geomaterials under tensile loading at 
strain-rates ranging from few s-1 to few hundreds of s-1. On the one hand, Split 
Hopkinson Bar (SHB) devices are used in tension or in compression to perform, 
respectively, direct tensile tests [Weerheijm and van Doormal, 2007; Cadoni et al, 2006] 
or dynamic Brazilian tests (diametric compression of a disc) [Tedesco et al, 1993; 
Grantham et al, 2004]. In this configuration, quasi-static equilibrium of the concrete 
sample is assumed to use the impact forces (sample-input bar and sample-output bar) in 
the processing of the data. However, to achieve this mechanical balance, the loading rate 
has to be strongly reduced by using for instance pulse-shaping techniques [Frew et al, 
2005]. Finally, these techniques remain inadequate to characterise the tensile behaviour 
of rock-like materials at strain-rates above 10 s-1 [Forquin et al, 2013].  

On the other hand, the tensile strength of concrete and geomaterials may be 
investigated by means of the spalling technique. In such test, the specimen remains in an 
unbalance state (i.e. no quasi-static equilibrium) as it is loaded by means of a single 
Hopkinson bar on one end and is free on the opposite end. A striker [Klepaczko and 
Brara, 2001; Erzar and Forquin, 2010] or a small pyrotechnic charge [Weerheijm and 
van Doormal, 2007] is generally used to produce a small compression pulse that 
propagates through the metallic Hopkinson bar and through the sample. It reflects back 
on the free surface of the sample as a tensile pulse generating the tensile loading leading 
to the failure of the specimen. This technique formerly developed by Klepaczko and 
Brara [2001] was improved by Erzar and Forquin [2010] by using an optimized 
projectile enabling to homogenize the field of tensile stresses in a large part of the 
sample. However, this technique relies on the assumption of uniaxial stress wave 
propagation and isotropic linear elastic behaviour up to failure [Forquin et al, 2013; 
Forquin and Lukić, 2018]. In order to relax these assumptions, Pierron and Forquin 
[2012] recently proposed to use the images of a high speed camera to measure the 
displacement field by means of a grid bonded on a plane surface of the sample. Spatial 
and temporal differentiation enables to derive strain and acceleration maps. The 
processing of these strain and acceleration maps relied on the use of the Virtual Fields 
Method [Pierron and Grédiac, 2012]. This photomechanical technique was employed to 
characterise the tensile strength, the Young’s modulus, the stress-strain response of 
concrete and rocks at high strain-rate [Forquin et al, 2013; Forquin and Lukić, 2018] and 
the fracture energy of concrete [Lukić et al, 2018]. A recent study has shown that the 
procedure could be extended to flat composite specimens [Pierron et al, 2014] and 
ceramic specimens [Fletcher and Pierron, 2018]. In this case, the load was introduced by 
a direct impact instead of a long bar and strain rates up-to 2000 s-1 were obtained. 



However, the quality of stress and strain measurements and the influence of testing and 
processing parameters as well as sensors technology still need thorough investigations. 

The objective of this article is to propose a benchmark testing method based on the 
use of spalling technique applied to a sample of well-known behaviour (an aluminium 
alloy sample) as to firmly assess the influence of testing and processing parameters in 
order to improve the identification of the stress-strain relationship in view of improving 
the use of this experimental method to the testing of geomaterials or other types of 
material. The methodology herein aims to provide a set of optimal testing and 
processing parameters in the retrieval of the stress-strain material response. Although 
some basic guidelines on the optimal experimental settings and processing parameters 
can be obtained through a simulated experiments strategy [Lukić et al, 2017, Van 
Blitterswyk et al, 2018], only a real experimental condition can faithfully account for the 
intrinsic noise of both the imaging sensor and the experimental environment. Finally, 
the proposed benchmark testing method proves to be a useful method of evaluating the 
performance of an ultra-high speed imaging sensor in the identification of material 
response. 

In the first part, the experimental techniques and the spalling test facility used here 
are detailed. Then, the basic equations used in the method are reported. Experimental 
results obtained in experiments performed with an aluminium alloy sample are then 
analysed through a sensitivity study to investigate the influence of testing parameters 
(focusing, number of pixels per period, interframe time) and processing parameters 
(polynomial function of degree, temporal filtering, spatial filtering) and sensor 
technology. 

 
 
2. Test set-up and associated experimental techniques 
 
2.1 The spalling testing method 
 

An experimental set-up has been developed in 3SR Laboratory to perform dynamic 
tensile tests at high strain-rate. The so-called spalling test consists in a short cylindrical 
projectile striking a Hopkinson bar for generating an incident compressive pulse that 
propagates through the Hopkinson bar. The specimen is put in contact with the 
Hopkinson bar so a part of the incident pulse is transmitted to the sample whereas the 
other part is reflected in the opposite direction. Next, the transmitted compressive pulse 
reflects as a tensile pulse on the rear face of the specimen leading to a fast dynamic 
loading in the core of the sample [Klepaczko and Brara, 2001; Erzar and Forquin, 2010]. 
 
 
 
 
 
 
 
 
 
Fig. 1. Schematic of spalling experiments. 
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The projectile, the Hopkinson bar and the tested aluminium alloy of diameter 45 mm are 
made of the same aluminium alloy. Their density was obtained by weight measurement 
and the 1D wave speed was characterised by measuring the travelling time of elastic 
wave though the Hopkinson bar. The aluminium alloy is characterised by a 1D wave 
speed of C = 5090 m/s, a density of 2810 kg/m3 and a Young’s modulus equal to 
72.8 GPa. The projectile is characterised by a spherical end cap that allows improving 
the homogeneity of stress in the tested sample [Erzar and Forquin, 2008]. The 
Hopkinson bar, 1200 mm in length, is instrumented by a strain-gauge located on its 
middle cross-section. The tested specimen, 140 mm in length, is instrumented with 3 
strain gauges 10 mm in length placed at 40, 50 and 120 mm from the rear face. A plane 
of width equal to the radius of the sample was machined along the sample axis in order 
to glue the grid on a flat surface (Figure 2). The rear face velocity is recorded with a laser 
interferometer. 
 

 
 
Fig. 2. Schematic of cylindrical sample with flattening on one side. 

 
2.2 Ultra-high speed cameras 

 
The first requirement is to acquire images of the patterned specimen using a camera 
that enables sufficient temporal resolution to allow for accurate acceleration derivation, 
together with adequate spatial resolution to measure the heterogeneous strain state 
stemming from the wave propagation. As reported in [Reu and Miller, 2008], there are 
two families of cameras able to record images at high rates. First, cameras using 
optimized CMOS sensors for high rate memory read-out. The authors refer to these 
cameras as ‘high speed’. The maximum sampling frequency available at full spatial 
resolution is around 20 kHz. Since the spalling event occurs in a few tens of 
microseconds, this kind of frame rate is not appropriate here. It is possible to increase 
the frame rate by compromising the spatial resolution but only to about 100 kHz and 
with spatial resolutions not adequate to satisfactorily resolve the spatial strain 
distributions.  
The second family is termed ‘ultra-high speed’ by Reu and Miller [2008]. This 
encompasses a wide range of technologies based on either rotating mirrors or beam 
splitting together with the use of many separate CCD sensors so that the memory read-
out constraint is relieved as each sensor only grabs one image which is read-out after 
the test. However, these cameras are expensive, difficult to use and present some 
imaging quality issues, as reported in [Pierron et al, 2011], even though they have been 
used with some success in the past to record full-field deformations [Kajberg et al, 2004; 
Moulart et al, 2011; Pierron, Sutton and Tiwari, 2011; Bedsole et al, 2013].  
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Within this family, the Shimadzu HPV-1 camera is based on a dedicated sensor with on-
chip memory storage capabilities [Etoh et al, 2003]. This technology, also often referred 
to as in-situ image storage (ISIS), will be used in this work. This acquisition system 
records images up-to a maximum frequency of 1 MHz with a spatial resolution of 312 by 
260 pixels. Some characteristics concerning metrological performance of this sensor and 
image quality have been examined in detail in [Rossi et al, 2014] and this expertise has 
been used here to record images of the best possible quality for deformation 
measurements.  
The principle of the HPV-1 camera sensor architecture is described in [Mutoh and Etoh, 
2003] (Figs. 3a, 3b, 3c). The sensor is composed of photodiodes (33) connected to the 
corresponding photo-receptive area (32). Charges are stored in linear CCD charge signal 
accumulators (36) and transferred to linear CCD charge signal transporters for vertical 
read-out. Finally, a horizontal readout is made through CCD (39) and charges are 
amplified and transferred to a buffer memory prior image processing. The microscopic 
view of the HPV-1 camera sensor (Fig. 3d) highlights the main drawback of the ISIS 
architecture: most of the space is occupied by the storage unit resulting in a very low fill 
factor corresponding to the percentage of a pixel devoted to collecting light (around 
14% in the horizontal direction and 76% in the vertical direction in the Shimadzu HPV-1 
sensor, Fig. 3b). 
 

 

Fig. 3 (a) Partial front view showing a photo-receptive area of the high speed image sensor, (b) 
Partial enlarged front view showing a substrate, (c) Schematic view showing a CCD charge 
transfer path driven according to a driving voltage having two levels and two phases [Mutot and 
Etoh, 2003], (d) Microscopic view of the HPV-1 camera sensor [Rossi et al, 2014]. 

Latest progresses in the domain of ultra-high speed imaging concern the use of CMOS 
based sensors. These sensors alleviate several limitations of the CCD-based imagers 
mainly concerning the reduced power consumption and sensor cooling which allowed 

32: photo-receptive area  
33: charge signal converter (photodiodes) 
36: charge signal accumulator 
37: charge signal transporter 
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reaching much higher frame rates. One such imaging system that integrates a CMOS 
imager together with the on-board memory (ISIS) within the pixel domain is the Kirana 
camera from Specialised Imaging Ltd. [Crooks et al, 2013]. Another imaging system 
which on the other hand integrates two separate memory arrays outside the pixel 
domain is the Shimadzu HPV-X2 camera. Both these CMOS based ultra-high speed 
imagers have been used in this work and are introduced in the following. 
 
The Kirana camera is an ultra-high speed camera based on uCMOS image sensor and 
circular buffer offering the recording of 180 consecutive frames of 0.7 Megapixel 
(924x768 pixels) and 10 bit encoding at any recording frame-rates up to 5 Mfps. The 
pixel block diagram is presented in details in Figure 4. It is composed of photodiode 
distribution consisting of a Vertical Entry bank (VEN) composed of ten cells, ten rows of 
Lateral banks (LAT) each including 16 cells that are connected to a Vertical Exit bank 
(VEX) composed of 10 cells. The charges are first read through a single electrode and 
distributed in the VEN bank. When the VEN is filled charges are pushed laterally to the 
LAT bank. Finally charges filling the VEX bank can be moved forward to the output 
structure and the pixel readout circuit. 
 

   
Fig. 4. Pixel block diagram [Crooks et al, 2013a] and layouts of the VEN to LAT and LAT to VEX 
transfer structures in a Kirana memory bank [Benhammadi et al, 2017] 
 
Shimadzu HPV-X and HPV-X2 are ultra-high speed cameras based on CMOS image 
sensor technology. Both cameras provide two imaging modes. The HP (half pixel) mode 
achieves the maximum imaging speed (10 million fps) and allows 256 frames to be 
recorded with a resolution of about 50,000 pixels by using only two pixels worth of 
memory for each pixel. In the FP (full pixel) mode, 128 consecutive frames (400x256 
pixels) are recorded with a maximum recording frequency of 5 Mfps. The architecture of 
the FTCMOS2 sensor (HPV-X2 camera) is based on the same sensor architecture as the 
HVP-X sensor presented by [Tochigi et al, 2013] but provides eight times higher light 
sensitivity than the latter due to increased fill factor and increased signal readout gain 
[Kuroda et al, 2016], though at the cost or two to three times more random noise 
[Pierron, 2018]. The architecture of the HPV-X2 FTCMOS2 sensor is presented in Figure 
5. It is made of two on-chip memory arrays that are separated by the pixel area. The 
photodiodes in the pixel area and the corresponding memory for recording images are 
connected by metal wires so that pixel signal outputs are recorded concurrently in 
memory at high speed.  
 
The noise of Shimadzu HPV-X2 sensor was inspected by means of black image 

MBi 



acquisition (camera lens completely covered) and blank scene acquisition (illumination 
of white paper) or acquisition of a gridded surface [Lukić, 2018]. An example of the 
average grey level of pictures obtained by framing a grid image of a spalling sample with 
HPV-X2 camera is shown in Figure 6 as a function of the frame count. It is normalised by 
the camera dynamic range, so it is compared to experimental measurements obtained 
with the Kirana and the Shimadzu HPV-1 cameras. A stronger temporal flickering effect 
is noted with the two last sensors compared to the HPV-X2 sensor. The influence of such 
flickering effect is discussed in the next section. 
 

 
Fig. 5. Schematic diagram of Shimadzu HPV-X2 FTCMOS2 sensor according to [Kuroda et al, 
2016]. 
 

 
Fig. 6. Average frame grey level normalised by camera dynamic range for three acquired image 
sequences of the sample grid using the Kirana camera (2 Mfps), the Shimadzu HPV-1 (1 Mfps) 
and the Shimadzu HPV-X2 camera (2 Mfps).  
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2.3 Full-field time resolved displacement measurements 
 
The data processing technique relies on the availability of full-field time resolved 
displacements. In the existing literature, this is mostly achieved in dynamics by a 
combination of high speed imaging and random pattern image processing though digital 
image correlation [Sutton et al, 2009] or the use of a regular pattern (the Grid Method) 
enabling the processing of the images with phase-shifting techniques [Grédiac et al, 
2016].  
 
Digital Image Correlation (DIC) is certainly the most widely used full-field deformation 
measurement technique. It has been employed by many research groups in the past to 
successfully capture high speed deformation fields, mostly with high speed cameras, see 
for instance [Grantham et al, 2004; Gilat et al, 2009; Peirs et al, 2011], sometimes in 
stereo mode using two cameras [Besnard et al, 2012] and sometimes with UHS cameras 
[Kajberg et al, 2004; Luo et al, 2006; Bedsole et al, 2013]. However, one of the main 
limitations of DIC is its poorer displacement resolution to spatial resolution compromise 
compared to the Grid Method [Grédiac et al, 2017].  
An alternative consists in using a regular pattern instead of a random one. The use of a 
regular grid enables the processing of the images with phase-shifting techniques to 
obtain displacements. This achieves an independent displacement measurement point 
for every subset of typically 5 x 5 pixel2, which leads to at least ten times more data 
points than with DIC, for about the same displacement resolution (0.01 pixel). In the 
past, this technique, called the Grid Method, has been used in quasi-static (see [Surrel 
1994; Badulescu et al, 2011; Avril et al, 2004], among others) but has found a 
particularly interesting application at high rates to mitigate the generally lower camera 
spatial resolutions [Pierron and Forquin, 2012; Moulart et al, 2011; Pierron et al, 2014; 
van Blitterswyk et al, 2018; Fletcher and Pierron, 2018; Seghir and Pierron, 2018]. It is 
beyond the scope of the present paper to detail the Grid Method, the reader is referred 
to a recent review of the method provided in [Grédiac et al. 2016]. The basic working 
principle relies on the use of a spatial phase-shifting algorithm to extract spatial phase 
from the grey level grid images, from which the displacement is obtained by multiplying 
the phase by p/2π, where p is the pitch of the grid. 
 
A grid has been bonded onto the specimen using the procedure developed by [Piro and 
Grédiac, 2004], as shown in Fig. 2. Sequences of images of this grid were captured during 
the tests as to produce displacement maps as a function of time. The grid pitch, the grid 
sampling and the frame-rate considering for each camera are detailed in the Table 1. 
 
Table 1. Testing parameters for three high-speed cameras 
 

Camera Shimadzu HPV-1 Kirana Shimadzu HPV-

X2 

Full-field technique 

measurement 

Grid Grid Grid 

Sensor size (pixels) 312x260 924x768 400x250 

Lens  Nikon 105 mm 

f/2.8 

Sigma 105 mm 

f/2.8 Macro 

Sigma 105 mm 

f/2.8 Macro 

Total number of images 102 180 128 



Grid sampling (in pixels) 4, 5  13 7 

Grid pitch (in mm) 1 1 1 

Frame rate (Mfps) 0.5, 1 2 2 

Diffuse approximation (2nd order) [Avril et al, 2010] used to improve the strain 

resolution with a radius of 8 data points (8 mm) 

 
 

3. Principle of the Virtual Fields Method (VFM) 
 

From the time resolved strain and acceleration maps, the objective is to extract 
information about the mechanical behaviour of the materials. There are several 
techniques available to do this, as reviewed in [Avril et al., 2008]. Finite Element Model 
Updating (FEMU) is the usual choice to solve this problem; however, it is very costly 
numerically because of the necessity to run a large number of finite element calculations 
to minimize a distance between experiment and model [Kajberg et al., 2004]. Here, the 
Virtual Fields Method (VFM) has been used to process the data. 
 
The VFM relies on the principle of the virtual work which can be written as follows: 

 − � �: �∗
� + � 
. �∗
� =  � ��. �∗
�
����

 (1)  

where � is the stress tensor, �∗ the virtual strain tensor associated to  �∗, 
 the stress 
vector at the boundary of the solid ��, �∗ the virtual displacement vector, � is the 
density, � the acceleration vector and ‘:’ and ‘.’ represent the scalar product between 
second order tensors and vectors respectively. The idea is to write this equation with 
specific virtual fields to derive integral equilibrium equations. The stress terms are then 
substituted using the constitutive equations and the integrals approximated by discrete 
sums provided that the test is 2D as no measurements are available in the bulk. In the 
case of linear elastic behaviour, this leads to solving simple linear systems to obtain 
elastic stiffness components [Pierron and Grédiac, 2012]. 
 
There are many ways to use this equation, as reported in [Pierron and Grédiac, 2012]. In 
the past [Pierron and Forquin, 2012], this particular problem has been approached in 
two different ways, which correspond to two particular choices of virtual fields. First, it 
is possible to easily extract Young’s modulus by assuming that the stress state is uniaxial 
(but not uniform obviously, as stress waves travel along the test specimen). This is done 
by using the following virtual fields (with axes as on Fig. 2): 

 ���∗ = �(�)��∗ = 0                                  ���∗ = �′(�)��∗ = 0� ∗ = 0   , (2)  

where � is a continuous and differentiable function of �, with �(0) = 0 to avoid having a 
contribution of the stress vector at the boundary of the field view where stresses exist. 
This function has to be selected so that it ‘follows’ the displacement field. To do so, the 
actual longitudinal displacement maps have been used to construct f(x). First, these 
maps have been averaged over the width to provide a 1D function, which has then been 
expended in the transverse direction so that f only depends on x. Then, a constant value 



has been added to ensure that f(x = L) = 0. The derivative of f(x) was then simply 
computed by through the coefficients of the fitted polynomial function. After some 
simple derivations reported in [Pierron and Forquin, 2012], a simple expression of the 
Young’s modulus (!�"#) is obtained at each time step of the test: 

 !�"# = � ���(�)$$$$$$$$$
���′(�)$$$$$$$$$$$ (3)  

where the over bar signifies the spatial average of the quantity under it over the field of 
view.  
 
The second approach uses a rigid-body like virtual field to compute average stresses in 
each cross section of the specimen: 

 ���∗ = 1��∗ = 0                                 ���∗ = 0��∗ = 0� ∗ = 0 (4)  

Denoting ��(�, ') the average of the axial stress in the section over the y direction, 
Equation (1) becomes: 

 0 + ���(�, ')  = −�����(�, ')$$$$$$$$$$  , (5)  

where  ��(�, ')$$$$$$$$$$ is the spatial average of the longitudinal acceleration component over 
the surface lying between the free end and the considered section of coordinate y. Again, 
the detailed derivation can be found in [Pierron and Forquin, 2012]. Finally: 

 ��(�, ') = −����(�, ')$$$$$$$$$$ (6)  

Since strain maps are also available, it is possible from this equation to plot stress-
strain curves in each cross-section of the field of view. This approach, somewhat similar 
to that suggested by [Aloui et al., 2008], has also been successfully employed in [Pierron 
et al., 2014]. The rest of the paper is dedicated to the presentation of the results and the 
sensitivity analysis. 

 
 

4. Experimental results obtained with an aluminium alloy sample and a Shimadzu 
HPV-1 ultra-high speed camera 

 
A series of experiments have been conducted on aluminium samples instrumented 

with strain gauges and a grid of 1 mm pitch. The sample and the Hopkinson bar being 
from the same aluminium alloy, the sample’s Young’s modulus was deduced by 
measuring the density (�) and the one-dimensional wave speed (C0) in the Hopkinson 
bar according to the formula: !()* = �(+,)- (7)  

This measurement that relies on the assumption of 1D wave propagation is made 
possible thanks to the very low wave dispersion in the 1.2 m long Hopkinson bar that 
results from the compressive pulse shaping obtained by using a hemispheric smooth-
end projectile providing typical rising time of more than 30 µs as detailed in [Erzar and 
Forquin, 2010; 2011]. 

The reference experiment, named Alu6, was conducted with clear focusing (no 
blurring), at the maximum recording frequency available with the HPV-1 Shimadzu 



camera (1 Mfps) and with magnification such that 5 pixels sampled each grid period (the 
number of pixels being 312 in the x direction the length of the field of view is 62.4 mm). 
The results are presented hereafter. 

 
Measurement of apparent Young’s modulus with an aluminium sample 

 
Full-field displacement measurements for the Alu6 experiment have been first 

processed to evaluate the “apparent Young’s modulus” based on Equation (3). However, 
the quality of measurement depends on the noise on the acceleration and the strain 
fields resulting from, respectively, the double temporal and the single spatial 
differentiations of the displacement field. In order to reduce the influence of noise in the 
experimental data and retrieve the expected Young’s modulus, a filtering procedure has 
been used. In the time domain, a polynomial function of varying degree denoted ‘n’ is 
considered to fit the curve of axial displacement as function of time. The temporal 
filtering is applied in the form of a sliding window over a number of consecutive frames 
denoted ‘l’. In the same way, a second degree polynomial fit over a spatial window size 
of 8 points was considered to calculate the strain. 

 
The obtained result in terms of “apparent Young’s modulus” versus time in the Alu6 

experiment is detailed in Figure 7 with the parameters (n = 2, l = 11). It is observed that 
in the compression part of the loading, when the mean acceleration level is high enough 
(Figure 7b), the Young modulus of the aluminium sample seems to be correctly 
evaluated (Figure 7a). For instance, between T = 195 µs and T = 215 µs, the ‘apparent 
Young modulus’ varies from 68 GPa to 99 MPa compared to the expected value of 
Young’s modulus equals to 72.8 GPa. On the other hand, in the tensile part of the loading, 
the ‘apparent Young modulus’ is not very well evaluated. The main reason is coming 
from the low amplitude of stresses especially near the free end. Finally, this method 
does not seem to be reliable enough to obtain the stiffness of the material. This is most 
probably caused by a non-optimal choice of the virtual fields in Eq.(3) but also by 
measurement bias and uncertainties propagating into the identification procedure. 
Here, the virtual fields were obtained by differentiating a 10th degree polynomial, fitted 
in a least-squared sense to the averaged displacement field at each time step. More 
adapted procedures based on noise-optimized virtual fields have shown to provide 
better stiffness identification data [Avril et al, 2004; van Blitterswyk et al, 2018]. In any 
case, this paper focuses mainly on the supposedly more promising second method based 
on stress reconstruction in the cross-section which is evaluated in more depth in the 
following considering different processing and testing parameters. 

 



 (a) (b)   

 
(c) 

Fig. 7. Processed data for test Alu6 (clear focusing, 1 Mfps, 5 pixels per period, n = 2, l = 11). (a) 
Young’s modulus (!�"#) versus time (Equation (3)), (b) averaged acceleration over the field of 
view as a function of time, (c) numerator and denominator of the Equation (3) considering 
expected value of material parameters. The pink bands arbitrely define the zones where the 

denominator of Equation (3) is less than 2.10-4 (!()*���′(�)$$$$$$$$$$$$ . 1.45 1 107 kg/m/s²). 
 
Identification based on stress reconstruction from acceleration 

 
The second method based on the stress reconstruction from acceleration is now 

evaluated. The reference experiment, named Alu6, is considered again (clear focusing, 
1 Mfps, 5 pixels per period). Again a smoothing procedure has been applied: first, in the 
time domain, a polynomial function of degree ‘n’ (n = 2) is considered to fit the curve of 
axial displacement as function of time, using a sliding window over ‘l’ consecutive 
frames; then the stress given by equation 6 is obtained from the derived acceleration. . 
Finally, in the space domain, the axial strain is averaged along a length denoted ‘virtual 
gauge size’. Three spatial sizes of virtual gauge have been considered in the present 
work as presented a bit further. 

The results obtained by processing the Alu6 experimental data are detailed in 
Figure 8. First, the strain in the cross-section at 40 mm from the free surface is plotted as 
function of time in Figure 8a. The curve obtained by averaging the grid strains over the 
equivalent gauge area is compared to the data from the strain gauge. A very good 
correlation is observed between both measurements. Second, the stress level in the 
cross-section at 40 mm from the free surface calculated from Equation 6 is plotted as 
function of time in Figure 8b by considering the following parameters in the processing 
program (n = 2, l = 11, virtual gauge size = 10 mm). Compression in the cross-section is 



observed in the first 40 µs. Then, the loading reverses to tension. The stress-strain curve 
in the cross-section at 40 mm from the free surface is plotted in Figure 8c. A linear 
elastic behaviour is observed in the considered range of stress and strain, even though a 
significant amount of noise is present because of the low strain levels. A maximum error 
may be estimated from the difference in stress and strain levels between the fitted 
straight line (Young’s modulus of 72.8 GPa) and the data. The error does not exceed 
about ±7 MPa regarding the stress level and ±1.10-4 regarding the strain level, which is 
comparable to the measurement noise floor in strain. Linear regression is performed to 
retrieve material stiffness, considering both the first compressive and further tensile 
stages of the loading at three characteristic distances from the sample free end (30, 40 
and 50 mm). The results regarding the retrieved Young’s Modulus (Elin.) calculated by 
performing a linear regression of the stress-strain curve and the standard deviation of 
the stress residuals (�34 4 5) are provided in Table 2, the standard deviation being defined 
as: 

�34 4 5 = 678 ∑ (∆; − ∆$;)-8;<7   with  ∆;= �; − !�;  and  ∆$;= 78 ∑ ∆;8;<7   , (8)  

where E is the Young’s modulus of the aluminium alloy (72.8 GPa), �; are the stress 
points (Equation (6)) and �; are the measured strain points. 

 

 
(a)            (b) 

 
(c) 

Fig. 8. Processed data for test Alu6 (clear focusing, 1 Mfps, 5 pixels per period, virtual gauge 
size = 10 mm, n = 2). (a) Strain in the cross-section at 40 mm from the free surface versus time 
obtained from the grid method compared to the data from the strain gauge, (b) stress in the 
cross-section at 50 mm from the free surface versus time obtained by the VFM method 



compared to the experimental strain multiplied by the sample Young’s modulus, (c) stress-strain 
curve in the cross-section at 50 mm from the free end. 
 
Table 2. Identified values of the Young's modulus for the test Alu6 by performing the linear 
regression of the stress-strain curves at 30 mm, 40 mm and 50 mm from the free surface (virtual 
gauge size 20 mm). 

Virtual gauge position (mm) Young’s Modulus Elin. 
(GPa) 

�34 4 5 (MPa) 

30 65.3 5.5 
40 69.6 4.6 
50 74.5 6.7 
 
Influence of processing parameters on stress and strain 

 
The influence of processing parameters used to filter out noise on the reconstructed 
stress from acceleration is now discussed. The stress level in a given cross-section of the 
field view is given as a function of time (or number of frames) according to Equation 6.  
A temporal filtering is applied in order to derive the time resolved acceleration [Savitzky 
and Golay 1964]. 
 
The effect of the polynomial function degree (n) fitted over displacements over a time 
window with a length (l) is now discussed. The results obtained from processing Alu6-
experiment with varying polynomial degree from 2 to 6 are detailed in the Figure 9 
while ’l’ was kept constant at 11 images (i.e. 11 µs). It can be observed that high 
polynomial degree tends to produce enhanced fluctuations. Finally a degree 2 
polynomial function has been considered in the processing of the data, though degree 3 
provides similar performance and could also have been selected. 
 

 
Fig. 9. Influence of the polynomial degree (n) used in processing the data of test Alu6 and 
deriving the acceleration fields (clear focusing, 1 Mfps, 5 pixels per period, window length 11µs). 
 
Next, the effect of the time window length ‘l‘ is examined while keeping the 2nd order 
polynomial. In Figure 10, several values of consecutive frames forming the size of the 
time window ‘l’ are considered to plot the stress in a given cross-section as a function of 
time. It is observed that for ‘l’ equal to 11 and 13, a very similar response is obtained, 
without the higher order fluctuations obtained with lowed values. Finally, a value of ‘l’ 
equal to 11 was used for interframe-time equal to 1 µs whereas ‘l’ was set to 7 for the 
interframe-time of 2 µs, so the time window length does not exceed 14 µs.  



 

  
Fig. 10. Influence of the number of consecutive frames used for window length ‘l‘ in processing 
the data of test Alu6 (clear focusing, 1 Mfps, 5 pixels per period, VG at 40 mm distance with 
spatial size of 20 mm). 
 
The effect of spatial size of the virtual gauge (VG) was also investigated and is plotted in 
Figure 11. The stress is calculated by averaging the value of stress provided by the VFM 
over 10 mm, 20 mm and 30 mm. It is observed that with the considered grid pitch (1 
mm), the spatial filtering has a very small influence on the stress versus time curve. On 
the other hand, spatial filtering of 20 mm has a slight positive effect on the strain. Finally 
spatial filtering over 20 mm has been considered to process the experimental data in the 
next section. In conclusion, the parameters selected to process the data of the five 
spalling experiments performed with a 1 mm pitch grid are summarized in the Table 3. 
 

 
Fig. 11. Influence of the length of spatial averaging ‘virtual gauge length’ for processing the data 
of the Alu6 test (clear focusing, 1 Mfps, 5 pixels per period). 
 
Table 3. Selected imaging parameters for the 5 tested samples with the HPV-1 camera 

Tests Interframe 
time 

‘n’, ‘l ’ Focusing Interframe 
time 

Pixels/period 

Alu6 1 µs 2, 11 clear 1 µs 5 

Alu7 2 µs 2, 7 clear 2 µs 5 

Alu13 1 µs 2, 11 blurred 1 µs 4 

Alu8 1 µs 2, 11 blurred 1 µs 5 

Alu9 2 µs 2, 7 blurred 2 µs 5 



 
 
Influence of testing parameters on the measurement of stress and strain 

 
Five tests have been conducted on aluminium alloy samples with different imaging 

configurations, as listed in Table 2. The following parameters have been studied: 
interframe time, number of pixels per period and focusing. In tests 6, 13 and 8 the 
recording frequency was set to the maximum value available with the HPV-1 Shimadzu 
camera (1 Mfps). The total recording time is equal to 102 µs. However, at such recording 
speed a significant increase of noise is observed with the HPV-1 camera [Rossi et al, 
2013]. It is the reason why in two tests the recording frequency was set to 500 kfps 
(interframe time equal to 2 µs). In addition, in four tests the size of the field of view was 
adjusted to get 5 pixels sampling each period of the grid. However, in test Alu13, the 
field of view was set to have only 4 pixels per period. This can be considered as the 
minimum value that can reasonably be used with the grid method and has shown some 
decent results in the past [Xavier et al, 2009], the theoretical lowest sampling being 
three pixels. Regarding the low fill-factor of the HPV-1 Shimadzu camera, defocusing can 
improve measurements as it filters out the high spatial frequency contents of the grid 
signal [Rossi et al, 2013]. Some positive effects of blurring were also suggested using 
simulated dynamic experiments in [Lukić et al, 2017]. Consequently, three tests were 
conducted by defocusing the lens so the grid appears as blurred exhibiting a quasi-
sinusoidal profile. Distributions of grey levels are plotted in Figure 12 for the 5 
experiments. Wider distributions of grey levels are observed in the case of blurred 
compared to clear pictures. It should be noted that in all the experiments, the lighting 
was adjusted to ensure grey level values not exceeding 70 as this is paramount to 
controlling the image quality with this camera [Rossi et al, 2013]. 

 
Fig. 12. Image grey level distributions recorded with the Shimadzu HPV-1 camera for the 5 
samples normalized by the peak value. 
 



Figure 13 shows the results for test Alu7 (clear focusing, 0.5 Mfps, 5 pixels per 
period). Again, the stress in the cross-section at 50 mm from the free surface is plotted 
as a function of time in Figure 13a (Equation 6). The curve is compared to the data 
obtained from the strain gauge (E x ε). Again, a good correlation is observed between 
both measurements. The stress-strain curve in the cross-section at 50 mm from the free 
surface is plotted in Figure 13b. The behaviour looks linear elastic even though a fair 
amount of noise is present. This noise is higher than for sample Alu6 (1Mfps). The 
maximum difference relative to the expected stress-strain elastic response is about 
±15 MPa in stress and ±2.10-4 in strain level. The identified modulus value from linear 
regression at three characteristic distances is provided in Table 4. Only the first 
compressive and tensile stages of the loading are considered for the regression and a 
virtual gauge size of 20 mm was used.  
 

 
(a)            (b) 

Fig. 13. Results for test Alu7 (clear focusing, 0.5 Mfps, 5 pixels per period). (a) Stress in the 
cross-section at 50 mm from the free surface versus time, (b) stress-strain curve in the cross-
section at 50 mm from the free end. 
 
Table 4. Identified values of the Young's modulus for the test Alu7 by performing linear 
regression onf the stress-strain curves at 30 mm, 40 mm and 50 mm from the free surface. 
 

Virtual gauge position (mm) Young’s Modulus Elin. 
(GPa) 

�34 4 5 (MPa) 

30 61.7 7.1 
40 61.8 11.1 
50 63.0 15.2 
 

The influence of blurring is analysed by comparing Figures 10 and 14. Figure 14 
provides the data obtained by defocussing the lens of the camera (Alu8 test, blurred 
focusing, 1 Mfps, 5 pixels per period). Again, the stress in the cross-section at 50 mm 
from the free surface (Equation 6) is compared to the data obtained from the strain 
gauge (E x ε) and a good correlation is observed between both measurements. The 
stress-strain curve in the cross-section at 50 mm from the free surface is plotted in 
Figure 14b. The quality of the curve is better than for the previous case but similar to 
that for clear focusing in Figure 8, with typical error about 7 MPa in stress and 1.10-4 in 
strain compared to the line of slope ‘E’. The obtained Young’s modulus from linear 
regression at three characteristic distances is provided in Table 5. Only the first 
compressive and tensile stages of the loading are considered for the regression and a 



virtual gauge size of 20 mm is used. Finally blurred focusing is seen to have little 
influence on the quality of the measurements, the lowering the frame rate seems to 
affect the results much more.  

 

 
(a)            (b) 

Fig. 14. Results test Alu8 (blurred focusing, 1 Mfps, 5 pixels per period). (a) Stress in the cross-
section at 50 mm from the free surface versus time, (b) stress-strain curve in the cross-section at 
50 mm from the free end. 
 
Table 5. Identified values of the Young's modulus for the test Alu8 by performing the linear 
regression of the stress-strain curves at 30 mm, 40 mm and 50 mm from free surface. 
 

Virtual gauge position (mm) Young’s Modulus Elin. 
(GPa) 

�34 4 5 (MPa) 

30 63.7 6.7 
40 66.2 6.2 
50 69.9 8.2 
 

Experimental results obtained with blurred focusing at 0.5 Mfps and with 5 pixels per 
period (test Alu9) are given in Figure 15. The obtained Young’s modulus from linear 
regression at three characteristic distances is provided in Table 6. Only the first 
compressive and tensile stages of the loading are considered for the regression and a 
virtual gauge size of 20 mm was used. Again, a higher level of error is noted at 0.5 Mfps 
compared to the experiment performed at 1 Mfps (test Alu8, Figure 14). The difference 
relative to the expected stress-strain elastic response is about ±12 MPa in stress and 
±2.10-4 in strain. 

 



 
(a)            (b) 

 
Fig. 15. Results for test Alu9 (blurred focusing, 0.5 Mfps, 5 pixels per period). (a) Stress in the 
cross-section at 40 mm from the free surface versus time, (b) stress-strain curve in the cross-
section at 40 mm from the free surface. 
 

Table 6. Identified values of the Young's modulus for the test Alu9 by performing the linear 
regression of the stress-strain curves at 30 mm, 40 mm and 50 mm from free surface. 
 

Virtual gauge position (mm) Young’s Modulus Elin. 
(GPa) 

�34 4 5 (MPa) 

30 62.7 7.4 
40 66.7 7.7 
50 67.4 11.4 
 

The influence of the spatial sampling of the grid is examined in Figure 16 by adjusting 
the field of view to have only 4 pixels per period (Alu13) instead of 5 pixels per period 
(Alu8, Figure 14). In the Alu13 experiment, the other testing parameters are set as in the 
Alu8 experiment (blurred focusing, 1 Mfps). It is observed that with 4 pixels per period, 
the level of error is increasing dramatically compared to 5 pixels per period, and 
provides a nonsensical stress-strain curve. 

 
 

 
Fig. 16. Results for test Alu13 (blurred focusing, 1 Mfps, 4 pixels per period). Stress-strain curve 
in the cross-section at 60 mm from the free surface. 

 



In conclusion to this section, spalling experiments performed on aluminium alloy 
samples have shown a weak influence of the focusing. Experiments performed by 
slightly blurring the picture without excessive blurring seem to provide better results. 
However, a strong influence of the spatial sampling of the grid is noted between 4 and 5 
pixels per period. Indeed, the test performed with 4 pixels per period enables a larger 
field of view to be recorded but the quality of the results sharply decreases. Even though 
satisfactory results were obtained in [Xavier et al, 2009] with this configuration, the 
strains are much smaller here and the fill factor of the camera much lower, both issues 
contributing to the sharp loss of quality. Finally, it is better to increase the recording 
frequency to the maximum level provided by the HPV-1 camera (1Mfps) as results at 
half this frame rate showed significantly degraded results. This is thought to be caused 
by the resolution on acceleration but would need to be confirmed.  

 
 
5. Experimental results obtained with a Kirana ultra-high speed camera 
 

A spalling test was carried on the same aluminium sample as in the previous section 
with a Specialized Imaging Ltd. Kirana camera. Due to high pixel count of captured 
frames, the grid pitch sampling was set to 13 pixels per grid period and the test was 
performed at 2 Mfps with exposure of 300 ns. The camera provides 180 images which 
correspond to 90 μs total recording time at that frame rate. The camera is equipped with 
a fast shutter which aims at reducing parasitic effects [Benhammadi et al, 2017]. This 
requires a use of a high power light source in order to illuminate the scene 
appropriately. Consequently, flash lights were used which were triggered using a short 
circuit rig placed at the bar-projectile contact. Due to the particular sensor technology, a 
certain high frequency oscillation is present within the sequence of acquired images 
(Figure 17). In order to reduce the peak grey levels oscillations on each 4 frames within 
a sequence of 10, these 4 images were removed and substituted with weighted average 
frames. An example of the effect of such correction is presented in Figure 17.  

 
 

Fig. 17. Average frame grey level normalised by camera dynamic range for two series of images 
from the Kirana camera, with and without removed ‘peak frames’. 

 
Figure 18 depicts the results of the test. The same processing parameters were used 

to derive the deformation measurements from the measured displacement fields as in 
the previous section with (n = 2, l = 15). The obtained Young’s modulus from linear 
regression at four characteristic distances is provided in Table 7. Only the compressive 



and tensile stages of the loading are considered for regression and a virtual gauge size of 
20 mm was used. 

 
According to the experimental data of Figure 18, it is observed that without 

additional post-treatment of the images, the stress can deviate by more than 10 MPa 
from the expected values derived from the strain gauge readings. In addition, the 
oscillating noise is characterised by a time period of 10 frames (5 µs in the Figure 18) 
that precisely corresponds to the flickering frequency noted in Figure 17. Despite the 
temporal smoothing algorithm used in the data processing, the flickering in grey level is 
found in the processed results. However, the obtained Young’s modulus from linear 
regression at four characteristic distances (Table 7) is just slightly overestimating the 
expected value of the tested aluminium alloy (72.8 GPa). This is because the oscillations 
in Figure 18a are superimposed to the correct low frequency carrier and are filtered out 
during the regression. However, the quality of the stress-strain curve is significantly 
lower. 

 

 
Fig. 18. Results of test 1803 with the Kirana camera (blurred focusing, 2 Mfps, 13 pixels per 
period). (a) Stress in the cross-section at 60 mm from the free surface versus time, (b) stress-
strain curve in the cross-section at 60 mm from the free surface. 

 
Table 7. Identified values of the Young's modulus for test 1803 by performing linear regression 
of the stress-strain curves at 30 mm, 40 mm, 50 mm and 60 mm from the free surface. 

 
Virtual gauge position (mm) Young’s Modulus Elin. 

(GPa) 
�34 4 5 (MPa) 

30 80.2 6.2 
40 86.5 8.9 
50 84.7 10.1 
60 79.6 10.4 
 
 
6. Experimental results obtained with a Shimadzu HPV-X2 ultra-high speed 

camera 
 

In order to investigate the performance of an another CMOS-based ultra-high speed 
imaging system, a spalling test on an aluminium alloy was carried out using the above 
described Shimadzu HPV-X2 camera. The sensor uses the FTCMOS2 chip technology 
which differs from the previous generation having a much higher sensitivity to light 



thanks to improved voltage transfer [Kuroda et al, 2016]. This allows for the use of a 
continuous light source even at interframe times responding to 200 ns.  

 
The results obtained from a spalling test performed on an aluminium alloy using the 

Shimadzu HPV-X2 camera are depicted on Figure 19. The same processing parameters 
were used to derive the deformation measurements from the measured displacement 
fields as in the previous section (n = 2, l = 15). Finally, the evolution of stress versus time 
and stress versus strain is plotted on Figure 19. A good match is observed with the 
response provided by the strain gauge (Figure 19a). The obtained Young’s modulus from 
the linear regression at three characteristic distances is provided in Table 8. The 
obtained value of Young’s modulus is underestimated by only 7%. 

 

 
(a)            (b) 

Fig. 19. Results for test 1703 with the Shimadzu HPV-X2 camera (blurred focusing, 2 Mfps, 7 
pixels per period). (a) Stress in the cross-section at 40 mm from the free surface versus time, (b) 
stress-strain curve in the cross-section at 40 mm from the free surface. 

 
 

Table 8. Identified values of the Young's modulus for test 1703 by performing the linear 
regression of the stress-strain curves at 30 mm, 40 mm and 50 mm from the free surface. 

 

Virtual gauge position (mm) Young’s Modulus Elin. 
(GPa) 

�34 4 5 (MPa) 

30 69.1 2.9 
40 67.9 4.2 
50 67.8 5.1 
 
 
7. Conclusion 

 
Spalling experiments have been performed on aluminium alloy samples covered by a 

flat grid imaged with three types of ultra-high speed camera technologies in order to 
evaluate the influence of several testing parameters, processing parameters and sensor 
technologies on the results. The processing method relies, on the one hand, on point-
wise measurements of data recorded with strain gauges, and, on the other hand, on the 
time resolved measurement of axial displacement fields by means of images from one of 
these ultra-high speed cameras and the Virtual Fields Methods (VFM). The acceleration 
fields that are derived from the obtained displacement maps provided the average axial 



stress in any cross-section within the field of view, so the local stress-strain response 
can be identified. 

First, a series of spalling experiments have been conducted with the Shimadzu HPV-1 
camera to investigate the effect of three processing parameters (degree of fitted 
polynomial function and number of consecutive frames for temporal filtering, and kernel 
of spatial filtering) on the results. It was noted that ‘reasonable’ temporal filtering of the 
acceleration field and spatial filtering of strain field allowed a significant improvement 
of the measured data. Temporal filtering of the acceleration field is particularly needed 
to decrease the effect of noise resulting from the double temporal differentiation of the 
displacement field. 

Then, the effects of three testing parameters (interframe time, focusing, number of 
pixels per period) have been analysed. These experiments have shown a weak influence 
of the focusing. Sharp or slightly blurred images seemed to provide the best results. In 
addition, a strong influence of the number of pixel per period was noted. Indeed, if a grid 
sampling of 4 pixels per period allows to record data over a larger field of view, the 
quality of the results is strongly compromised. This may be caused by the low fill factor 
of the camera as this sampling has been used in the past with standard CCD cameras and 
provided more reasonable quality. In addition, it is better to increase the recording 
frequency to the maximum level provided by the HPV-1 camera (1Mfps). 

Following this, two additional ultra-high speed cameras that provide increased 
spatial resolution and recording frame-rate were employed to investigate the benefits in 
terms of measurement quality brought by  CMOS based sensor technology. Spalling 
experiments on the same aluminium alloy sample were conducted with the Specialized 
Imaging Ltd. Kirana and the Shimadzu HPV-X2 cameras. The first camera provides 
superior number of pixels and number of stored frames that can be an advantage, 
respectively, for improving the spatial resolution of full-field measurements and the 
total recording time (at a given recording frequency). However the processed data show 
an oscillating noise concerning the stress versus time response that results from the 
noise in the acceleration fields due to grey level flickering. 

Finally, this work shows that the spalling set-up applied to a sample of known 
characteristics (aluminium alloy in the present case) can be a good benchmark to 
evaluate the performances of UHS cameras and evaluate the effect of experimental and 
processing parameters. 
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