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Abstract—A cloud-based terrestrial-satellite network (CTSN)
is conceived for supporting ubiquitous high-speed multimedia
services. In the CTSN, the satellite and terrestrial base stations
are connected to a cloud-computing based centralized processor
(CP), where joint user scheduling and multicast beamforming are
performed based on realistic imperfect channel state information
(CSI). Specifically, pilot-assisted channel estimation is assumed.
Then, we propose a successive convex approximation (SCA) based
algorithm for generating the beamforming vectors at the CP,
where specific quality of service (QoS) constraints are considered.
In the proposed algorithm, the beamforming vectors are obtained
by iteratively solving a convex optimization problem subject to
tight convex constraints. We demonstrate that feasible solutions
can be obtained by our algorithm, even for the case when the
system’s dimension is large. Both analytical and numerical results
are provided for characterizing the performance of the CTSN.
Our results qualify the tradeoff between the cooperation-aided
multiantenna gain and the pilot overhead imposed by training
the beamformers. Furthermore, the achievable rate of the CTSN
is shown to be substantially eroded by the accuracy of CSI.

Index Terms—Cloud-based terrestrial-satellite network, im-
perfect CSI, physical layer multicasting, transmit beamforming,
QoS, successive convex approximation.

I. INTRODUCTION

Terrestrial-satellite networks (TSNs) have been recognized
as a compelling technology for extending the coverage area of
the existing wireless networks [1–7]. Indeed, the coexistence
of terrestrial and satellite networks are of great potential in
achieving 100% geographic coverage for the next generation
of wireless networks, especially for those areas where no
terrestrial base station (BS) infrastructure can be employed.

The TSNs have the advantage of providing ubiquitous data
services with full frequency reuse to network users. However,
the realization of such an ambitious network requires a lot
of research efforts for tackling the existing technical issues.
One of the challenges is to deal with the excessive in-band
interference. In cellular networks, this type of interference
can be effectively controlled by the multi-cell cooperative
processing concept [8, 9], where the terrestrial BSs collaborate
during their downlink transmission and/or uplink reception via
backhaul links. Recently, the cooperative TSNs have attracted
considerable research attentions [2, 10–17]. In a cooperative
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TSN, a satellite and the terrestrial BSs jointly provide down-
link services for ground users by sharing the same frequency
band [17]. However, as shown in [18], the attainable system
performance can be severely degraded by the in-band interfer-
ence. In general, the in-band interference can be mitigated with
the aid of cooperation between the satellites and terrestrial BSs
[17]. Nevertheless, it is challenging to design efficient in-band
interference mitigation for supporting high-rate multimedia
services [10, 14, 17].

On the other hand, the exploitation of the unlicensed
spectrum serves as an important technique to cope with the
exponentially increasing teletraffic. Specifically, considerable
research attention has been paid to the 30-90 GHz millimeter-
wave (mmWave) frequency band for the next generation
cellular networks [19], while the 26.5-40 GHz Ka band has
been considered for supporting high speed satellite broadband
services [5]. Thus, the satellite networks and the terrestrial
cellular networks may coexist as well as share the same
spectrum, say, in the 30-40 GHz band for example, in the
next generation wireless networks [7, 20]. In particular, the
performance of satellite communication systems operated in
the Ka-band may be severely degraded by the atmospheric
impairments, such as rain attenuation, increased noise tem-
perature, depolarization, etc. Typically, these impairments can
be classified into absorptive effects and non-absorptive effects
[?]. The absorptive effects, such as gaseous absorption, cloud
attenuation, rain attenuation, are typically quite substantial. By
contrast, the non-absorptive effects, such as tropospheric scin-
tillation, may result in rapid magnitude and phase fluctuation.
Since the above-mentioned impairments have a significant
impact on the attainable performance of satellite systems,
substantial research efforts have to be invested in developing
powerful mitigation techniques [4, 18, 21, 22]. For example,
on-board beamforming aided satellite communication systems
are capable of providing near-constant received power for
users on the ground by shaping the beamforming pattern, even
in the face of rain attenuation [?].

From another point of view, to meet the increasing demand
for flawless multimedia services, a fundamental paradigm
shift is taking place from the connection-centric transmission
model to the content-centric model in mobile applications
[23]. Generally, an inefficient content delivery solution may
result in network congestion. A remedy to this issue is the so-
called physical layer multicasting beamforming [24], where a
common content is transmitted to a specific group of users with
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the aid of the channel state information signalled back from
the receiver to the transmitter side (CSIT) by exploiting the
broadcast nature of wireless communications. The multicast
beamforming problem was initially studied in [24], where the
core problem was proved to be NP-hard. Moreover, approx-
imate solutions to the NP-hard multicast BF problem were
also provided in [24] by invoking the classic semidefinite re-
laxation (SDR) in combination with a randomization approach.
Then, the multicast beamforming design was conceived in
[25] by giving cognizance to the quality of service (QoS)
and optimizing the max-min signal-to-interference-plus-noise
ratio (SINR). Later in [26], the multicast beamforming prob-
lems were studied under QoS and max-min SINR constraints
in cooperative multi-cell networks. Recently, the authors of
[27] proposed a cloud radio access network (C-RAN) based
content-centric multicast BF strategy. Multicast beamforming
aided satellite communications was also investigated in [28,
29]. Recently, a joint beamforming and power allocation
scheme was proposed for non-orthogonal multiple access
(NOMA) based TSNs, showing that an improved sum-rate
performance can be achieved [22]. In general, the above-
mentioned beamforming design problems can be formulated as
quadratically constrained quadratic programs (QCQPs) [30].
This non-convex problem can be solved directly by invok-
ing the alternating direction method of multipliers (ADMM)
based technique or its modified version [31]. Alternatively,
a popular method offering a provably near-optimal solution
in polynomial time is constituted by the classic semidefinite
programming (SDP) relaxation [24, 30]. However, as shown
in [25, 26], the SDR combined with randomization may be
unable to generate feasible solutions when the problem’s
dimension is large. In this case, an alternative approach, which
is known as the successive convex approximation (SCA) [32],
can be employed. In [33], the SCA was used for multi-group
multicast beamforming design, while in [34], conic quadratic
programming was invoked for beamforming design. As an im-
provement, a feasible point pursuit SCA (FPP-SCA) technique
was proposed in [35], where slack variables are used to sustain
feasibility. An efficient FPP-SCA based beamforming design
was conceived for the large-scale antenna arrays in [36], while
in [37] a joint beamforming and antenna selection design was
proposed by applying the SCA.

Against the above background, our contributions are sum-
marized as follows.

• The Cloud-based TSN (CTSN) concept is conceived for
managing the in-band interference imposed by multicast
transmission. In the CTSN, the satellite and the ter-
restrial base stations (BSs) are connected to a cloud-
computing based centralized processor (CP) via their
respective wireless and/or wired backhaul links. Based
on the channel state information (CSI), user scheduling
and beamforming weight design are carried out at the
CP.

• We propose a SCA-based beamforming design algorithm
for the CTSN under having realistic imperfect CSI at the
CP. We first formulate the beamforming design problems
considered under our QoS constraints as QCQPs, which

are shown to be non-convex. Then, the SCA methodology
is invoked for solving our beamforming design problems.
Near-optimal solutions are obtained for the proposed
SCA-based beamforming algorithm by iteratively solving
a convex optimization problem subject to a tight convex
restriction of the constraint sets. In this way, our proposed
algorithm is capable of generating feasible solutions after
few iterations. Hence, it is very efficient, especially when
the system’s dimension is large.

The rest of the paper is organized as follows. In Sec-
tion II, the system model is detailed. Section III introduces
the multicast beamforming design proposed for the CTSN. The
system performance is analyzed in Section IV and studied by
simulations in Section V. Finally, we offer our conclusions in
Section VI.

Notation: We use the following notation throughout this
paper: R is the real field and C is the complex field. Matrices
and vectors are denoted by upper- and lower-case boldface
letters, respectively. CN (a, b) denotes the complex Gaussian
distribution with a mean of a and a variance of b. E[·]
and diag{·} are the expectation operator and diagonalization
operator, respectively. For a matrix AAA, (AAA)T and (·)H denote
its transpose and conjugate transpose, respectively. The `p-
norm of a vector xxx is denoted as ‖xxx‖p. The identity matrix of
size N is denoted as IIIN . |A| is the cardinality of a set A.

II. SYSTEM MODEL

We consider the multimedia multicast CTSN scenario of
Fig. 1, where the contents are delivered to ground users
both by a multibeam satellite and by terrestrial BSs. Within
the designated coverage area, we assume that cooperation
is performed within each cluster, whilst the clusters do not
cooperate. In this paper, we focus our attention on the case of
a single cluster, where the interference emanating from other
clusters is treated as noise. As shown in Fig. 1, each cluster is
formed by NS satellite antennas and M terrestrial BSs with NB
antennas each, where the same frequency band are allocated.
We assume that the NS satellite antennas and the MNB
terrestrial BS antennas are coordinated by a cloud-computing
based CP. In order to facilitate multicast transmission in our
CTSN, CSI is required at the AP. Below, let us detail the
channel models used in this paper.

A. Channel Model

Let us assume a slowly varying channel model, where the
channel envelop remains time-invariant during a multicast pe-
riod containing L symbols. Both small-scale fading and large-
scale fading are considered for modelling both the satellite and
terrestrial BS channels. Explicitly, the channel vector spanning
from the satellite to a single-antenna ground user u can be
expressed as

ğggu =
√
augggu, (1)

where au ∈ R is the distance-dependent path loss between
the satellite and the single-antenna ground user u. Here, we
assume that the channel’s power gain between each antenna
of the satellite and a given ground user is the same. In (1),
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Fig. 1: Illustration of a multimedia multicast scenario in a cloud-based terrestrial-satellite network (CTSN), where the same
frequency band is shared by users within a given cluster.

the small-scale term gggu = [gu(0), . . . , gu(NS − 1)]T ∈ CNS

contains the fading coefficients. Specifically, each fading co-
efficient gu(i) is assumed to obey the normalized shadowed-
Rician model [38] associated with gu(i) = Ψi exp{jχi} +
Ξi exp{jζ}, where χi is a uniform distributed phase over
[0, 2π) and ζ is a deterministic phase of the LOS component.
Here, Ψi is an i.i.d. Rayleigh distributed random variable
characterized by ϑ1 being the average power of the scattered
component. Furthermore, Ξi is an i.i.d. Nakagami distributed
random variable characterized by (ϑ2,Ω), where ϑ2 is the
average power of the LOS component and Ω denotes the
Nakagami parameter.

Similarly, the channel vector characterizing the link span-
ning from the terrestrial BS m to the single-antenna ground
user u can be expressed as

h̆hhm,u =
√
αm,uhhhm,u, (2)

where we have hhhm,u = [hm,u(0), . . . , hm,u(NB−1)]T ∈ CNB

with hm,u(i) ∼ CN (0, 1), ∀i. Moreover, the channel’s power
gain αm,u ∈ R between each antenna of the terrestrial BS m
and a given ground user is also assumed to be the same.

B. CSI Acquisition and User Scheduling

We consider a frequency-division duplexing (FDD) system
for obtaining the CSI at the CP. First, the terrestrial BSs
and the satellite periodically broadcast messages to ground
users in order to establish communication links with their
prospective users. Generally, users within the coverage area
of the terrestrial BSs receive messages from both the satellite
and the terrestrial BSs, since the terrestrial BSs shown in
Fig. 1 are within the coverage area of the satellite. In this
case, communication links are established between these users
and the terrestrial BSs, whilst any of the signals impinging
from the satellite are treated as interference by these users.
Specifically, we define these users as the terrestrial BS users
in the following discussions. By contrast, the terrestrial BSs’
message cannot be received by satellite users that are out of all

the BSs’ coverage area due to the high propagation loss (i.e.,
au ≈ 0 for the satellite user u). Hence, the satellite users can
only establish communication links with the satellite, whilst
they do not suffer interference from the terrestrial BSs.

As discussed, the CSI is required at the CP for its multicast
transmission. In this paper, we assume that the pilot-assisted
channel estimation scheme of [39] is employed for obtaining
CSI. Let ηL symbols be reserved for pilot signaling during
each L-symbol coherence interval, where 0 < η ≤ 1 is the
fraction of pilot symbols. Recall that the terrestrial BS users
suffer from interference imposed by the satellite’s transmis-
sions. Thus, the estimation of both the communication links
and interfering links is required for the terrestrial BS users. By
contrast, naturally, only the satellite links have to be estimated
for the satellite users. In practice, only imperfect outdated and
quantized CSI is obtained at the CP, as it will be detailed in
Section III-A.

Next, the content download requests and the estimated
downlink CSI of these users are sent to the CP via wired/
wireless backhaul links. Here, the backhaul link capacity is
assumed to be finite, hence, both the terrestrial BSs and
the satellite are linked to the CP via finite capacity links.
Furthermore, let us assume that a total of Utot single-antenna
users is scheduled to be saved in a given frequency band
during a pre-defined transmission period. Then, the Utot users
are partitioned into different multicast groups by the CP,
where we consider a pragmatic user grouping strategy, which
consists of two steps. Firstly, the Utot users are first divided
into US satellite users and UB terrestrial BS users, where we
have Utot = US + UB. Explicitly, the UB terrestrial BS users
and the US satellite users are served by the terrestrial BSs
and the satellite, respectively. In the second step, the nearby
users requesting the same content are grouped together at the
CP. Note here that the content requests are only known at
the CP, while the content information is assumed to be not
shared by ground users. Let the Utot users be grouped into
Gtot = GS + GB groups, including GS satellite groups and
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GB terrestrial BS groups. Here, we have 1 ≤ GS ≤ NS and
1 ≤ GB ≤MNB. Note that this step can be implemented with
the aid of the received requests and CSI of the ground users.
Next, based on the received CSI, the transmit beamforming
vectors of the Gtot multicast groups are designed by the CP.
Before detailing the beamforming design, the signal model of
the satellite and of the terrestrial BSs are detailed.

C. Signal Model

Let us first consider the satellite system. The index set
of the ith satellite user group is denoted as US,i, where
we have

∑GS
i=1 |US,i| = US and US,i ∩ US,i′ = ∅ for any

i 6= i′. Furthermore, let us define the baseband equivalent
multicast symbol of the ith satellite group as si ∈ C, where
we assume that si is independently drawn from a Gaussian
codebook associated with si ∼ CN (0, 1). Let us assume that
a beamforming vector denoted as wwwi ∈ CNS is designed by
the CP for multicast transmission to the ith group. Based on
the above-mentioned user grouping strategy, the channels of
satellite users belonging to the same group are assumed to be
identical. Let ğggi =

√
aigggi denote the channel vector from the

satellite to the ith group of users, where we have ğggi = ğggui

for any ui ∈ US,i. Note that in this case, the intra-group
interference can be neglected. Hence, the received symbol of
the satellite user ui ∈ US,i can be expressed as

yui
= ğggHi wwwisi︸ ︷︷ ︸

desired signal

+

GS∑
i′=1,i′ 6=i

ğggHi wwwi′si′︸ ︷︷ ︸
interference

+ nui︸︷︷︸
noise

, (3)

where nui denotes the complex additive white Gaussian noise
with a mean of zero and a variance of one, i.e. we have
nui
∼ CN (0, 1). Eq. (3) shows that each satellite user suffers

from a certain level of inter-group interference, since the same
frequency band is used by all the satellite user groups who
are hence only separated on the basis of their different beam
angles. Recall that the satellite users are not in the coverage
areas of the terrestrial BSs, hence the interference imposed
by the multicast transmission of the terrestrial BSs can be
neglected for the satellite users. According to (3), the SINR
of each satellite user ui ∈ US,i can be formulated as

γui
=

∣∣∣ğggHi wwwi

∣∣∣2
GS∑

i′=1,i′ 6=i

∣∣∣ğggHi wwwi′

∣∣∣2 + 1

. (4)

On the other hand, since the terrestrial BS users are also
within the coverage area of the satellite, the interference
caused by the multicast transmission of the satellite cannot
be neglected for the terrestrial BS users. Let UB,j be the
index set of the jth group of the terrestrial BS users, where
we have

∑GB
j=1 |UB,j | = UB and UB,j ∩ UB,j′ = ∅ for any

j 6= j′. Moreover, let vvvj and sj be, respectively, the transmit
beamforming vector and the baseband equivalent multicast
symbol generated by the CP for the jth group of the terrestrial
BS users, where sj is assumed to be independently drawn from
a Gaussian codebook obeying sj ∼ CN (0, 1). Similarly, the

channels spanning from the satellite to the terrestrial BS users
within the same group are assumed to be identical, where we
have ğgguj

= ğggj ,
√
ajgggj for any uj ∈ UB,j . By contrast,

the channels between the terrestrial BSs and the ground users
of the same group are different. In particular, the channel
vector of each user is assumed to be unique, i.e. we have
h̆hhm,uj

6= h̆hhm,u′
j

for any uj 6= u′j . In this case, the received
symbol of the terrestrial user uj ∈ UB,j can be formulated as

yuj = h̆hh
H

uj
vvvjsj︸ ︷︷ ︸

desired signal

+

GB∑
j′=1,j′ 6=j

h̆hh
H

uj
vvvj′sj′ +

GS∑
i=1

ğggHj wwwisi︸ ︷︷ ︸
interference

+ nuj︸︷︷︸
noise

, (5)

where we have h̆hhuj
= [h̆hh

T

1,uj
, . . . , h̆hh

T

M,uj
]T ∈ CMNB , and the

noise nuj
is assumed to obey nuj

∼ CN (0, 1). Finally, the
SINR at the terrestrial user uj ∈ UB,j can be formulated as

γuj
=

∣∣∣h̆hhHuj
vvvj

∣∣∣2
GB∑

j′=1,j′ 6=j

∣∣∣h̆hhHuj
vvvj′
∣∣∣2 +

GS∑
i=1

∣∣∣ğggHj wwwi

∣∣∣2 + 1

. (6)

Clearly, the multicast transmission of the satellite imposes
a certain level of inter-group interference on the terrestrial
BS users in our CTSN. Hence, in order to support efficient
multimedia transmission in the proposed CTSN, the transmit
beamforming vectors of the terrestrial BSs and the satellite
should be carefully designed by the CP, as detailed in the next
section.

III. SUCCESSIVE CONVEX APPROXIMATION BASED
BEAMFORMING DESIGN

In this section, we commence by introducing the imperfect
CSI model to be used at the CP, followed by the beamforming
design at the CP. Finally, we propose our SCA-based beam-
forming design for the CTSN considered.

A. Modeling of CSI at the Centralized Processor

As shown in Section II, the CP acquires the knowledge
of two types of channel vectors. Explicitly, the first type is
associated with the channels spanning from the satellite to
all the ground users, i.e. the channel vectors ğggi and ğggj for
i = 1, . . . , GS and j = 1, . . . , GB, respectively. The second
type is that spanning from the terrestrial BSs to the terrestrial
BS users, which is denoted as h̆hhuj

for j = 1, . . . , GB. Gen-
erally, the corresponding distance-dependent path-loss term
collected in the tripplet {ai, aj , αm,uj

} is related to the so-
called geometry profile, which can be assumed to be known at
the CP as the a priori information concerning its served users.
Hence, we can focus our attention on the case where the small-
scale term collected as {gggi, gggj ,hhhuj

} is imperfectly known to
the CP. Let us assume that some partial information denoted
as {ĝggi, ĝggj , ĥhhuj

} of these channels is obtained at the CP.
Moreover, each channel coefficient in {ĝggi, ĝggj , ĥhhuj

} represents
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the error-infested counterpart of {gggi, gggj ,hhhuj
}. Then, we have

the relationships of

gggk = ĝggk + eeek, k = i or j, (7a)

hhhuj
= ĥhhuj

+ eeeuj
, (7b)

where {eeek, eeeuj} denotes the corresponding error imposed by
channel estimation and the channel-contaminated transmission
of CSI. More explicitly, transmission errors may be imposed
by the uplink transmissions from both the ground users to the
gateway and from the terrestrial BSs. For the sake of sim-
plicity, we assume that the error symbol vectors in {eeek, eeeuj}
obey a complex Gaussian distribution with zero mean and a
unified variance of σ2

e , where we have 0 ≤ σ2
e < 1. In our

scenario, σ2
e is assumed to be unknown at the CP. Since only

the imperfect channel knowledge of {ĝggi, ĝggj , ĥhhuj
} is available

at the CP, the beamforming vectors have be designed based
on the SINRs of

γ̂CP
ui

,
ai

∣∣∣ĝggHi wwwi

∣∣∣2
GS∑

i′=1,i′ 6=i

ai

∣∣∣ĝggHi wwwi′

∣∣∣2 + 1

(8)

and

γ̂CP
uj

,

∣∣∣ΛΛΛujĥhh
H

uj
vvvj

∣∣∣2
GB∑

j′=1,j′ 6=j

∣∣∣ΛΛΛujĥhh
H

uj
vvvj′
∣∣∣2 +

GS∑
i=1

aj

∣∣∣ĝggHj wwwi

∣∣∣2 + 1

, (9)

where, by definition, we have ΛΛΛuj =
diag{√α1,uj111NB , . . . ,

√
αM,uj111NB} with 111NB = diag{IIINB}.

Note that for the case of perfect CSI, we have
eeei = eeej = eeeuj

= 000, γ̂CP
ui

= γui
, and γ̂CP

uj
= γuj

.

B. Problem Statement

In this treatise, we focus our attention on the QoS design
by providing a guaranteed minimum received SINR for every
user in the CTSN. In particular, the same SINR target denoted
as γmin is assumed for all the ground users. For the sake
of comparison, let us first assume that cooperation is only
invoked between the terrestrial BSs. More explicitly, in this
case, the satellite does not cooperate with the terrestrial BSs,
i.e. the gateway shown in Fig. 1 is not connected with
the CP. Nonetheless, the same frequency band is used for
both the satellite and the terrestrial BSs. Then, the satellite’s
beamforming design problem can be formulated as

min
{www1,...,wwwGS}

GS∑
i=1

‖wwwi‖22

subject to (s.t.) γ̂S
ui
≥ γmin, ∀ui, (10)

where we have

γ̂S
ui

,
ai

∣∣∣ĝggHi wwwi

∣∣∣2
GS∑

i′=1,i′ 6=i

ai

∣∣∣ĝggHi wwwi′

∣∣∣2 + 1

. (11)

Since the multicast information of the satellite is unknown at
the terrestrial BSs, beamforming vectors are designed at the

CP for mitigating the interference imposed by multicasting of
the terrestrial BSs. In this case, the beamforming design for
the terrestrial BS users under the SINR constraint γmin can be
expressed as

min
{vvv1,...,vvvGB}

GB∑
j=1

‖vvvj‖22

s.t. γ̂B
uj
≥ γmin, ∀uj , (12)

where we have

γ̂B
uj

,

∣∣∣ΛΛΛujĥhh
H

uj
vvvj

∣∣∣2
GB∑

j′=1,j′ 6=j

∣∣∣ΛΛΛuj
ĥhh
H

uj
vvvj′
∣∣∣2 + 1

. (13)

In comparison to (9), the interference term imposed by the
multimedia transmission of the satellite is omitted in the
constraint of (12), since it is unknown at the CP. Clearly,
the beamforming design problems of (10) and (12) are cast
as the problems of minimizing the transmit power subject to
meeting the SINR constraint of γmin. As shown in [24, 25], the
core problem of the above formulations is NP-hard in general,
but fortunately, its approximate solution may be found with
the aid of SDP relaxation. Recalling that the terrestrial BS
users suffer from the interference imposed by the satellite’s
multicast transmission, the solution of (12) may lead to a
much lower exact SINR value than the targeted SINR γmin.
As a result, the achievable rate of the whole system may be
significantly reduced, especially when the number of terrestrial
BS users is high, as it will be shown in Section V. Hence, our
proposed CTSN detailed in Section II is a compelling system
concept capable of addressing this issue. Below, let us detail
the cooperative multicast beamforming design at the CP for
our CTSN.

Since the CP has realistic CSI information about the sched-
uled users, the beamforming vectors of the satellite can be

designed so that the interference term
∑GS

i=1 aj

∣∣∣ĝggHj wwwi

∣∣∣2 shown
in (9) can be mitigated. In contrast to (10), we are now
interested in the beamforming design problem of

min
{www1,...,wwwGS}

GS∑
i=1

aj

∣∣∣ĝggHj wwwi

∣∣∣2
s. t. γ̂CP

ui
≥ γmin, ∀ui (14)

for j = 1, . . . , GB. We point out here that the role of
the beamforming vectors denoted as {ŵww1, . . . , ŵwwGS} is two
fold. Firstly, they are used for the multicast transmission
of the satellite. Secondly, they are used for calculating the
interference term of

ρj ,
GS∑
i=1

aj

∣∣∣ĝggHj ŵwwi

∣∣∣2 , (15)

which is furnished for the beamforming design of the ter-
restrial BSs. As soon as the interference term of (15) is
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determined, the beamforming vectors of the terrestrial BSs can
be designed at the CP by solving the optimization problem of

min
{vvv1,...,vvvGB}

GB∑
j=1

‖vvvj‖22

s.t. γ̂CP
uj
≥ γmin, ∀uj , (16)

where γ̂CP
uj

is shown in (9). Note here that in comparison to
(12), more accurate SINR expressions are used in designing
the beamforming vectors of the terrestrial BSs. Hence, the
exact received SINRs become more similar to the target value,
yielding an improved system capacity, as it will be shown in
Section V.

Again, it can be readily shown that the problems of (14) and
(16) are NP-hard in general. As suggested in [24], they can be
relaxed to standard SDR problems and can be solved by some
interior point methods. However, the authors of [25, 34] have
suggested that the SDR combined with randomization may
result in infeasible solutions, when the system’s dimension is
high. In order to tackle this problem, we propose a SCA-based
beamforming design, as detailed next.

C. SCA-based Beamforming Design

To make our notation more concise, let us define the
following quadratic function

fk (xxxi) , ak

∣∣∣ĝggHk xxxi∣∣∣2 = akxxx
H
i R̂RRkxxxi, k = i or j, (17)

where the channel’s correlation matrix is defined as R̂RRk ,
ĝggkĝgg

H
k ∈ CNS×NS for k = i or j, which is a positive

semidefinite Hermitian matrix. Hence, the quadratic function
of (17) is convex for k = i or j. Based on (17), let us rewrite
(14) as

min
{www1,...,wwwGS}

GS∑
i=1

fj (wwwi)

s. t. γmin

GS∑
i′=1,i′ 6=i

fi (wwwi′) + [−fi (wwwi)]

+ γmin ≤ 0, i = 1, . . . , GS, (18)

for j = 1, . . . , GB. Here, the problem shown in (18) is non-
convex, since the second term on the left-hand-side (LHS) of
the constraint is concave. According to the definition of (17),
we have −fi (xxxi) ≤ 0 for any xxxi. Then, it is not hard to show
the validity of the following inequality

−fi (wwwi − zzzi) =− ai (wwwi − zzzi)H R̂RRi (wwwi − zzzi)
=− fi (wwwi) + 2ai<{zzzHi R̂RRiwwwi}
− fi (zzzi)

≤0, i = 1, . . . , GS, (19)

for any zzzi ∈ CNS . Based on (19), we can readily show that
for a given zzzi, the concave term is upper bounded by

−fi (wwwi) ≤ fi (wwwi, zzzi) , (20)

where fi (wwwi, zzzi) , −2ai<{zzzHi R̂RRiwwwi} + fi (zzzi) implying a
linear restriction on [−fi (wwwi)] with respect to wwwi around the

point zzzi. Here, the linear function fi (wwwi, zzzi) can be simplified
to the approximate function of [−fi (wwwi)] for a given zzzi. Let
us introduce an auxiliary variable ρS that serves as an upper
bound on

∑GS
i=1 fj (wwwi). Then, the optimization problem to be

solved at the tth iteration can be formulated as

min
{www1,...,wwwGS}

ρS

s. t.
GS∑
i=1

fj (wwwi)− ρS ≤ 0

γmin

GS∑
i′=1,i′ 6=i

fi (wwwi′) + fi

(
wwwi, zzz

[t]
i

)
+ γmin ≤ 0, i = 1, . . . , GS, (21)

where zzz
[t]
i denotes a feasible point at the tth iteration. In

comparison to (18), the optimization problem of (21) is convex
at each iteration, which can be solved in polynomial time. Let
w̃ww

[t]
i denote the solution of (21) at the tth iteration. Then, an

updating rule of zzz[t+1]
i = w̃ww

[t]
i is applied for the next iteration.

Finally, the algorithm terminates, when a convergence point is
reached.

Similarly, the optimization problem of (16) can be solved
by adopting the same methodology. Due to the stringent space
limit, the details are omitted. Upon introducing an auxiliary
variable ρB, which serves as an upper bound on

∑GB
j=1 ‖vvvj‖22,

the optimization problem to be solved at the tth iteration can
be formulated as

min
{vvv1,...,vvvGB}

ρB

s. t.
GB∑
j=1

f (vvvj)− ρB ≤ 0

γmin

GB∑
j′=1,j′ 6=j

fuj (vvvj′) + fuj

(
vvvj , zzz

[t]
j

)
+ γmin(1 + ρj) ≤ 0, ∀uj , (22)

where by definition, we have

f (vvvj) , ‖vvvj‖22, (23a)

fuj (vvvj) ,
∣∣∣ΛΛΛujĥhh

H

uj
vvvj

∣∣∣2 , (23b)

fuj

(
vvvj , zzz

[t]
j

)
, −2<

{(
zzz
[t]
j

)H
ΛΛΛuj

R̂RRuj
ΛΛΛH

uj
vvvj

}
+ fuj

(zzzj) , (23c)

with R̂RRuj
, ĥhhuj

ĥhh
H

uj
. Finally, our proposed beamforming

design is summarized in Algorithm 1.
Note that the beamforming design proposed for the CP

is based on imperfect CSI, hence the beamforming vectors
obtained are sub-optimal solutions in terms of the QoS at the
ground users. In order to obtain the optimal solutions for this
case, information concerning channel errors is required at the
CP. However, we leave this problem for our future research.
Clearly, a certain performance loss is expected due to the
imperfect CSI at the CP, as discussed in the next section.
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Algorithm 1 SCA-based Beamforming Design at the CP
Require: CSI

1: Initialization: Set the maximum number of iterations to tstop, the target
SINR to γmin, as well as generate initial feasible points zzz[0]i and zzz[0]j for
i = 1, . . . , GS and j = 1, . . . , GB, respectively.

2: for t = 1 to tstop do
3: repeat
4: Obtain the locally optimum {w̃ww[t]

1 , . . . , w̃ww
[t]
GS
} by solving the

following optimization problem

min
{www1,...,wwwGS

}
ρS

s. t.
GS∑
i=1

fj (wwwi)− ρS ≤ 0

γmin

GS∑
i′=1,i′ 6=i

fi (wwwi′ ) + fi

(
wwwi, zzz

[t]
i

)
+ γmin ≤ 0, i = 1, . . . , GS,

5: Update the feasible point as zzz[t+1]
i = w̃ww

[t]
i for i = 1, . . . , GS.

6: until Convergence
7: end for
8: Obtain the beamforming vectors {ŵww1, . . . , ŵwwGS} for the satellite and

calculate the intereference of

ρj ,
GS∑
i=1

fj (ŵwwi)

for j = 1, . . . , GS.
9: for t = 1 to tstop do

10: repeat
11: Obtain the locally optimum {ṽvv[t]1 , . . . , ṽvv

[t]
GB
} by solving the

following optimization problem

min
{vvv1,...,vvvGB}

ρB

s. t.
GB∑
j=1

f (vvvj)− ρB ≤ 0

γmin

GB∑
j′=1,j′ 6=j

fuj

(
vvvj′
)

+ fuj

(
vvvj , zzz

[t]
j

)
+ γmin(1 + ρj) ≤ 0, ∀uj ,

12: Update the feasible point as zzz[t+1]
j = w̃ww

[t]
j for j = 1, . . . , GB.

13: until Convergence
14: end for
15: Obtain the beamforming vectors {v̂vv1, . . . , v̂vvGB} for the terrestrial BSs.
16: return {ŵww1, . . . , ŵwwGS} and {v̂vv1, . . . , v̂vvGB}.

IV. PERFORMANCE ANALYSIS

In this section, the performance of the CTSN is analyzed.
We first provide analytical results of the achievable rate for
the CTSN. Then, the feasibility of the proposed SCA-based
algorithm conceived for beamforming design at the CP shown
in Algorithm 1 is demonstrated.

A. Achievable Rate of the CTSN

We assume that the ground users do not cooperate with each
other for the detection of multimedia symbols. Furthermore,
we assume that {ai, ĝggi, ŵwwi} and {αm,uj

, ĥhhuj
, v̂vvj} are known

at the corresponding satellite users and the corresponding
terrestrial BS users, respectively. Then, each user detects his/
her multimedia symbols with the aid of the knowledge of
{ai, ĝggi, ŵwwi} or {αm,uj

, ĥhhuj
, v̂vvj}. In detail, upon substituting

(7a) into (3), the received symbol of the satellite user ui ∈ US,i
can be formulated as

yui =
√
aiĝgg

H
i ŵwwisi +

GS∑
i′=1,i′ 6=i

√
aiĝgg

H
i ŵwwi′si′

+

GS∑
i=1

√
aieee

H
i ŵwwisi + nui

, (24)

where the term
∑GS

i=1

√
aieee

H
i ŵwwisi is the intra-cluster multi-

user interference caused by the imperfect CSI. Hence, the
effective SINR at the ith group upon multimedia symbol
detection is given by

γeff
ui

=
fi(ŵwwi)

GS∑
i′=1,i′ 6=i

fi(ŵwwi′) +
GS∑
i=1

ξi(ŵwwi) + 1

, (25)

where, by definition, we have ξi(ŵwwi) , ai
∣∣eeeHi ŵwwi

∣∣2. Similarly,
upon substituting (7a) and (7b) into (5), the received symbol
of the terrestrial BS user uj ∈ UB,j can be formulated as

yuj
=ΛΛΛuj

ĥhh
H

uj
v̂vvjsj +

GB∑
j′=1,j′ 6=j

ΛΛΛuj

ĥhh
H

uj
v̂vvj′sj′ +

GS∑
j=1

√
ajĝgg

H
j ŵwwisi +

GB∑
j=1

ΛΛΛuj
eeeHuj

v̂vvjsj

+

GS∑
i=1

√
ajeee

H
j ŵwwisi + nuj (26)

with the effective SINR of

γeff
uj

=

fuj (v̂vvj)
GB∑

j′=1,j′ 6=j

fuj
(v̂vvj′) +

GB∑
j=1

ξuj
(v̂vvj) +

GS∑
i=1

ξj(ŵwwi) + ρj + 1

,

(27)

where we have ξuj
(v̂vvj) ,

∣∣∣ΛΛΛuj
eeeHuj

v̂vvj

∣∣∣2, as well as ρj is defined
in (15). Since the beamforming vectors of the satellite and the
terrestrial BSs are obtained based on the SINRs of (8) and (9),
respectively, the corresponding effective SINRs shown in (25)
and (27) are lower than the targeted SINR. Hence, the system
performance will be degraded under the imperfect CSI.

Since the pilot-assisted CSI estimation of [39] is employed
by our system described in Section II, the achievable rate of
the CTSN is directly reduced by the pilot overhead. As shown
in Section II, a total of ηL pilots are used for each multicast
transmission, where 0 < η < 1. Generally, the maximum
number of channels that can be estimated is restricted by L.
Hence, the total number of users that are scheduled by the CP
for each multicast transmission is also limited. In particular,
the quality of channel estimation may also be reduced by the
so-called pilot contamination [40]. Let ψ be the pilot reuse
factor, where the same orthogonal pilot sequences are reused
by every ψ terrestrial BSs. Then, we have

NSUtot +MNBUB ≤
⌊
ηL

ψ

⌋
, (28)
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where ψ ≥ 3 is suggested for sufficiently mitigating pilot
contamination [41].

Finally, by considering the pilot overhead, the average band-
width efficiency in bits-per-second-per-Hertz-per-user (bits/s/
Hz/user) of the proposed CTSN can be formulated as

CCTSN =

(1− η)L

L

1

Utot
E

 GS∑
i=1

∑
ui∈US,i

max
p(si)

I(yui
; si|ai, ĝggi, ŵwwi)

+

GB∑
j=1

∑
uj∈UB,j

max
p(sj)

I(yuj ; sj |ΛΛΛuj , ĥhhuj , v̂vvj)

 , (29)

where p(si) and p(sj) are the distribution function of the
multicast symbols of the satellite and the terrestrial BSs,
respectively. Since random Gaussian signalling waveforms are
assumed, we arrive at

CCTSN =

1− η
Utot


GS∑
i=1

∑
ui∈US,i

E
[
log2

(
1 + γeff

ui

)]

+

GB∑
j=1

∑
uj∈UB,j

E
[
log2

(
1 + γeff

uj

)] , (30)

where the effective SINRs of γeff
ui

and γeff
uj

are given in (25)
and (27), respectively.

B. Feasibility Analysis of Algorithm 1

For convenience, let us define the LHS of the constraints
(18) and (21) as

g (WWW S) ,γmin

GS∑
i′=1,i′ 6=i

fi (wwwi′) + [−fi (wwwi)]

+ γmin, (31a)

h
(
WWW S, zzz

[t]
)
,γmin

GS∑
i′=1,i′ 6=i

fi (wwwi′) + fi

(
wwwi, zzz

[t]
i

)
+ γmin, for i = 1, . . . , GS (31b)

where, by definition, we have WWW S , [www1, . . . ,wwwGS ] and
zzz[t] = [zzz

[t]
1 , . . . , zzz

[t]
GS

]. Note that as shown in Section III-C,
g (WWW S) and h

(
WWW S, zzz

[t]
)

are non-convex and convex, respec-
tively. Then, for a given locally optimal solution denoted as

W̃WW
[t]

S = [w̃ww
[t]
1 , . . . , w̃ww

[t]
GS

] at the tth iteration, the last constraint
of (21) is satisfied, i.e. we have

h

(
W̃WW

[t]

S , zzz
[t]

)
≤ 0. (32)

Furthermore, according to (20) and (32), it can be readily
shown that

g

(
W̃WW

[t]

S

)
≤ h

(
W̃WW

[t]

S , zzz
[t]

)
≤ 0. (33)

Thus, we can show that the locally optimal solution W̃WW
[t]

S at
the tth iteration is a feasible solution of the original nonconvex

problem of (18), since the nonconvex constraint in (18) is met
by (33). Next, as shown in Algorithm 1, upon substituting
zzz
[t+1]
i = w̃ww

[t]
i , the relationship of (33) is also satisfied at the

(t+ 1)st iteration. Similarly, the same result can be shown for
the beamforming design of terrestrial BSs, the detail of which
is omitted. Therefore, we can now show that the proposed
Algorithm 1 always generates feasible solutions. We shall
point out here that since the above derivation is independent
of the problem’s dimension, the feasibility results still hold,
when the problem’s dimension is large.

V. NUMERICAL RESULTS

In this section, simulation results are provided for inves-
tigating the system performance of the CTSN. Specifically,
we focus our attention on a single-cluster scenario in our
CTSN, where a full spectrum reuse in Ka band with a central
frequency of 18.7 GHz is considered [5], i.e. the spectrum
reuse factor is set to 1. The system parameters are given
in Table I. The height of each BS is set to be 11.4168 m.
Moreover, the distance between any two terrestrial BSs is set
to be 500 m. On the other hand, the satellite is assumed to
have altitude of 1000 km. Furthermore, the coverage radius
of the satellite is set to be 40 km. The ground users are
uniformly distributed within the coverage area of a cluster.
The path-loss experienced by the terrestrial BS users follows
the 3GPP urban model given by [52.87 + 37.6 log10(dB)] in
dB, where dB denotes the distance between the terrestrial BS
and a terrestrial BS user in meters. By contrast, the path loss
of the satellite users is modelled by the free space model of
[57.88+20 log10(dS)] in dB, where dS is the distance between
the terrestrial BS and a satellite user in meters. Moreover, two
commonly used shadowing scenarios for satellite channels,
namely frequent heavy shadowing (FHS) and infrequent light
shadowing (ILS) [38], are given in Table I. The power spectral
density of background noise is set to be −174 dBm/Hz, which
is used for normalization. Both the satellite channels and
terrestrial BS channels are assumed to be time-invariant during
the transmission of L = 2 × 104 symbols. The pilot reuse
factor is set to ψ = 7. We consider GS satellite groups and
GB terrestrial BS groups, each of which contains 2 single-
antenna users, i.e., we have |US,1| = . . . = |US,GS | = |UB,1| =
. . . = |UB,GB | = 2.

The SE performance of the non-cooperative TSN and the
CTSN systems is compared in Fig. 2, where perfect CSI
is assumed at the CP. In this figure, multicast servers are
provided for GS = 2, 3, and 4 satellite groups and GB = 4
terrestrial BS groups. Each terrestrial BS is equipped with
NB = 4 transmit antennas (TAs), while NS = 4 TAs of
the satellite are employed for multicast transmission. Note
that since the SE is measured in bits/s/Hz/users, the SE of
the CSTN is identical for GS = 2, 3, and 4. Observe from
Fig. 2 that the attainable SE of the proposed CTSN is much
higher than that of the non-cooperative system. Furthermore,
as the number of satellite groups increases, the attainable
SE of the non-cooperative system becomes degraded. These
observations confirm our analysis provided in Section III-A.
Since the satellite does not cooperate with the terrestrial BSs,
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TABLE I: CTSN System Parameters

Central Frequency 18.7 GHz
BS-to-BS Distance 500 m
BS Height 11.4168 m
Satellite Altitude 106 m
Satellite Coverage Radius 4× 104 m
Path Loss of BSs 52.87 + 37.6 log10(dB) dB
Path Loss of the satellite 57.88 + 20 log10(dS) dB
Frequent heavy shadowing of Satellite ϑ1 = 0.063, ϑ2 = 0.739, Ω = 8.97× 10−4

Infrequent light shadowing of Satellite ϑ1 = 0.158, ϑ2 = 19.4, Ω = 1.29

PSD of Background Noise −174 dBm/Hz
Pilot Reuse Factor 7

Frame Length 2× 104
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Fig. 2: Spectral efficiency (SE) versus the target SINR for
both CTSN and non-cooperative TSN systems under perfect
CSI, where Gaussian signalling waveforms are assumed. The
satellite with NS = 4 antennas supports GS multicast groups.
Two terrestrial BSs with NB = 4 provide multicast services
to GB = 4 multicast groups.

the solution of (12) may result in a received SINR that is
much lower than the targeted SINR. Hence, the corresponding
SE may be significantly reduced. By contrast, the solution of
(16) for the CTSN usually yields an SINR that is close to the
targeted SINR. In this case, the attainable SE of the CTSN is
higher than that of the non-cooperative system.

In Fig. 3, we investigate the convergence behaviors of our
SCA-based Algorithm 1 conceived for our multicast beam-
forming aided CTSN, where perfect CSI is assumed at the CP.
In this figure, the satellite equipped with NS = 4 TAs serves
GS = 4 groups, whilst the terrestrial BSs with NB = 4 support
GB = 4 groups. As shown in Fig. 3, Algorithm 1 converges
within less than 6 iterations for both FHS and ILS scenarios.
Furthermore, since our SCA-based algorithm is capable of
taking advantage of the computationally efficient quadratic
programming solver, it can be rendered as a fast algorithm
for generating the beamforming weights at the CP.

Fig. 4 plots the average transmit power of the satellite and
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Fig. 3: Convergence behavior of the SCA-based algorithm
invoked for the multicast beamforming design of the CTSN,
where perfect CSI is assumed. The satellite using NS = 4
TAs supports GS = 4 multicast groups. Two terrestrial BSs
using NB = 4 provide multicast services to GB = 4 multicast
groups.

the terrestrial BSs in our CTSN under perfect CSI, when
the proposed SCA-based beamforming design is used. In this
figure, the satellite using NS = 4 TAs provides multimedia
service to GS = 2 and 4 groups. Moreover, two terrestrial
BSs with NB = 4 support multicast services to GB = 4
multicast groups. Based on the results of Fig. 4, we have
the following observations. Firstly, the average transmit power
consumed by the satellite is higher than that consumed by
the terrestrial BSs. This is because the terrestrial BS users
have a 20 dB/decade pathloss exponent and only a distance
of 500 m, while the satellite users have 37.6 dB/decade and a
distance of 1000 km. Thus, a higher transmit power is required
by the satellite in order to attain the same target SINR. Sec-
ondly, as the number of satellite groups increases, the average
transmit power consumed by the satellite and the terrestrial
BSs increases. This observation can be explained as follows.
Firstly, a higher transmit power is required by the satellite to
support more multicast groups. Meanwhile, the terrestrial BS
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Fig. 4: Transmit power versus the target SINR for CTSN
systems under perfect CSI, where Gaussian signalling wave-
forms are assumed. The satellite using NS = 4 TAs supports
GS multicast groups. Two terrestrial BSs employing NB = 4
provide multicast services to GB = 4 multicast groups.

users suffer from higher interference imposed by the satellite
multicasting. Hence, a higher transmit power is required by the
terrestrial BSs in order to achieve the target SINR. Finally, as
seen in Fig. 4, a higher satellite transmit power is required for
attaining the target SINR in FHS scenarios in comparison to
that required in ILS scenarios. This is because it was shown
in [38] that, the channel gain of the satellite observed in
FHS scenarios is higher than that in ILS scenarios. Hence
a higher transmit power is required for attaining the same
target SINR level at users. By contrast, almost the same BS
transmit power is required for attaining the target SINR in
both FHS and in ILS scenarios. This observation confirms
the efficiency of our satellite beamforming design shown in
Algorithm 1, which can be explained as follows. According to
our satellite beamforming design shown in (14), the BS-aided
users only have to tolerate the minimized level of interference
imposed by the satellite multicast services for both FHS and
ILS scenarios. In this case, the same transmit power is required
by the terrestrial BSs to achieve the target SINR.

The sum rate performance of a cluster in the CTSN under
perfect CSI is investigated in Fig. 5. In this figure, the number
of satellite groups and terrestrial BS groups are GS = NS
and GB = MNB, respectively. As shown in Fig. 5, when the
number of terrestrial BSs increases, the sum rate of the cluster
first increases, and then decreases. Clearly, there is an optimal
value for the number of terrestrial BSs, so that the sum rate
of the cluster can be maximized. We can also observe from
Fig. 5 that the larger the number of TAs of each BS, the faster
the sum rate degrades. This is due to the tradeoff between
the multiantenna gain and the pilot overhead. As analyzed
in Section IV, the larger the number of cooperative BSs, the
higher pilot overhead required for obtaining CSI at the CP.
Hence, the sum rate of the cluster is decreased, when the
improvement of multiantenna gain is unable to compensate for
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Fig. 5: The sum rate of a cluster in the CTSN under perfect
CSI, where Gaussian codebooks are assumed to be employed.
The number of satellite groups and terrestrial BS groups are
GS = NS and GB = MNB, respectively.

the performance loss imposed by the pilot overhead. Notably,
as seen in Fig. 5, the sum rate performance of a given system
setting is almost the same both in FHS and ILS scenarios. This
is not unexpected since our proposed beamforming scheme is
capable of providing a guaranteed SINR that is higher than
γmin, as shown in (10). In other words, the satellite’s antenna
pattern can be carefully shaped by the proposed beamforming
scheme so that the received SINRs experienced by all groups
of ground users are similar in both the FHS and the ILS
scenarios. Thus, as inferred from (30), almost the same sum
rate can be attained by the satellite systems experiencing FHS
and ILS.
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Fig. 6: SE versus the target SINR for CTSN systems under
imperfect CSI, where Gaussian signalling waveforms are as-
sumed. The satellite using NS = 8 TAs supports GS = 4
multicast groups. Two terrestrial BSs with NB = 8 provide
multicast services to GB = 8 multicast groups. The variance
of channel errors is σ2

e = 0.001, 0.01, and 0.1.
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In Fig. 6, we investigate the SE of the CTSN under
imperfect CSI, where Gaussian signalling is assumed. In this
figure, multicast services are provided by GS = 4 satellite
groups and GB = 8 terrestrial BS groups. Each terrestrial BS
is equipped with NB = 8 TAs and NS = 8 TAs of the satellite
are employed for multicast transmission. The imperfect CSI
model of Section III-B is used, where the variance of channel
errors is σ2

e = 0.001, 0.01, and 0.1. Observe from Fig. 6 that as
expected the SE of the CTSN is reduced, when channel error
variable is increased. This observation confirms our analysis of
Section IV. As seen in (24) and (26), the received symbols at
of both the satellite users and of the terrestrial BS users suffer
from the inter-carrier interference imposed by the channel
errors. Hence, the SINR experienced by the ground users
becomes lower than the targeted value. As a result, the SE
performance is reduced. Furthermore, it can be observed from
(25), (27), and (29) that the higher the variance of channel
errors, the lower the SE of the CTSN becomes.

VI. CONCLUSIONS

This paper studied multicast transmission aided CTSN,
where the satellite and the terrestrial BSs are connected to the
CP via their respective backhaul links. Specifically, beamform-
ing has been invoked for implementing multicast transmission.
In order to generate feasible beamforming vectors, a SCA-
based algorithm has been conceived. We have shown that the
proposed algorithm is capable of providing feasible solutions
within a few iterations. Finally, both analytical and numerical
results have been provided for evaluating the performance of
the CTSN. The simulation results have shown that in order
to provide a guaranteed SINR for all ground users, a higher
transmission power is required by our system for combating
the deleterious effects imposed by FHS in comparison to that
imposed by ILS. We have shown that there is a tradeoff
between the multiantenna gain and the pilot overhead. Hence,
we have pointed out that the number of terrestrial BSs should
be carefully chosen so that the achievable rate of the CTSN
can be maximized. Furthermore, our results have shown that
the attainable rate of the CTSN is dependent on the accuracy of
CSI. Thus, high-performance CSI acquisition approaches are
required by the CTSN for supporting high-speed multimedia
transmission.
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