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Mobile Edge Computing Meets mmWave
Communications: Joint Beamforming and Resource

Allocation for System Delay Minimization
Cunzhuo Zhao, Yunlong Cai, An Liu, Minjian Zhao, and Lajos Hanzo

Abstract—Mobile edge computing (MEC) has been identified
as a key technique of next-generation wireless networks, which
supports cloud computing along with other compelling service
capabilities at the network’s edge with the objective of reducing
the system delay. As one of the prospective candidates for
new spectrum in next-generation networks, millimeter wave
(mmWave) communications has been gaining significant attention
as a benefit of its high rate. Hence we conceive a joint hybrid
beamforming and resource allocation algorithm for mmWave
MEC. Explicitly, we jointly optimize the analog beamforming
vectors at the users, the analog and digital beamforming matrices
at the base station (BS), the computation task offloading ratios
and resource allocation at the MEC server for minimizing the
maximum system delay subject to the affordable communication
and computing budget. We conceive a powerful algorithm for
solving this challenging nonconvex optimization problem with
coupled constraints based on the penalty dual decomposition
(PDD) technique. The proposed algorithm can be implemented in
a parallel and distributed fashion. Our numerical results demon-
strate the superiority of the proposed algorithm by quantifying
the benefits of intrinsically amalgamating MEC with mmWave
communications.

Index Terms—Millimeter wave, hybrid beamforming, mobile
edge computing, resource allocation, distributed implementation

I. INTRODUCTION

Mobile edge computing (MEC) has been identified as a key
technique of supporting cloud computing and other compelling
new services at the network edge [1]. More particularly,
the MEC servers are connected to the base stations (BSs)
through a backhaul link or are directly installed at the B-
Ss using generic computing platforms for providing cloud-
computing services in close proximity of mobile users [2].
The MEC systems have the advantage of significantly reducing
the system delay, whilst avoiding tele-traffic congestion. A
number of flawless multimedia services, such as augmented
reality, caching, surveillance and security have exploited MEC
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by assigning their latency-sensitive applications to the MEC
servers for cloud-based execution [3].

When aiming for low system latency and energy-efficient
MEC, jointly designing radio- and computational resource
management is promising. In [4]–[7], the authors studied the
joint optimization of the transmission power, CPU frequency
and task offloading ratio in a single-user MEC system in
order to minimize the user’s time delay subject to the energy
budget. Furthermore, the corresponding multi-user scenarios
have been considered in [8]–[12]. Specifically, in [8], the
optimal resource allocation and offloading strategy are de-
veloped for minimizing the total energy consumption under
a computational delay constraint. In [9], the joint allocation
of a user’s transmit power and computational resources are
investigated, where the authors have adopted a decomposition
technique for optimizing the offloading decisions and resource
allocation sequentially. The authors of [10] considered a multi-
user time division multiple access (TDMA) video compression
offloading scheme relying both on cooperative communication
and on computational resource allocation, which minimizes the
execution delay of both local compression, of edge compres-
sion and partial compression offloading schemes. The study
of [11] employed the classic Lyapunov optimization based
stochastic task arrival model for striking an energy and system
delay tradeoff. A decentralized game-theoretic computation of-
floading algorithm is proposed for multi-channel environments
in [12].

As one of the prospective candidates for next-generation
wireless communication systems, millimeter wave (mmWave)
techniques have been proposed, which have a potential band-
width of upto 10 GHz and a transmission rate of upto
20 Gbits/s [13]–[15]. As a benefit of its substantial bandwidth
and high transmission rate, mmWave techniques are eminently
suitable for MEC systems. This idea also meets the vision of
the 5G-MiEdge initiative (Millimeter-wave Edge Cloud as an
Enabler for 5G Ecosystem) for the forthcoming Tokyo 2020
Olympics [16]. However, compared to the regular sub-5 GHz
frequency band, mmWave channels impose a high path-loss,
high penetration loss, rain-attenuation, etc [17]. Fortunately,
given their mm-scale wave-length, large antenna arrays can
be accommodated in a compact space for high-gain directional
beamforming. However, in contrast to traditional transceivers,
the high cost and high energy consumption of the analog-to-
digital converters as well as of the radio frequency (RF) chains
render fully digital processing in mmWave systems unfeasible.
Although fully analog beamforming is cost-effective, since
it only relies on analog phase shifters, the advantage of
analog beamforming comes at the cost of dealing with a
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single data stream, which limits the signal processing and
multiplexing capability of the system [18]. To circumvent this
limitation, a hybrid beamforming architecture, consisting of
baseband digital and RF analog beamformers, has been widely
adopted by mmWave systems [19], [20]. Some representative
algorithms have been proposed in [21]–[24] for the design
of hybrid beamforming. In [21], the authors have exploited
the sparse structure of the mmWave channel impulse response
(CIR) to provide an algorithmic precoding solution based on
the concept of orthogonal matching pursuit (OMP). As an
extension of the OMP, an analog beamforming algorithm based
on channel matching (CM) has been proposed in [22]. The
authors of [23] developed a hybrid transceiver design based
on manifold optimization combined with antenna selection for
massive MIMO mmWave systems. A heuristic iterative algo-
rithm is proposed in [24] for designing the hybrid beamformer
relying on quantized phase shifters.

Let us now briefly consider the integration of MEC and
mmWave techniques, which has substantial promise. A ben-
eficial application scenario corresponds to public surveillance
and high definition (HD) video broadcast services, where large
amounts of online monitoring data gleaned from access points
can be promptly analyzed by a MEC server [25]. In automated
driving, the integration of MEC and mmWave techniques can
also be beneficially exploited, where the information generated
through sensors is analyzed in support of safe maneuver-
ing [25]. In the existing literatures, although the authors of [26]
combined MEC with mmWave communications in a single-
user multi-link scenario, to the best of our knowledge, the
systematic design of multi-user mmWave MEC systems has
not been investigated in the open literature. To this end, we
are motivated to investigate the delay minimization problem
in this system. We propose a joint hybrid beamforming and
resource allocation algorithm for a multi-user mmWave MEC
system, where the users are capable of offloading their latency-
sensitive tasks to the BS equipped with the MEC server. We
seek to jointly optimize the analog beamforming vectors at
the users, the analog and digital beamforming matrices at the
BS, the task offloading ratios, and the resource allocation at
the MEC server in order to minimize the maximum system
delay subject to the communication and computing budget. It
is quite a challenge to globally solve the resultant optimization
problem, due to the highly nonlinear and nonconvex nature of
objective function, as well as owing to the highly coupled
constraints.

The main contributions of this treatise are summarized as
follows.

1) We first introduce our multi-user mmWave MEC system
model, followed by formulating our joint beamforming
and resource allocation problem for system delay min-
imization under specific communication and computing
constraints.

2) We then recast this nonlinear and nonconvex optimization
problem into an equivalent but more tractable form. We
continue by proposing a joint optimization algorithm for
the resultant problem based on the penalty dual decom-
position (PDD) framework of [27]–[30]. The proposed
algorithm ensures convergence to the set of stationary
solutions of the original optimization problem. We also

show that the proposed algorithm can be implemented
in a parallel and distributed fashion. Furthermore, its
computational complexity is analyzed.

3) To characterize the benefits of this system, we provide ex-
haustive simulation results for a range of pertinent system
settings. The results clearly demonstrate the superiority
of the proposed algorithm and the quantitative benefits
of combining MEC with mmWave communications.

The rest of this paper is organized as follows. In Section II,
we present our system model of a multi-user mmWave MEC
system and formulate the problem considered. We develop our
PDD-based joint beamforming design and resource allocation
algorithm to solve the resultant problem in Section III. In
Section IV, the practical implementation of the proposed
algorithm and its computational complexity are discussed.
In Section V, simulations are provided and the benefits of
the proposed algorithm in the new system are demonstrated.
Finally, we offer our conclusions in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a narrowband mmWave based MEC uplink
multi-user multi-input multi-output (MIMO) system. The sys-
tem contains K users, each of which is equipped with Nuser >
1 antennas and a single RF chain. All the users communicate
with a base station (BS) equipped with NBS antennas and Ns

RF chains (NBS ≥ Ns), connecting to the MEC server through
a high speed backhaul link. Each user sends a single data
stream modulated by an analog beamforming vector to the BS,
and the BS decodes multiple data streams for those K users
from the received data vector. To insure spatial multiplexing
gain for the K users, we set K ≤ Ns. All the channels between
the BS and the users are flat fading.

A. Communication Model

As illustrated in Fig. 1, the transmitted signal from user
k ∈ K , {1, · · · ,K} can be expressed as xk = vRF,ksk,
where vRF,k ∈ CNuser×1 and sk ∼ CN (0, P ) are the analog
beamforming vector and data symbol, respectively.

Through a narrowband blocking-fading channel, the re-
ceived signal of user k after the analog and baseband pro-
cessing at the BS can be expressed as

ŝk = uH
BB,kU

H
RFHkxk + uH

BB,kU
H
RF

∑
k′ ̸=k

Hk′xk′+

uH
BB,kU

H
RFnk,

(1)

where URF ∈ CNBS×Ns denotes the BS analog beamforming
matrix, UBB = [uBB,1, ...,uBB,K ] ∈ CNs×K denotes the BS
digital beamforming matrix, Hk ∈ CNBS×Nuser represents the
mmWave channel matrix from user k to the BS, and nk ∼
CN (0, σ2INBS) is the additive white Gaussian noise at the
BS.

For such a system with hybrid beamforming architecture,
the throughput of user k (in bps/Hz) can be written as

log2

(
1 +

P |uH
BB,kU

H
RFHkvRF,k|2∑

k′ ̸=k P |uH
BB,kU

H
RFHk′vRF,k′ |2 + ∥uH

BB,kU
H
RF ∥2σ2

)
.

(2)
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Fig. 1: Illustration of mmWave based MEC network.

B. Computation Model

We assume that there are Lk bits task to be processed for
user k, and the tasks can be partially offloaded. The users and
the BS are both equipped with computational resources. To
further reduce the system delay, the computational resources
at both users and the BS can be utilized. Therefore, the
tasks can be divided into two parts: one portion is processed
locally while the rest is offloaded to the BS and computed at
the MEC server. In this work, the size of the computation
result is assumed to be quite small, thus we can neglect
the feedback delay [6], [7]. Let τk ∈ [0, 1] denote the task
offloading ratio for user k, i.e., τkLk bits are offloaded to
the BS and processed by the MEC server, while (1 − τk)Lk

bits are processed at user k locally. Then the total partial
computation offloading time at the edge contains two parts:
the raw data transmission time from the user to the BS
and the data processing time at the MEC server. Let C1,k

represent the computational resources allocated to user k at the
MEC server, which satisfies

∑K
k=1 C1,k ≤ Cmax, where Cmax

denotes the computational budget at the MEC server, and let
C2,k be the local computational capability at the user’s end.
Naturally, the computational capability depends both on the
CPU’s clock frequency and on the nature of the tasks, which
is best characterized in a normalized form, i.e. by the number
of CPU cycles per data bit. Typically we have C2,k ≪ Cmax.

For user k, defining D1,k as the total time for partial
offloading and D2,k as the time required for local computation,
respectively. Then we have (3) and (4),

D2,k , (1− τk)Lk

C2,k
, (4)

where W is the bandwidth of the mmWave channel.
For each user, the process of partial offloading and local

computation take place simultaneously, so the time required
by each user is strongly dominated by the longer delays. We
address the question of how to allocate the computational
resources to each user and optimize the transmission/reception

beamformers at the users/BS so that the tasks of all the users
can be processed in the most efficient way.

C. Problem Formulation
In the proposed mmWave MEC system, we concentrate

our attention on the joint design of the analog beamforming
vectors vRF,k for user k, of the analog beamforming matrix
URF and of the digital beamforming matrix UBB at the
BS, as well as the offloading ratio τk and the computational
resources C1,k allocated to user k in order to minimize
the maximum delay among all the users. The system delay
minimization problem can be mathematically formulated as

min
{vRF,k,UBB ,URF ,τk,C1,k}

max
k

max {D1,k, D2,k} (5a)

s.t. |vRF,k(i)| = 1, ∀k ∈ K; i = 1, · · · , Nuser (5b)
|URF (i, j)| = 1, ∀i = 1, · · · , NBS; j = 1, · · · , Ns (5c)
0 ≤ τk ≤ 1, ∀k ∈ K (5d)
K∑

k=1

C1,k ≤ Cmax. (5e)

where constraints (5b) and (5c) impose the unit norm con-
straints on analog transmit and receive beamforming matrices.
Constraint (5e) reflects the computational resource budget at
the MEC server.

Note that problem (5) is highly nonconvex and challenging
to handle, mainly due to the coupling variables in the objective
function and the unit-norm constraints. In the next section,
we first conduct a series of transformations for (5) and then
propose an efficient joint hybrid beamforming and resource
allocation algorithm which ensures convergence to a local
stationary solution of the problem.

III. PROPOSED JOINT BEAMFORMING AND RESOURCE
ALLOCATION ALGORITHM

In this section, we first convert problem (5) into an e-
quivalent yet more tractable form. By applying the PDD
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D1,k , τkLk

C1,k
+

τkLk

W log2

(
1 +

P |uH
BB,kU

H
RFHkvRF,k|2∑

k′ ̸=k P |uH
BB,kU

H
RFHk′vRF,k′ |2+∥uH

BB,kU
H
RF ∥2σ2

) , (3)

method a set of auxiliary variables and equality constraints
are introduced to handle the highly coupled terms, then the
problem results in a simpler problem with a number of sepa-
rable equality constraints. The introduced equality constraints
are penalized and dualized into the objective function to
formulate the augmented Lagrangian (AL) problem [31], [32].
The proposed PDD-based algorithm has two iteration loops.
In the inner loop, we develop an efficient concave-convex
procedure (CCCP)-based algorithm [33], [34] to solve the AL
problem in a BCD fashion, and in the outer loop we adjust the
dual variables or penalty parameter in terms of the constraint
violation. Finally we summarize the proposed algorithm and
evaluate its computational complexity.

A. Reformulation of Problem (5)
To deal with the nonconvexity of the objective function, we

first equivalently convert the optimization problem (5) into a
more tractable form. The difficulties lies in the coupling terms
in the objective function, and this can be dealt with by intro-
ducing auxiliary variables and additional equality constraints.
Here based on our experience, we list the guidelines on how
to introduce auxiliary variables and equality constraints.

1) Coupling terms should not be contained in the new
constraints ;

2) The variables in the same constraint should be jointly
optimized;

3) Each variable cannot appear in more than one constraint.
To be specific, guideline 1) ensures that the resulting

algorithm converges to a stationary solution of the origi-
nal problem, while the conventional alternating optimization
methods with coupling constraints cannot meet this condition
[35], guideline 2) prevents that the updating algorithm gets
trapped in a deadlock while updating variables, and guideline
3) helps us to decompose the original problem into a set
of subproblems, which could be easily dealt with. Then
we first introduce the following auxiliary variables t and
{tk}, {z1,k}, {z2,k}, ∀k ∈ K, with the equality constraints
t = t1 = ... = tK . Therefore problem (5) can be rewritten as

min
Z

t (6a)

s.t.
τkLk

C1,k
≤ z1,k, ∀k (6b)

τkLk

W log2

(
1 +

P |uH
BB,kU

H
RFHkvRF,k|2∑

k′ ̸=k P |uH
BB,kU

H
RFHk′vRF,k′ |2+∥uH

BB,kU
H
RF ∥2σ2

)
≤ z2,k, ∀k (6c)

z1,k + z2,k ≤ tk,
(1− τk)Lk

C2,k
≤ tk, ∀k (6d)

t = t1 = ... = tK , (5b)− (5e). (6e)

where Z , {vRF,k,UBB ,URF , τk, C1,k, t, tk, z1,k, z2,k}.
Moreover, due to the complex expressions with fractional

form of the SINR shown in (6c), constraint (6c) is still

hard to tackle. To further handle it, we introduce auxiliary
variables {Rk} and {ϕk},∀k ∈ K. Then constraint (6c) can
be equivalently transformed into the following constraints:

τkLk

WRk
≤ z2,k, ∀k (7)

Rk ≤ log2(1 + ϕk), ∀k (8)

ϕk ≤
P |uH

BB,kU
H
RFHkvRF,k|2∑

k′ ̸=k P |uH
BB,kU

H
RFHk′vRF,k′ |2 + ∥uH

BB,kU
H
RF ∥2σ2

, ∀k.

(9)
By applying the previous reformulation, problem (6) can be

equivalently converted to

min
Z̃

t (10a)

s.t. (6b), (6d), (6e), (7) − (9), (10b)

where Z̃ , {vRF,k,UBB ,URF , τk, C1,k, t, tk, z1,k, z2,k, Rk, ϕk}.
To cope with the coupling constraints shown in (10b), we

further introduce a set of auxiliary variables {t̄k}, {z̄1,k},
{z̄2,k}, {τ̄k}, {τ̂k}, {τ̃k}, {C̄1,k}, {R̄k}, {ϕ̄k} and {ũk}, ∀k ∈
K which meet the following equality constraints: t̄k = tk,
z̄1,k = z1,k, z̄2,k = z2,k, τ̄k = τk, τ̂k = τk, τ̃k = τk,
C̄1,k = C1,k, R̄k = Rk, ϕ̄k = ϕk and ũk = URFuBB,k. We
also introduce auxiliary variables {ṽk,k′}, ∀k, k′ ∈ K which
satisfies ṽk,k′ = ũH

k Hk′vRF,k′ . Then problem (10) can be
equivalently expressed as

min
χ

t (11a)

s.t.
τ̄kLk

C̄1,k
≤ z1,k, ∀k (11b)

τ̃kLk

WRk
≤ z2,k, ∀k (11c)

z̄1,k + z̄2,k ≤ tk,
(1− τ̂k)Lk

C2,k
≤ t̄k, ∀k (11d)

R̄k ≤ log2(1 + ϕk), 0 ≤ τk ≤ 1, ∀k (11e)∑
k′ ̸=k

|ṽk,k′ |2 + ∥ũk∥2
σ2

P
− |ṽk,k|2

ϕ̄k
≤ 0, ∀k (11f)

K∑
k=1

C1,k ≤ Cmax (11g)

|vRF,k(i)| = 1, |URF (i, j)| = 1, ∀k, i, j (11h)
t = tk = t̄k, z1,k = z̄1,k, z2,k = z̄2,k,

τk = τ̄k = τ̂k = τ̃k, ∀k (11i)
C̄1,k = C1,k, R̄k = Rk, ϕ̄k = ϕk,

ũk = URFuBB,k, ∀k (11j)

ṽk,k′ = ũH
k Hk′vRF,k′ , ∀k, k′ (11k)

where χ , {vRF,k,UBB ,URF , C1,k, C̄1,k, t, tk, t̄k, z1,k, z̄1,k,
z2,k, z̄2,k, Rk, R̄k, ϕk, ϕ̄k, τk, τ̄k, τ̂k, τ̃k, ũk, ṽk,k′}.
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B. Proposed PDD-based Algorithm

Next, we put forward an efficient joint hybrid beamforming
and resource allocation algorithm based on the PDD approach.
The framework of the PDD method can be found in Appendix
A.

Based on the PDD framework, we move the equality con-
straints (11i)-(11k) into the objective function together with
Lagrange multipliers {λtk}, {λt̄k}, {λz1,k}, {λz2,k}, {λτ̄k},
{λτ̂k}, {λτ̃k}, {λC1,k

}, {λRk
}, {λϕk

}, {λũk
}, {λṽk,k′} and

the penalty coefficient ρ. Then the resulting AL problem can
be expressed as

min
χ

t+ Pρ(χ) (12a)

s.t. (11b)− (11h) (12b)

where Pρ(χ) , 1
2ρ

∑K
k=1(|t − tk + ρλtk |2 + |t − t̄k +

ρλt̄k |2 + |z1,k − z̄1,k + ρλz1,k |2 + |z2,k − z̄2,k + ρλz2,k |2 +
|τk − τ̄k + ρλτ̄k |2 + |τk − τ̂k + ρλτ̂k |2 + |τk − τ̃k +
ρλτ̃k |2 + |C1,k − C̄1,k + ρλC1,k

|2 + |Rk − R̄k + ρλRk
|2 +

|ϕk − ϕ̄k + ρλϕk
|2 + ∥ũk − URFuBB,k + ρλũk

∥2) +
1
2ρ

∑K
k=1

∑K
k′=1 |ṽk,k′ − ũH

k Hk′vRF,k′ + ρλṽk,k′ |2.
The main objective of the proposed PDD-based joint design

is to efficiently solve the problem (12) with fixed dual variables
and penalty parameter in the inner loop.

C. Proposed CCCP-based Algorithm for Solving Problem (12)
in the inner loop

Now we turn attention to deal with problem (12). This
problem is challenging due to the nonconvex constraints in
(11b), (11c) and (11f). Note that these nonconvex constraints
can be seen as difference-of-convex (DC) functions. By using
the linearization operation, these constraints can be approx-
imated as convex ones, then we can solve the AL problem
based on CCCP-based iterative algorithm. First, let us focus
on constraint (11b), where it can be rewritten as

f1(dk)− f2(dk) ≤ 0, ∀k (13)

where

f1(dk) , τ̄k +

(
C̄1,k

Lk
− z1,k

)2
4

, (14a)

f2(dk) ,

(
C̄1,k

Lk
+ z1,k

)2
4

, (14b)

and dk = [τ̄k, C̄1,k, z1,k]
T . We approximate the convex

function f2(dk) in the lth iteration by its first order Taylor
expansion around the current point dl

k = [τ̄k, C̄
l
1,k, z

l
1,k]

T ,
denoted as

f̂2(dk,d
l
k) , f2(d

l
k) +∇fT

2 (dl
k)(dk − dl

k)

=

(
C̄1,k

Lk
+ z1,k

)(
C̄l

1,k

Lk
+ zl1,k

)
2

−

(
C̄l

1,k

Lk
+ zl1,k

)2

4
. (15)

Based on the above results, constraint (11b) can be approxi-
mated as a convex constraint as

f1(dk)− f̂2(dk,d
l
k) ≤ 0, ∀k. (16)

By following the same approach, constraints (11c) and (11f)
can be approximated as (17) and (18), respectively.

Based on the concept of CCCP [33], [34], problem (12) in
the lth iteration can be expressed as the following approximat-
ed convex one

min
χ

t+ Pρ(χ) (19a)

s.t. (11d)− (11e), (11g)− (11h), (16), (17), (18). (19b)

Then, in each iteration of the proposed CCCP-based algo-
rithm, we partition the design variables into three blocks, and
these block of variables are updated in a BCD fashion [36]
in order to minimize the objective function. Details of the
derivation of BCD iterations in the CCCP-based algorithm
are shown in Appendix B. In Algorithm 1, we summarize
the CCCP-based algorithm which is adopted in the inner loop
of the proposed PDD-based algorithm.

Algorithm 1 Proposed CCCP-based algorithm for problem
(19)

1. Define the tolerance of accuracy ϵ1. Initialize the algo-
rithm with a feasible point.

2. repeat
3. – Update {z̄1,k, z̄2,k, tk}, {R̄k, ϕk}, {uBB,k}, {vRF,k},

{τk}, and {C1,k} in Step 1.
4. – Update {τ̄k, C̄1,k, z1,k}, {τ̃k, Rk, z2,k}, {τ̂k, t̄k}, and

{ṽk,k′ , ũk, ϕ̄k} in Step 2.
5. – Update t and URF in Step 3.
6. Until the difference successive values of the objective

function is less than ϵ1.

D. Summary of the Proposed PDD-based Algorithm
Let us define the constraint violation ∥h(xm)∥∞ as (20).

After running Algorithm 1 in the inner loop of the proposed
PDD-based algorithm, the penalty parameter ρ is updated
according to ρm+1 = cρm (0 < c < 1) based on the con-
straint violation condition and the dual variables are updated
according to

λm+1
tk

= λm
tk

+
1

ρm
(t− tk), λm+1

t̄k
= λm

t̄k
+

1

ρm
(t− t̄k),

λm+1
z1,k

= λm
z1,k

+
1

ρm
(z1,k − z̄1,k),

λm+1
z2,k

= λm
z2,k

+
1

ρm
(z2,k − z̄2,k),

λm+1
τ̄k

= λm
τ̄k

+
1

ρm
(τk − τ̄k), λm+1

τ̂k
= λm

τ̂k
+

1

ρm
(τk − τ̂k),

λm+1
τ̃k

= λm
τ̃k

+
1

ρm
(τk − τ̃k),

λm+1
C1,k

= λm
C1,k

+
1

ρm
(C1,k − C̄1,k),

λm+1
Rk

= λm
Rk

+
1

ρm
(Rk − R̄k), λm+1

ϕk
= λm

ϕk
+

1

ρm
(ϕk − ϕ̄k),

λm+1
ũk

= λm
ũk

+
1

ρm
(ũk −URFUBB,k),

λm+1
ṽk,k′ = λm

ṽk,k′ +
1

ρm
(ṽk,k′ − ũH

k Hk′vRF,k′)

(21)
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Lk

W
τ̃k +

(Rk − z2,k)
2

4
−

 (Rk + z2,k)
(
Rl

k + zl2,k

)
2

−

(
Rl

k + zl2,k

)2
4

 ≤ 0, ∀k. (17)

∑
k′ ̸=k

|ṽk,k′ |2 + ∥ũk∥2
σ2

P
−

(
ṽl∗k,kṽk,k

ϕ̄l
k

+
ṽ∗k,kṽ

l
k,k

ϕ̄l
k

−
|ṽlk,k|2ϕ̄k

ϕ̄l2
k

)
≤ 0, ∀k. (18)

∥h(xm)∥∞ = max{|t− tk|, |t− t̄k|, |z1,k − z̄1,k|, |z2,k − z̄2,k|, |τk − τ̄k|, |τk − τ̂k|, |τk − τ̃k|,
|C1,k − C̄1,k|, |Rk − R̄k|, |ϕk − ϕ̄k|, ∥ũk −URFUBB,k∥, |ṽk,k′ − ũH

k Hk′vRF,k′ |}, ∀k, k′.
(20)

where m is the number of outer iterations. For the detailed
update procedure, please also refer to Algorithm 2 shown in
Appendix A. Based on the above discussions, the flow of the
proposed PDD-based algorithm is summarized in Fig. 2.

From the convergence analysis provided in [27], we con-
clude that the proposed PDD-based joint hybrid beamforming
and resource allocation algorithm converges to the set of sta-
tionary solutions of problem (12). Here, we omit the detailed
proof for simplicity.

IV. PRACTICAL IMPLEMENTATION AND COMPLEXITY
ANALYSIS

In this section, we elaborate on how the proposed PDD-
based algorithm is implemented in practice and analyze its
computational complexity. Observe from Fig. 2 that the pro-
posed algorithm contains the update of design variables, dual
variables and penalty parameter, and it can be performed by
the BS as well as the users in a distributed fashion.

In the initial phase, the BS collects the channel state
information and generates a set of feasible variables then
disseminates them to all the users. In the inner loop of
the PDD-based algorithm, i.e., the proposed CCCP-based
algorithm in Algorithm 1, the design variables are updat-
ed in a distributed fashion. In Step 1, each user k ∈ K
updates {z̄1,k, z̄2,k, tk}, {R̄k, ϕk}, {uBB,k}, {vRF,k}, {τk},
and {C1,k} locally in parallel. In Step 2, each user updates
{τ̄k, C̄1,k, z1,k}, {τ̃k, Rk, z2,k}, {τ̂k, t̄k}, and {ṽk,k′ , ũk, ϕ̄k}
individually without the need of information exchange among
other users. In Step 3, all the users first send the updated
design variables to the BS, then the BS optimizes t and URF

in parallel and broadcasts the results back to the users. After
the iteration of the inner loop, the BS and the users update
the penalty parameter ρ and the dual variables, respective-
ly, and then exchange these updating results. Based on the
above description of the information exchange mechanism,
the proposed PDD-based algorithm can be implemented in
a distributed way. In particular, the design variables in these
three blocks are updated sequentially in a parallel manner for
the BS and users.

To analyze the computational complexity of the proposed
PDD-based algorithm, we mainly focus our attention on the
updating of {ṽk,k′ , ũk, ϕ̄k} and URF , which dominates the
complexity. The complexity of updating {ṽk,k′ , ũk, ϕ̄k} de-
pends on the bisection method used to search the Lagrangian

parameter. The number of iterations is log2(
θ0,s
θs

), where θ0,s
is the initial interval size and θs denotes the tolerance. Thus,
we can conclude that the computational cost for solving
this subproblem is roughly O

(
log2(

θ0,s
θs

)
)

. When updating
URF , the proposed one-iteration BCD type algorithm has a
complexity of O(N2

BSN
2
s ). Therefore, the overall complexity

of the proposed algorithm can be expressed as

O
(
I1I2

(
log2

(
θ0,s
θs

)
+N2

BSN
2
s

))
, (22)

where I1 and I2 denote the maximum number of iterations for
the inner and outer loops.

V. SIMULATION RESULTS

In this section, the performance of the proposed PDD-based
joint hybrid beamforming and resource allocation algorithm is
evaluated by means of computer simulations1. In the experi-
ments, we consider a mmWave based MEC system supporting
multiple mobile users, and a 28GHz mmWave outdoor2 cellu-
lar propagation statistical channel model is adopted. Consid-
ering the small-scale time-varying channel matrix, we apply
a standard uniform linear antenna array mmWave channel
model. Due to the sparsity and high free-space path loss, an
extended Saleh-Valenzuela geometric model [38] is adopted
in this paper, and the channel matrix Hs can be expressed as

Hs =

√
NtNr

Lp

Lp∑
l=1

αlar(ϕ
r
l )at(ϕ

t
l)

H , (23)

where Lp is the number of distinguishable paths, αl ∼
CN (0, 1) is the complex gain of the l-th path, ar(ϕ

r
l ) and

at(ϕ
t
l) are the receive and transmit antenna array response

vectors, where ϕr
l ∈ [0, 2π) and ϕt

l ∈ [0, 2π) are the azimuth
angles of arrival and departure (AoAs and AoDs), respectively.
Thus, the response vector takes the form

a(θ) =
1

N

[
1, ejkda sin(θ), ..., ejkda(N−1) sin(θ)

]T
, (24)

where k = 2π/λ, λ is the wavelength, and da is the antenna
spacing. As for the large-scale fading, we adopt a statistical

1Note that the proposed algorithm is not necessarily intended to suitable for
a specific channel model, but rather to an operating band of frequency (i.e. 30-
300GHz) considered for 5G systems, where due to technological limitations,
the use of hybrid beamforming structures is essential.

2Indoor environment is also suitable in our model, but with different channel
parameters [37].
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Fig. 2: The flow of the proposed PDD-based algorithm

model, which is detailed in [15]. For each path, the relationship
between the omnidirectional path loss PL and the lognormal
shadowing ξ is given by

PL(d)[dB] = α+ β10 log10(d) + ξ, (25)

where d denotes the distance in meters, ξ ∼ N (0, σ2
s) is the

lognormal shadowing variance. Each mmWave channel is in
a LOS or a NLOS state. The probability functions for these
two states can be expressed as

pLOS(d) = e−alosd (26a)
pNLOS(d) = 1− pLOS(d) (26b)

where alos is a parameter fitting from the real environment
[15]. We have α = 72.0, β = 2.92, and σs = 8.7 dB in the
NLOS state, and α = 61.4, β = 2, and σs = 5.8 dB in the
LOS state.

In the simulations, we set NBS = 32, Ns = 8, and Nuser =
4. We also set W = 50MHz and Lp = 20. For simplicity,
the total size of the input computational task is set to be
1 × 107 bits for all the users. In addition, the computational
resource of the MEC server is given by 1 × 108 bits/s, and
the local capability is 0.4 × 107 bits/s for all the users [39],
[40]. The transmit power P is set to be 0.25mW, and the noise
power level is σ2 = 10−11W. For the PDD-based algorithm,
the tolerance parameters are chosen as ϵ1 = 1 × 10−3. The
initial penalty parameters are set to be ρ0 = 2 with c = 0.6.
In addition, we also set η0 = 0.1 and ηm+1 = 0.7ηm. We also
develop two benchmarks for comparison.

1) The CM-based algorithm, which is a heuristic algorithm.
The details of this algorithm are shown in Appendix C.

2) The TDMA-based algorithm, which can be described as
follows: All the users share the same frequency channel
by dividing the task processing into different time slots.
In each time slot, one portion of tasks is processed locally
at the user side while the rest is offloaded to the BS and
processed at the MEC server utilising its full capability.
During each time slot, the system model degrades as
a simplified single-user mmWave MEC model, and the
delay minimization problem in the single user case is

well investigated in our paper [41] by using an iterative
weighted mean-square error minimization (WMMSE) ap-
proach. When all the users’ tasks have been processed,
the system delay can be calculated by adding all the task’s
processing time.

Let us first examine the convergence of the proposed PDD-
based algorithm. We assume supporting four users by the
system, and all the users are 40 meters away from the BS.
In Fig. 3(a), we show the value of the objective function
(19a) versus the number of outer iterations for the proposed
algorithm, which can be seen to converge within 20 iterations.
Fig. 3(b) shows the corresponding value of the constraint
violation indicator. It shows that after 40 iterations, the penalty
terms decrease to a value below 10−5, which demonstrates
that the proposed PDD-based algorithm can tackle the equality
constraints efficiently. Based on the results, we conclude that
our proposed algorithm has a rapid convergence. Next, we
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Fig. 3: (a) Objective function value and (b) constraint violation
versus the number of outer iterations for the proposed PDD-
based algorithm.

compare the proposed PDD-based joint design and the heuris-
tic algorithm in terms of the maximum delay performance.
We first consider a two user case, where the distance between
user 1 and the BS is fixed to be 10 meters, while the distance
between user 2 and the BS varies from 20 to 80 meters. Fig.
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4 shows that when the distance between user 2 and the BS
increases, the maximum delay becomes larger for the proposed
PDD-based joint design, the CM-based heuristic algorithm and
the TDMA-based algorithm. This is due to the fact that the
channel condition of H2 becomes poor with the increasing of
the distance, and it results in a longer transmission delay for
user 2. As the distance between user 2 and the BS increases,
the gap between the proposed joint design and the CM-
based heuristic algorithm increases. We also notice that the
TDMA-baed algorithm performs well in this scenario, since
the number of users is small, and the distance between user 1
and the BS is short, resulting a short processing delay.
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Fig. 4: The maximum system delay versus the location of user
2

Fig. 5 illustrates the optimal offloading ratio and resource
allocation (the ratio of computational resource at the MEC
server allocated to user 2) versus the distance between user 2
and the BS. It can be observed in Fig. 5(a) that the optimal
offloading ratio of the task of user 2 decreases with the
increase of the distance. This is rather intuitive due to the
fact that more computational task will be processed at the user
locally when the channel condition gets worse. Furthermore, it
is shown in Fig. 5(b) that the optimal computational resource
allocated to user 2 increases with the increase of the distance.
The reason for this outcome is that more computational
resources are needed to compensate the transmission delay in
mmWave channels. Moreover, there exists a tradeoff between
the offloading ratio and resource allocation.
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Fig. 5: Offloading ratio and resource allocation

We then study the impact of the number of users. In Fig.
6, we plot the system’s maximum delay versus the number
of users. All the users cover an area of circle with radius
of 40m/60m. The proposed PDD-based algorithm and the
compared algorithms are implemented. Firstly, except for
the local computing, the maximum delay for all algorithms
increases as the number of users due to the computational
budget, while the maximum delay of the local computing is
invariant. Secondly, by comparing the PDD-based algorithm
with the CM-based and TDMA-based algorithm, we can
observe that the performance gain becomes more evident upon
increasing number of users, which demonstrates the benefits of
the proposed joint design. Thirdly, for a large number of users,
the proposed CM-based and TDMA-based algorithm perform
even worse than the local computing method at a distance
of 60m. Fourthly, the TDMA-based algorithm shows similar
performance to the CM-based algorithm in a short distance,
and performs better in a large distance. This phenomenon is
joint determined by the channel condition, resource allociation
strategy and the capability of the MEC server. Finally, the
proposed PDD-based algorithm provides the best performance
among the algorithms analyzed even in the face of poor
channel conditions and a large number of users due to the
associated joint design.
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Fig. 6: The maximum system delay versus the number of users

In Fig. 7, we plot the system’s maximum delay versus the
computational capability of mobile users. In this simulation,
we assume that there are four mobile users in the system,
while the computational capability varies in the range between
1 × 106 bits/s and 6 × 106 bits/s. From the results, we can
observe that the system delay of all the four algorithms de-
creases since the local processing time decreases. Furthermore,
in contrast to the local computing method, the proposed PDD-
based algorithm is not sensitive to the user’s computational
capability due to the powerful computational capability at the
MEC server.

Fig. 8 presents the system’s maximum delay versus the
computational capability of MEC. We assume that there are
four mobile users in the system, while the MEC server compu-
tational capability varies in the range between 0.4×108 bits/s
to 2.4 × 108 bits/s. It can be observed that the system delay
of both the proposed PDD-based joint design and the TDMA-
based algorithm decreases with the computational capability
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1 2 3 4 5 6
Mobile user computational capability (×106 bits/s)

0

1

2

3

4

5

6

7

8

9

10
M
ax

im
u
m

d
el
ay

(s
)

PDD based joint optimization, d=40m

PDD based joint optimization, d=60m

CM based heuristic algorithm, d=40m

CM based heuristic algorithm, d=60m

TDMA based algorithm, d=40m

TDMA based algorithm, d=60m

Local computing

Fig. 7: The maximum system delay versus the computational
capability of users
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Fig. 8: The maximum system delay versus the computational
capability of MEC

of the MEC server, since more resources are available at the
MEC server. For the CM-based algorithm, the system delay
decreases with the computational capability of the MEC server
when d = 40m, but increases a little at a distance of 60m, this
is due to the fact that the offloading ratio will increase with the
MEC server computaional capability, causing large transimis-
sion latency in a bad channel condition. Additionally, when the
computational capability of MEC becomes sufficiently high,
the curves for the PDD-based algorithm tend towards a fixed
value, i.e. the system’s delay becomes limited by the radio
resources, which reveals that once the system performance is
constrained by the radio resources, having redundant MEC
computational resources becomes unnecessary.

VI. CONCLUSION

An efficent joint beamforming and resource allocation de-
sign has been conceived for multi-user mmWave based MEC
systems. We reformulated the system delay minimization
problem by invoking a series of suitable transformations. Then,
based on the PDD technique, we developed an innovative
distributed algorithm for the analog beamforming vectors at
the users, the analog and digital beamforming matrices at the
BS, the task offloading ratios, and the resource allocation at

the MEC server. Our simulation results indicate the superiority
of the joint design, and demonstrate the benefits of combining
MEC with mmWave communications.

APPENDIX A
FRAMEWORK OF THE PDD METHOD

The PDD method is a double-loop iterative algorithm which
can address nonconvex nonsmooth problems with nonconvex
coupling constraints. Let us consider the following optimiza-
tion problem: the minimization of a nonconvex objective func-
tion f(x) : X → R subject to equality constraint h(x) = 0
and possibly nonconvex inequality constraints gi(xi) ≤ 0, i.e.,

min
x∈X

f(x)

s.t. h(x) = 0,

gi(xi) ≤ 0, i = 1, 2, . . . , n.

(27)

For solving problem (27), the detailed steps of the PDD
method are presented in Algorithm 2, where the inner loop of
this algorithm (Step 3) addresses the AL optimization problem
in a BCD fashion. This is the key to implement the PDD
method, which invokes an iterative optimization algorithm to
solve the following problem to some accuracy ϵm

P (ρm,λm)

min
x∈X

{Lm(x) , f(x) + λmTh(x) +
1

2ρm
∥h(x)∥2},

(28)

where Lm(x) is the AL function with dual variable λm and
penalty parameter ρm. The outer loop focuses on updating the
dual variables or penalty parameter in terms of the constraint
violation, i.e., the term ∥h(xm)∥∞3.

Furthermore, it can be shown that the sequence generated
by the PDD method converges to a KKT (stationary) point of
problem (27) under suitable constraints condition. The details
about the convergence analysis can be found in [27].

Algorithm 2 PDD method for problem (27)

1. initialize x0, ρ0 > 0,λ0, and set 0 < c < 1, m = 1.
2. repeat
3. xm = optimize(P (ρm,λm),xm−1, ϵm)
4. if ∥h(xm)∥∞ ≤ ηm

5. λm+1 = λm + 1
ρmh(xm)

6. ρm+1 = ρm

7. else
8. λm+1 = λm

9. ρm+1 = cρm

10. end
11. m = m+ 1
12. until some termination criterion is met.

APPENDIX B
DERIVATION OF UPDATING STEPS IN THE INNER LOOP

ALGORITHM

In this part, we derive each of the update procedure in the
inner loop algorithm.

3In practice, it is reasonable to terminate the algorithm based on the progress

of the objective value, i.e., |Lm(xm)−Lm−1(xm−1)|
|Lm−1(xm−1)| ≤ ϵm, or simple by

setting the maximum number of iterations.
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A. Variables Updating in Step 1

In Step 1, we update {z̄1,k, z̄2,k, tk}, {R̄k, ϕk}, {C1,k},
{vRF,k}, {uBB,k}, and {τk} in parallel while fixing the other
block of variables. We obtain six independent subproblems.
Particularly, the variable blocks {z̄1,k, z̄2,k, tk}, {R̄k, ϕk} and
{C1,k} can be solved separately based on the Lagrange
multiplier method, {vRF,k} can be solved based on the one-
iteration BCD-type algorithm [42], while {uBB,k} and {τk}
can be solved in closed-form solution by taking advantage of
the first-order optimality condition. Detailed derivations are
demonstrated as follows:

1) Subproblem for {z̄1,k, z̄2,k, tk}: The subproblem regard-
ing to {z̄1,k, z̄2,k, tk} can be decomposed over each user.
As a result, for each k ∈ K, we have the following
optimization problem

min
z̄1,k,z̄2,k,tk

|z1,k − z̄1,k + ρλz1,k |2 + |z2,k − z̄2,k + ρλz2,k |2

+ |t− tk + ρλtk |2 (29a)
s.t. z̄1,k + z̄2,k ≤ tk. (29b)

Note that there exists only one constraint in this sub-
problem, so it can be solved in closed form through the
Lagrange multiplier method. The corresponding Lagrange
function can be written as

L(z̄1,k, z̄2,k, tk, λ1,k) , |z1,k − z̄1,k + ρλz1,k |2+
|z2,k − z̄2,k + ρλz2,k |2 + |t− tk + ρλtk |2+
λ1,k(z̄1,k + z̄2,k − tk), (30)

where λ1,k ≥ 0 denotes the Lagrange multiplier for
constraint (29b). By examining the first order optimality
condition of L(z̄1,k, z̄2,k, tk, λ1,k), the optimal value of
z̄1,k, z̄2,k, tk can be derived as

z̄1,k(λ1,k) =
2(z1,k + ρλz1,k)− λ1,k

2
, (31)

z̄2,k(λ1,k) =
2(z2,k + ρλz2,k)− λ1,k

2
, (32)

tk(λ1,k) =
2(t+ ρλtk) + λ1,k

2
. (33)

Let us denote the optimal λ1,k as λ⋆
1,k, then λ⋆

1,k is de-
termined to fulfill the complementary slackness condition
of (29b), and can be obtained as (34).

2) Subproblem for {R̄k, ϕk}: The subproblem with respect
to {R̄k, ϕk},∀k ∈ K is a convex problem and it is given
by

min
R̄k,ϕk

|Rk − R̄k + ρλRk
|2 + |ϕk − ϕ̄k + ρλϕk

|2 (35a)

s.t. R̄k ≤ log2(1 + ϕk). (35b)

Attaching a Lagrange multiplier λ2,k ≥ 0 to constraint
(35b), we get the optimal R̄k and ϕk as (36) and (37).
In this case, the optimal λ2,k can be obtained easily by
using the bisection procedure.

3) Subproblem for {C1,k}: The subproblem regarding to

{C1,k}, ∀k ∈ K is formulated as

min
C1,k

K∑
k=1

|C1,k − C̄1,k + ρλC1,k
|2 (38a)

s.t.
K∑

k=1

C1,k ≤ Cmax. (38b)

By introducing a Lagrange multiplier λ3,k ≥ 0 to
constraint (38b), and the optimal C1,k and λ3,k can be
derived as

C1,k(λ3,k) =
2(C̄1,k − ρλC1,k

)− λ3,k

2
, (39)

λ3,k = max

{
0,

∑K
k=1 2(C̄1,k − ρλC1,k

)− 2Cmax

K

}
.

(40)

4) Subproblem for {uBB,k}: The corresponding subprob-
lem for uBB,k is decoupled over each user, and then it
is given by

min
uBB,k

∥ũk −URFuBB,k + ρλũk
∥2. (41)

Note that the above problem is an unconstrained quadratic
optimization problem, we can compute the optimal uBB,k

as

uBB,k = (UH
RFURF )

−1UH
RF (ũk + ρλũk

). (42)

5) Subproblem for {vRF,k}: The corresponding subprob-
lem for this variable set is decoupled over each user, and
then for each k ∈ K, the subproblem is given by

min
vRF,k

K∑
k′=1

|ṽk′,k − ũH
k′HkvRF,k + ρλṽk′,k |

2 (43a)

s.t. |vRF,k(i)| = 1, ∀i. (43b)

This subproblem is a quadratic optimization problem
with unit modulus constraints, and is complicated mainly
due to the constant modulus constraints, which is highly
nonconvex. To address this problem, we rearrange it in a
more tractable form as

min
vRF,k

Tr
(
vH
RF,kCvRF,kP

)
− 2ℜe

{
Tr
(
vH
RF,kQ

)}
(44a)

s.t. |vRF,k(i)| = 1, ∀i. (44b)

where C =
∑K

k′=1 H
H
k ũk′ ũH

k′Hk, P = I, and Q =∑K
k′=1 H

H
k ũk′(ṽk′,k + ρλṽk′,k).Then we apply the one-

iteration BCD-type algorithm shown in [42, Appendix
B] to recursively solve this problem, i.e., at each step we
update one effective entry of vRF while fixing the others.

6) Subproblem for τk: The subproblem with respect to
τk,∀k ∈ K can be expressed as

min
τk

|τk − τ̄k + ρλτ̄k |2+

|τk − τ̂k + ρλτ̂k |2 + |τk − τ̃k + ρλτ̃k |2 (45a)
s.t. 0 ≤ τk ≤ 1. (45b)

Define π(τk) , |τk−τ̄k+ρλτ̄k |2+|τk−τ̂k+ρλτ̂k |2+|τk−
τ̃k + ρλτ̃k |2, and by employing the first-order optimality
condition, the optimal value of τk can be derived as (46).
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λ⋆
1,k = max

{
0,

2(z1,k + ρλz1,k) + 2(z2,k + ρλz2,k)− 2(t+ ρλtk)

3

}
. (34)

R̄k(λ2,k) =
2(Rk + ρλRk

)− λ2,k

2
, (36)

ϕk(λ2,k) =
ϕ̄k − 1− ρλϕk

+
√

(1 + ρλϕk
− ϕ̄k)2 + 4(ϕ̄k +

λ2,k

2 ln 2 )− ρλϕk

2
. (37)

τk =


τ̄k+τ̂k+τ̃k−2ρ(λτ̄k

+λτ̂k
+λτ̃k

)

3 if 0 ≤ τ̄k+τ̂k+τ̃k−2ρ(λτ̄k
+λτ̂k

+λτ̃k
)

3 ≤ 1

1 else if π(1) < π(0)

0 else
(46)

B. Variables Updating in Step 2

In Step 2, we update {τ̄k, C̄1,k, z1,k}, {τ̃k, Rk, z2,k},
{τ̂k, t̄k}, and {ṽk,k′ , ũk, ϕ̄k} in parallel by fixing the other
block of variables. In this step, the four subproblems are all
solved separately based on the Lagrange multiplier method.
Detailed derivations are as follows:

1) Subproblem for {τ̄k, C̄1,k, z1,k}: The subproblem for
{τ̄k, C̄1,k, z1,k} can be decomposed over each mobile
user. As a result, for each k ∈ K, we have the following
optimization problem (47).
Similarly, this subproblem can be solved with the aid
of the Lagrange multiplier method. By introducing the
Lagrange multiplier λ4,k ≥ 0 for constraint (47b), and
examining the first order optimality condition, the optimal
value of τ̄k, C̄1,k, z1,k can be derived as (48), (49) and
(50).

τ̄k(λ4,k) =
2(τk + ρλτ̄k)− λ4,k

2
, (48)

z1,k(λ4,k) =

4(z̄1,k − ρλz1,k) + λ4,k

(
C̄1,k

Lk
+

C̄l
1,k

Lk
+ zl1,k

)
4 + λ4,k

.

(50)
The optimal λ4,k is determined to fulfill the complemen-
tary slackness condition of (47b), and can be obtained
via bisection search.

2) Subproblem for {τ̃k, Rk, z2,k}: The subproblem for
{τ̃k, Rk, z2,k} can be decoupled over each mobile user.
Therefore, for each k ∈ K, we have the following
optimization problem (51). By introducing a Lagrange
multiplier λ5,k ≥ 0 to constraint (51b), we can derive the
optimal τ̃k, Rk and z2,k as (52), (53) and (54).

τ̃k(λ5,k) =
2(τk + ρλτ̃k)− λ5,k

Lk

W

2
, (52)

z2,k(λ5,k) =
4(z̄2,k − ρλz2,k) + λ5,k(Rk +Rl

k + zl2,k)

4 + λ5,k
,

(54)
where the optimal λ5,k can be obtained easily using the
bisection procedure.

3) Subproblem for {τ̂k, t̄k}: This subproblem is decoupled
across each user. Then the following problem is solved

for each {τ̂k, t̄k},∀k ∈ K:

min
τ̂k,t̄k

|τk − τ̂k + ρλτ̂k |2 + |t− t̄k + ρλt̄k |
2 (55a)

s.t.
(1− τ̂k)Lk

C2,k
≤ t̄k. (55b)

By following the same approach and introducing a La-
grange multiplier λ6,k ≥ 0 to constraint (55b), the
optimal τ̂k and t̄k can be derived as

τ̂k(λ6,k) =
2(τk + ρλτ̂k) + λ6,k

2
, (56)

t̄k(λ6,k) =
2(t+ λt̄k) + λ6,kC2,k/Lk

2
. (57)

Due to the complementary slackness condition, the op-
timal Lagrange multiplier λ⋆

6,k can be expressed in a
closed-form, which is given by (58).

4) Subproblem for {ṽk,k′ , ũk, ϕ̄k}: The corresponding sub-
problem for this variable set is decoupled over each user,
and then for each k ∈ K, the subproblem is given by
(59). By following the same approach and introducing
a Lagrange multiplier λ7,k ≥ 0 to constraint (59b), the
optimal ṽk,k′ , ũk and ϕ̄k can be expressed as

ϕ̄k(λ7,k) =
2 (ϕk + ρλϕk

)− λ7,k
|ṽl

k,k|
2

ϕ̄l2
k

2
, (60)

ũk(λ7,k) = A−1(λ7,k)b(λ7,k), (61)

ṽk,k′(λ7,k) =
ũH
k Hk′vRF,k′ − ρλṽk,k′

1 + λ7,k
, ∀k′ ̸= k (62)

ṽk,k(λ7,k) = ũH
k HkvRF,k − ρλṽk,k

+ λ7,k

ṽlk,k
ϕ̄l
k

, (63)

where A(λ7,k) , (1 + λ7,k
σ2

P )I + λ7,k
Rk

1+λ7,k
,

and b(λ7,k) , URFuBB,k − ρλũk
+ λ7,k ×∑

k′ ̸=k Hk′vRF,k′ρλṽ
k,k′

1+λ7,k
+ λ7,kHkvRF,k

ṽl∗
k,k

ϕ̄l
k

. We also let

Rk ,
∑

k′ ̸=k Hk′vRF,k′vH
RF,k′HH

k′ . The optimal multi-
plier λ7,k should be determined such that the comple-
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min
τ̄k,C̄1,k,z1,k

|z1,k − z̄1,k + ρλz1,k |2 + |τk − τ̄k + ρλτ̄k |2 + |C1,k − C̄1,k + ρλC1,k
|2 (47a)

s.t. τ̄k +

(
C̄1,k

Lk
− z1,k

)2
4

−


(

C̄1,k

Lk
+ z1,k

)(
C̄l

1,k

Lk
+ zl1,k

)
2

−

(
C̄l

1,k

Lk
+ zl1,k

)2

4

 ≤ 0. (47b)

C̄1,k(λ4,k) =
4L2

k(C1,k + ρλC1,k
) + λ4,k(z1,kLk + C̄l

1,k + zl1,kLk)

4L2
k + λ4,k

, (49)

min
τ̃k,Rk,z2,k

|z2,k − z̄2,k + ρλz2,k |2 + |τk − τ̃k + ρλτ̃k |2 + |Rk − R̄k + ρλRk
|2 (51a)

s.t.
Lk

W
τ̃k +

(Rk − z2,k)
2

4
−

 (Rk + z2,k)
(
Rl

k + zl2,k

)
2

−

(
Rl

k + zl2,k

)2
4

 ≤ 0. (51b)

Rk(λ5,k) =
(Rl

k + zl2,k)λ
2
5,k + 2(R̄k − ρλRk

+ z̄2 − ρλz2,k +Rl
k + zl2,k)λ5,k + 8(R̄k − ρλRk

)

8 + 4λ5,k
, (53)

mentarity slackness condition is satisfied. Let us define

Qk(ṽk,k′ , ũk, ϕ̄k) ,
∑
k′ ̸=k

|ṽk,k′ |2 + ∥ũk∥2
σ2

P
− (

ṽl∗k,kṽk,k

ϕ̄l
k

+
ṽ∗k,kṽ

l
k,k

ϕ̄l
k

−
|ṽlk,k|2ϕ̄k

ϕ̄l2
k

).

(64)

When Qk(ṽk,k′(0), ũk(0), ϕ̄k(0)) ≤ 0, we have
the optimal ϕ̄k = ϕ̄k(0), ũk = ũk(0), and
ṽk,k′ = ṽk,k′(0), otherwise we must have
Qk(ṽk,k′(λ7,k), ũk(λ7,k), ϕ̄k(λ7,k)) = 0, which is
equivalent to

ũH
k (λ7,k)X(λ7,k)ũk(λ7,k)− ũH

k (λ7,k)m(λ7,k)

−mH(λ7,k)ũk(λ7,k)

+ tk(λ7,k) = 0,

(65)

where X(λ7,k) , σ2

P I + Rk

(1+λ7,k)2
, m(λ7,k) =∑

k′ ̸=k ρλ∗
ṽ
k,k′Hk′vRF,k′

(1+λ7,k)2
+

ṽl∗
k,k

ϕ̄l
k

HkvRF,k, and tk(λ7,k) =

∑
k′ ̸=k ρ2

∣∣∣λṽ
k′,k

∣∣∣2
(1+λ7,k)2

+
|ṽl

k,k|
2

ϕ̄l2
k

2(ϕk+ρλϕk
)−λ7,k

|ṽl
k,k|2

ϕ̄l2
k

2 +

2ℜe
{

ṽl∗
k,k

ϕ̄l
k

(ρλṽk,k
+ λ7,k

ṽl
k,k

ϕ̄l
k

)

}
.

For the Hermitian matrix Rk, we put forward the follow-
ing decomposition:

Rk = ṼkΛkṼ
H
k , (66)

where Ṽk denotes a unitary matrix which contains the
eigenvectors of Rk, and Λk is a diagonal matrix consist-

ing of the eigenvectors of Rk. Then we have

A−1(λ7,k) = Ṽk

[(
1 + λ7,k

σ2

P

)
I+Λk

λ7,k

1 + λ7,k

]−1

Ṽk.

(67)
Similarly, X(λ7,k) can be rewritten as

X(λ7,k) = Ṽk

(
σ2

P
I+

Λk

(1 + λ7,k)2

)
ṼH

k . (68)

Let Yk(λ7,k) , (1 + λ7,k
σ2

P )I + Λk
λ7,k

1+λ7,k
and

Zk(λ7,k) , σ2

P I+ Λk

(1+λ7,k)2
. Then (65) can be rewritten

as

Tr
{
Y−1

k ZkY
−1
k ṼH

k bbHṼk

}
+Tr

{
Y−1

k

[
ṼH

k (Zkb
H + bZH

k )Ṽk

]}
+ tk = 0.

(69)

Finally, (69) can be equivalently expressed as
NBS∑
i=1

[Y−1
k ZkY

−1
k ]i,i[Ṽ

H
k bbHṼk]i,i

+

NBS∑
i=1

[Y−1
k ]i,i[Ṽ

H
k (Zkb

H + bZH
k )Ṽk]i,i + tk = 0.

(70)

Since Yk and Zk are both diagonal matrices, (70) can be
easily solved using one dimensional search. Finally, by
substituting the optimal λ7,k, we obtain the solution for
{ṽk,k′ , ũk, ϕ̄k}.

C. Variables Updating in Step 3
In Step 3, we update t and URF in parallel by fixing the

other block of variables. To this end, the subproblem with
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λ⋆
6,k = max

{
0,

2(L2
k − L2

k(τk + ρλτ̂k)− C2,kLk(t+ ρλt̄k))

L2
k + C2

2,k

}
. (58)

min
ṽk,k′ ,ũk,ϕ̄k

K∑
k′=1

|ṽk,k′ − ũH
k Hk′vRF,k′ + ρλṽk,k′ |2 + |ϕk − ϕ̄k + ρλϕk

|2 + ∥ũk −URFuBB,k + ρλũk
∥2 (59a)

s.t.
∑
k′ ̸=k

|ṽk,k′ |2 + ∥ũk∥2
σ2

P
−

(
ṽl∗k,kṽk,k

ϕ̄l
k

+
ṽ∗k,kṽ

l
k,k

ϕ̄l
k

−
|ṽlk,k|2ϕ̄k

ϕ̄l2
k

)
≤ 0. (59b)

respect to t can be solved in closed-form solutions by taking
advantage of the first-order optimality condition while URF

can be solved in the one-iteration BCD fashion.
1) Subproblem for t: The subproblem with respect to t is

an unconstrained quadratic optimization problem, which
is shown as

min
t

t+
1

2ρ

K∑
k=1

(
|t− tk + ρλtk |2 + |t− t̄k + ρλt̄k |

2
)
.

(71)
By examining the first order optimality condition, the
optimal t is derived as

t =
−ρ+

∑K
k=1(tk − ρλtk + t̄k − ρλt̄k)

2K
. (72)

2) Subproblem for URF : The subproblem with respect
to URF is a quadratic optimization problem with unit
modulus constraints, which is given by

min
URF

K∑
k=1

∥ũk −URFuBB,k + ρλũk
∥2 (73a)

s.t. |URF (i, j)| = 1, ∀i, j. (73b)

Similar to the processing method in dealing with
{vRF,k}, we rewrite the subproblem as follows

min
URF

Tr
(
UH

RF C̃URF P̃
)
− 2ℜe

{
Tr
(
UH

RF Q̃
)}

(74a)
s.t. |URF (i, j)| = 1, ∀i, j. (74b)

where C̃ = I, P̃ =
∑K

k=1 uBB,ku
H
BB,k, and Q̃ =∑K

k=1(ũk + ρλũk
)uH

BB,k. Again, it can be solved by
using the same method in [42, Appendix B].

APPENDIX C
PROPOSED CM-BASED HEURISTIC ALGORITHM

We propose a heuristic algorithm for comparison. In this
algorithm, the analog beamformers are designed based on the
channel matching (CM) method [22], the digital beamformer
UBB is designed according to the conventional minimum
mean squared error (MMSE) design criterion, and the resource
allocation is in a heuristic way. To be specified, we calculate
the rank one truncated SVD of Hk as

Hk ≈ Us,kΣs,kv
H
s,k, (75)

where Us,k ∈ CNBS×NBS,k , vs,k ∈ CNuser×1, and Σs,k ∈
CNBS,k×1 with

∑K
k=1 NBS,k = Ns. Then the analog beam-

formers URF and vRF,k can be expressd as

URF = [ej∠(Us,1), ..., ej∠(Us,K)], (76a)

vRF,k = ej∠(vs,k), (76b)

where the operator ∠(A) computes the angle of A element-
wise. Based on the MMSE technique, the digital beamformer
UBB can be obtained as

UBB = T

(
THT+K

σ2

P
I

)−1

, (77)

where T =
∑K

k=1 U
H
RFHkvRF,k.

The resource is allocated in a heuristic way. First, the
computational resources allocated to user k is proportional
to the amount of its task, i.e., C1,1

L1
=, ...,=

C1,K

LK
, with∑K

k=1 C1,k = Cmax. Then the offloading ratio of user k is
obtained by τk =

C1,k

C1,k+C2,k
.
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