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Abstract
Worldwide 17 million people are left with impairment to their upper or lower limb following stroke. Functional electrical stimulation (FES) is a method of artificially activating muscles using electrical pulses and is the most common rehabilitation technology. A significant body of clinical research confirms that successful rehabilitation requires FES to be applied in a way that supports voluntary intention during repeated attempts at functional tasks. Electromyography (EMG) measures the voluntary contraction of muscles and has been used to directly control FES in openloop, however it is limited by poor accuracy. On the other hand, model-based feedback control can provide high accuracy, but does not explicitly promote voluntary intention.

A new dynamic model of the muscle activation, generated by combined voluntary nerve signals and FES, is developed in this paper. It includes both nonlinear recruitment and linear activation dynamics. An efficient identification procedure is then formulated which can be applied to people with stroke. A model-based hybrid EMG/FES control scheme is then derived based on the model structure, allowing tracking and volitional intention support to be simultaneously optimized for the first time. Exploiting the repeated nature of rehabilitation, the control framework is then extended to further improve tracking accuracy. That is achieved by learning from experience through iterative learning control. The framework is experimentally tested with results confirming it can deliver greater performance compared to existing FES approaches, which do not consider voluntary action in the model or controller.
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1. Introduction

Sixty-five million people currently live with stroke (World Stroke Organization, 2018), and two thirds have some form of impairment in upper limb function. Repeated practice of functional, goal-orientated tasks are required to facilitate the process of motor re-learning. Conventional therapy involving manual exercises facilitated by a therapist has not been effective [1], and has led to a growing interest in assistive technologies. These have the potential to deliver more intense, motivating practice of functional upper limb tasks required for daily living. Biofeedback is a common example which typically measures muscle activity using electromyography (EMG), and has been shown to promote voluntary effort during training [2].

Functional electrical stimulation (FES) is the most prevalent assistive technology [3] and involves artificially activating impaired muscles to assist task practice. It has the advantage of enabling movement and thereby facilitating feedback in the case of muscles that are highly impaired or paralysed. The effectiveness of rehabilitation using FES is supported by clinical evidence, neurophysiology, and motor re-learning research. In particular, a meta-analysis study advocated FES [4], and strongly indicated that effectiveness improves if the assistance provided supports the patient’s voluntary intention to move their impaired limb. Effective rehabilitation must therefore promote the greatest voluntary contribution from the patient, which is then complemented by precisely controlled FES to complete the intended task. Model-based feedback control design of FES is hence important in delivering accurate tracking in the presence of disturbances and noise. Surprisingly, it is largely absent from clinical practice. The few existing model-based controllers used clinically capture the response of muscles to FES, but unfortunately do not embed the volitional control action associated with the patient’s residual voluntary effort. Consequently, the model accuracy degrades as the patient recovers voluntary action.

Existing FES controllers which employ biofeedback do not embed dynamic models. They comprise direct feedback of EMG signals, but suffer from poor performance in accurate task completion. To the authors’ knowledge, the only control structure combining both voluntary effort and a dynamic model is developed in [5] [6]. Here the model takes the form of saturated gain blocks independently applied to both FES and EMG input signals with the outputs added before being applied to a linear dynamic system representing the muscle dynamics. A feedback approach called ‘λ−control’ is then applied. This is implemented by measuring the muscle recruitment, which is then scaled by a single gain. The gain selection requires knowledge of only a single parameter in the model. This is found via least-square fitting of experimental data. This approach therefore trades simplification of identification for overall accuracy. Note that in [5], an artificial neural network (ANN) was also
used to model the combined FES and EMG response, but used it for prediction, rather than control.

Although no more general form of model-feedback controller has yet embedded biofeedback, other research has attempted to indirectly capture the effect of voluntary effort by using purely position data. This was first achieved in [2] using iterative learning control (ILC), a technique that uses data, collected over previous attempts at a tracking problem, to update the control input. ILC was applied to FES-assisted walking in [8, 9, 10] and has also been used to control robotic orthoses for assisted gait in [11, 12]. ILC was used to control both FES and robotic support to assist cycling in [13]. Gait and cycling naturally consist of repeated movements and ILC has performed well when tested with unimpaired subjects applying no voluntary input, such as in [13]. Performance in tests with patients applying voluntary effort has resulted in greater mean errors of around 10 degrees (ankle pitch) after 6 cycles [9]. The effect of accuracy degradation due to patients’ voluntary input was explicitly stated as causing poorer performance in [9].

ILC has been applied to FES-assisted upper limb movements in [14, 15, 16, 17], where the intention is to help patients perform repeated arm movements and thereby promote re-learning of lost function. Here ILC again showed high levels of tracking accuracy when tested with unimpaired subjects who provided no voluntary effort [17]. ILC remains one of the only model-based FES control approaches to have been clinically applied in upper limb rehabilitation. ILC was used in five clinical feasibility studies [18, 19, 20] and led to statistically significant improvements in both clinical outcome measures, and in tracking accuracy over the course of the intervention. However, because existing ILC schemes have neglected the patients’ voluntary action, degraded tracking accuracy has been observed especially in patients with less severe stroke (e.g. in [20] the least impaired participant had the least improvement in Fugl-Meyer assessment score). In addition, existing ILC schemes also do not have the ability to promote voluntary action, which has potentially limited therapeutic outcomes to date.

The models used in all the above ILC designs do not take into account that motion is elicited by both FES and voluntary effort. It is therefore unsurprising that performance degrades when voluntary effort is omitted. Theoretically, the error can still converge to zero, but only if the voluntary effort is the same on each trial, and the dynamic relationship between voluntary effort and output is linear. Unfortunately, these assumptions do not generally hold.

This paper develops a novel hybrid model embedding simultaneous volitional EMG and FES induced muscle recruitment together with muscle activation dynamics. The structure is motivated by the underlying biophysical properties with model parameters found via a clinically-relevant identification procedure. The general utility of this hybrid model is demonstrated through the development of model-based controllers that can precisely balance the relative contribution of voluntary effort and FES assistance for the first time. As a result, an ILC scheme is derived which theoretically provides perfect tracking in the presence of arbitrary voluntary effort. This is the first time that an ILC scheme has combined both FES and EMG. This ILC structure differs from conventional designs since it effectively adjusts the model used to update the control input on every trial. To implement the controller, a hardware design is proposed using ‘electronic blanking’ to enable simultaneous EMG recording and FES application. Using this system, experimental tests are undertaken which validate the modelling and controller efficacy.

Note that preliminary results have been published in [21], however those results employed a simpler identification procedure, did not include ILC, and contained no experimental data.

2. Hybrid FES/EMG model development

A wide variety of models of activated muscle exist, with physiological aspects first captured in the Huxley model based on cross-bridge kinematics [22]. The earliest mechanical representation was proposed by Hill [23], which was further developed in [24, 25, 26]. More complex forms then evolved that could model the dynamic properties of limb motion in response to FES, including nonlinear coupled systems [27].

The most prevalent dynamic representation for FES control design models the dynamic response of muscle as the product of a force length, force velocity property, and muscle activation dynamics under isometric conditions. The first two forms are selected to correspond with physiological observation [28, 29, 30], but they have also been combined in a functional form [31]. The latter predominantly takes the form of a Hammerstein structure [32] incorporating a static nonlinearity called the isometric recruitment curve (IRC) in series with linear activation dynamics (LAD). The IRC has been parameterized in several ways, taking the form of saturated gain blocks [33], splines [34], and a piecewise linear function [29, 35]. The LAD has been shown to be satisfactorily modelled by a critically damped second order [36, 37], however, it is shown in [38] that higher orders provide slightly improved accuracy. It is important to note that the aforementioned models do not distinguish between voluntary effort or induced action potentials.

The biophysics that governs both natural and evoked activation of muscle is well documented, but must be embedded within a general structure that is suitable for subsequent control design. Electrical stimulation of a motor nerve produces both orthodromic and antidromic responses. The antidromic response emanates towards the spinal cord and may block any volitional action potential from the central nervous system, thereby partially eliminating volitional recruitment. This blocking action means that recruitment is a nonlinear, static function of both volitional action potential (measured by EMG), and induced action potential (elicited by FES). The characteristics of the nonlinear mapping have been confirmed experimentally in [39], and have a general form that involves monotonically increasing maps between variables.

The aforementioned biophysics motivates the structure shown in Fig. [I] to capture the dynamic interaction. Here a discrete form is assumed with signals defined over samples \( i = 0, \ldots, N \). For simplicity, and without loss of generality, zero initial conditions are assumed since the response to initial condition can be absorbed into the reference. This matches
most rehabilitation training because the patient’s limb is moved to the same starting position between attempts. The model has the following formal definition.

**Definition 1. (Muscle Model).** Let \( u, v, w, y \) belong to signal space \( l_2[0, N] \). The force, \( y \), generated in response to FES signal \( u \) and volitional signal \( v \) is given by

\[
y = G(q)w(1)\
\]

The LAD component is given by \( y = G(q)w \) where \( G(q) \) is a single-input single-output (SISO) transfer function driven by muscle recruitment \( w \). The memoryless IRC operator is defined by

\[
w = f(u, v)\
\]

with the naturally arising biological constraints

\[
u(i) \in [0, u_{\text{max}}] \subset \mathbb{R}, v(i) \in [0, v_{\text{max}}] \subset \mathbb{R}, w(i) \in [0, f_{\text{max}}] \subset \mathbb{R}\
\]

where, as a consequence of the biophysics, the muscle recruitment increases monotonically as a function of both \( u \) and \( v \), i.e.

\[
\frac{\partial}{\partial u} f(u, v) > 0, \quad \frac{\partial}{\partial v} f(u, v) > 0,\
\]

with the maximum value \( f_{\text{max}} := f(u_{\text{max}}, v_{\text{max}}) \).

**Note:** If \( v = 0 \), the form \( f(u, 0) \) equals the special case commonly used in traditional FES model-based control \[175\].

2.1. Identification procedure

There are many identification methods available for Hammerstein structures (see e.g. [34][37][40]), however it was shown in [41] that most methods are unsuitable for rehabilitation due to structured constraints and/or a test procedure that is not suitable for use with patients. A similar approach to that of [41] is therefore adopted and expanded to the current multiple input structure.

In the clinical setting, there is minimal set-up time, reduced control over environment constraints and little possibility of repeating tasks. This necessitates the following simple, robust identification procedure to capture the model parameters.

**Definition 2. (Identification Problem).** Consider the Muscle Model of Definition [7] with \( G(q) \) written as \( B(q)/A(q) \) and parametrized by \( \theta \) and IRC \( f(\cdot) \) parametrized by \( \psi \). Then, given a set of data \( \tilde{v}, \tilde{u}, \tilde{v} \), the standard auto regressive external noise identification problem is to find solutions \( \hat{\theta}, \hat{\psi} \) such that

\[
(\hat{\theta}, \hat{\psi}) = \arg \min_{\theta, \psi} \| A(q, \theta) \tilde{y} - B(q, \theta) f(\tilde{u}, \tilde{v}, \tilde{v}) \|_2.\
\]

As stated, the nonlinearity can be modelled by splines, saturated gains, or piecewise linear segments. Here the latter has been adopted. This leads to the following parametric structures.

**Definition 3. (IRC and LAD Parametric Forms).** Let \( f(u, v) \) be a piecewise linear function with independent vertex coordinates \( [\tilde{u}_i]_{i=1,\ldots,m}, [\tilde{v}_j]_{j=1,\ldots,m} \). The associated parameters are \( \{f(\tilde{u}_i, \tilde{v}_j)\}_{i,j} \) which are arranged in the vector form

\[
\psi = \begin{bmatrix} f(\tilde{u}_1, \tilde{v}_1) & \cdots & f(\tilde{u}_1, \tilde{v}_m) & \cdots & f(\tilde{u}_m, \tilde{v}_1) & \cdots & f(\tilde{u}_m, \tilde{v}_m) \end{bmatrix}^T.
\]

Similarly, let the linear dynamics have form

\[
G(q) = \frac{\beta_0 q^{-\tau} + \beta_1 q^{-(\tau+1)} + \cdots + \beta_b q^{-(\tau+b)}}{1 + \alpha_1 q^{-1} + \cdots + \alpha_a q^{-a}},
\]

where \( q^{-1} \) is the delay operator, and \( a, b, \tau \) are the number of poles, zeros and the time delay order respectively, then

\[
\theta = [\theta_0 \quad \theta_T]^T, \quad \theta_a = [\alpha_1 \cdots \alpha_a], \quad \theta_b = [\beta_0 \cdots \beta_b]
\]

are the parameters of the LAD component. Note that \( a, b, \tau \) are fixed in advance for each identification, but it can be repeated for difference values.

**Theorem 1.** Given a fixed estimate \( \hat{\psi} \) of parameter \( \psi \) in Definition 2 an optimal estimate of the LAD parameter is

\[
\hat{\theta} = \left( \Theta(\tilde{y}, f(\tilde{u}, \tilde{v}, \tilde{v}))^T \Theta(\tilde{y}, f(\tilde{u}, \tilde{v}, \tilde{v})) \right)^{-1} \Theta(\tilde{y}, f(\tilde{u}, \tilde{v}, \tilde{v}))^T y (7)
\]

where \( \Theta =
\[
\begin{bmatrix}
\begin{pmatrix}
\tilde{y}(1) & \cdots & \tilde{y}(1) \\
\tilde{y}(a+1) & \cdots & \tilde{y}(a+1) \\
\vdots & \cdots & \vdots \\
\tilde{y}(N-a) & \cdots & \tilde{y}(N-a)
\end{pmatrix} & \\
\begin{pmatrix}
\tilde{y}(a+2) & \cdots & \tilde{y}(N)
\end{pmatrix}^T
\end{bmatrix}
\]

and

\[
y = \begin{bmatrix} y(a+1) & \cdots & y(N) \end{bmatrix}^T.
\]

Given a fixed estimate \( \hat{\theta} \) of parameter \( \theta \) in Definition 2 if constraint [4] is inactive, an optimal estimate of the IRC parameter is

\[
\hat{\psi} = \left( (X(\hat{\theta}))_p \Phi(\tilde{u}, \tilde{v}) \right)^T (X(\hat{\theta}))_p \Phi(\tilde{u}, \tilde{v}) \right)^{-1} X(\hat{\theta}) \Phi(\tilde{u}, \tilde{v}) Y(\tilde{y}, \tilde{u}) (9)
\]

where for \( l = 1, \ldots, N \), matrix \( \Phi(\tilde{u}, \tilde{v}) \) has elements

\[
\Phi_{l(i), l(i+1)} = \begin{cases} \tilde{u}_{i+1} - \tilde{u}_i & \text{if } i \neq l(i) \\
\tilde{u}_{i+1} - \tilde{u}_i & \text{if } i = l(i) \end{cases}, \quad \Phi_{l(i), l(i-1)+1} = \begin{cases} \tilde{v}_{i+1} - \tilde{v}_i & \text{if } i \neq l(i) \\
\tilde{v}_{i+1} - \tilde{v}_i & \text{if } i = l(i) \end{cases}
\]

where \( i = \max \{ p \mid \tilde{u}_p < \tilde{u}_{l(i)} \} \) and \( j = \max \{ p \mid \tilde{v}_p < \tilde{v}_{l(i)} \} \) and \( s(l, i, j) = \text{sgn}(\tilde{v}(i) - \tilde{v}(j)) - (\tilde{u}(i) - \tilde{u}(j)) / (\tilde{v}(i) - \tilde{v}(j)) \). All other of elements \( \Phi(\tilde{u}, \tilde{v}) \) are zero. Also

\[
Y(\tilde{y}, \tilde{u}_i) = \begin{bmatrix} y(a+1) + \alpha_1 y(a) + \cdots + \alpha_a y(a) \\
y(a+2) + \alpha_1 y(a+1) + \cdots + \alpha_a y(2) \\
\vdots \\
y(N) + \alpha_1 y(N-a) + \cdots + \alpha_a y(N-a) \end{bmatrix}.
\]
In the second case, the point \( f(\tilde{u}, \tilde{v}) \) is given by

\[
 f(\tilde{u}_0, \tilde{v}_0) = \left[ \begin{array}{cccc}
 1 + \frac{\tilde{u}_0 - u_i}{\tilde{u}_i - u_i} & \frac{\tilde{v}_0 - v_j}{\tilde{v}_j - v_j} & \frac{\tilde{v}_0 - v_j}{\tilde{v}_j - v_j} & \frac{\tilde{u}_0 - u_i}{\tilde{u}_i - u_i} \\
 \frac{\tilde{u}_0 - u_i}{\tilde{u}_i - u_i} & 0 & 0 & 0 \\
 \frac{\tilde{v}_0 - v_j}{\tilde{v}_j - v_j} & 0 & 0 & 0 \\
 \frac{\tilde{u}_0 - u_i}{\tilde{u}_i - u_i} & \frac{\tilde{v}_0 - v_j}{\tilde{v}_j - v_j} & 0 & 0 \\
 \end{array} \right] 
\]

These definitions correspond to the form \( f(\tilde{u}, \tilde{v}) = \Phi(\tilde{u}, \tilde{v})\psi \) with element \( \Phi \), and the problem \( \text{(1)} \) can be expressed in lifted form as

\[
 \arg \min_{\psi} \| \bar{Y}(\hat{\psi}) - (X(\hat{\beta}_p)\Phi(\bar{u}, \bar{v}))\psi \|_2 \tag{13}
\]

where \( \Phi \) contains the elements of \( \Phi_{(i,j)} \). The solution of \( \text{(13)} \) is

\[
 \hat{\psi} = (X(\hat{\beta}_p)\Phi(\bar{u}, \bar{v}))^T \bar{Y}(\hat{\psi}) \tag{14}
\]

Remark 1. The minimisation \( \text{(5)} \) over \( \hat{\theta}, \hat{\psi} \) parameters can be executed iteratively by computing solution \( \text{(7)} \), and \( \text{(9)} \) (or \( \text{(11)} \)) in an alternating fashion and stopping when the change in the cost function is below a user-defined bound. A similar iterative approach was used for artificially stimulated muscle identification in \( \text{(17)-(22)} \) and worked effectively.

2.2. Test Procedure

Theorem \( \text{(1)} \) and Remark \( \text{(1)} \) require test data \( \{\tilde{u}, \tilde{v}, \tilde{v}\} \) that sufficiently excite both IRC and LAD model components. An efficient method to generate such data is by using two separate tests: one to provide data for use in the IRC identification \( \text{(11)} \) and the other for use in the LAD identification \( \text{(7)} \). Algorithms \( \text{(1)} \) and \( \text{(2)} \) provide efficient test procedures for this purpose.

Algorithm \( \text{(1)} \) specifies that a set of stimulation intensities \( \{u_i\} \) is applied to the participant who is initially relaxed, but then gradually increases their volitional force until a maximum force level is attained. The output responses, \( \{y_i\} \), stimulation intensities, \( \{u_i\} \), and voluntary EMG, \( \{y_i\} \), are recorded using specialist hardware designed for simultaneously applying FES and recording EMG. This hardware is described in Section \( \text{3.3} \).

Algorithm 1 Experimental test procedure for IRC

**Input:** specified set of stimulation intensities \( \{u_i\} \)

**Output:** voluntary EMG set \( \{y_i\} \), force response \( \hat{y} = \{y_i\} \)

**Defined:** \( |u_i| = 1 \ldots n \) and \( F_{\text{max}} \)

1. set \( i = 1 \)
2. apply FES \( u_i \) and then relax voluntary effort
3. if \( (v_j > 0) \& (y_j < F_{\text{max}}) \) then
4. increase the voluntary force slowly while recording \( v_j \) and \( y_j \)
5. end if
6. increment \( i \) and go to step 2

Algorithm \( \text{(2)} \) measures output responses, \( \{y_i\} \) when sufficiently exciting stimulation signals \( \{u_i\} \) are applied to the participant with no voluntary effort.

The procedure of Remark \( \text{(1)} \) is then applied to solve the identification problem of Definition \( \text{(2)} \)
2.3. Optimal ILC Design

As previously highlighted, existing controllers using voluntary effort and FES do not embed a model. They either amplify voluntary effort (measured by EMG), or compensate for fatigue (as in [4]) and hence do not explicitly assist tracking of a reference. The current focus is to accurately support task tracking in order to balance encouragement of voluntary contribution and achieving the tracking task. Mathematically, this can be written as the optimisation problem:

$$\arg\min_{u} J(u), \quad J(u) = \sum_{i=0}^{N} (r(i) - G(q)f(u, v)(i))^2 Q + (f(u, v)(i))^2 R$$

where $Q$ and $R$ are positive definite weights which penalise the tracking error and the muscle recruitment signals respectively.

This is a form of linear quadratic tracking (LQT) problem that can be solved by either feedforward or feedback control. The feedforward solution computes $u$ in advance, while the feedback control solution employs state-estimation and state-feedback. Unfortunately, both forms of LQT cannot enforce perfect tracking since they are susceptible to model uncertainty and disturbance when they are used with large $Q$ values. Therefore the problem description will be generalized by adding an update term that corrects the input after each attempt. This results in an ILC problem.

ILC is an approach used for high performance tracking of systems that repeatedly perform the same tracking task with resetting to identical initial conditions between attempts. Each attempt is called a trial and the objective is to update the control input between trials to reduce the error on the next trial. Let $k$ denotes the trial number with error $e_k = r - y_k$ where $r$ is the reference. A general ILC update law is given by

$$u_{k+1} = u_k + \gamma e_{k}$$

where $u_k$ is the stimulation input on the $k^{th}$ trial and the correction, $\gamma$, is some function of the output tracking error, $e_k$. The input initial conditions are assumed zero, $u_0 = 0$. The ILC problem generalises the LQT problem, [15] and (since $u_0 = v_0 = 0$) coincides with it when $k = 0$. The first trial of ILC therefore equates to LQT. The ILC problem is expressed as follows.

**Definition 4.** (Hybrid ILC Problem). Consider the system $y_k = G(q)f(u_k, v_k)$ with operators as in Definition[7]. The problem is to design FES signal $u_{k+1}$, such that tracking and trial-to-trial change in muscle recruitment are balanced on each trial, i.e. to solve

$$u_{k+1} := \arg\min_{u} J(u), \quad J(u) = \sum_{i=0}^{N} \left((r(i) - G(q)f(u, v_k(i)))^2 Q + (f(u, v_k(i))^2 R \right)$$

The output must converge to the reference as the trial number increases, i.e.

$$\lim_{k \to \infty} y_k = r$$

and the muscle recruitment must converge to a fixed signal, i.e.

$$\lim_{k \to \infty} f(u_k, v_k) = f_\infty$$

Moreover, if voluntary input $v_k$ converges to a fixed signal, then the applied FES $u_k$ must similarly converge.

The control problem in [16] is a variation of ‘Norm-optimal ILC’ (NOILC). This approach has received significant attention in the ILC community, and has been successful in a range of applications [18, 43, 44]. By including both tracking accuracy and a function of control effort in its cost function, NOILC avoids inverting the plant operator. Instead it uses a stable operator to provide a transparent method of varying the convergence speed. Only when $Q \to \infty$ does plant inversion occur. The solution to the hybrid ILC problem is now given.

**Theorem 2.** Suppose on trial $k+1$ there exists voluntary action $v_{k+1} \geq 0$ and a reference $r \geq 0$ is selected such that the muscle recruitment satisfies

$$f(0, v_{k+1}) \leq \sum_{i=0}^{k} (I - LG)^i Lr \leq f(u_{\text{max}}, v_{k+1})$$

where $L = (\bar{R} + G^T \tilde{G})^{-1} G^T \tilde{Q}$, in which $\tilde{Q} = \text{diag} \{Q, \cdots, Q\}$, and $\bar{R} = \text{diag} \{R, \cdots, R\}$. Then the Hybrid ILC Problem of Definition[4] is solved by the ILC update algorithm

$$u_{k+1} = f^{-1}(p_k + L(r - y_k)), v_{k+1}$$

combined with

$$p_{k+1} = p_k + L(r - y_k)$$

where $p_0 = 0$ and $f^{-1}(\cdot)$ is an inverse operator with respect to its second argument (e.g. $f(f^{-1}(p_{k+1}, v_{k+1}), v_{k+1}) = p_{k+1}$). Alternatively, [20] and [21] may be replaced by

$$u_{k+1} = f^{-1}(f(u_k, v_k) + L(r - y_k), v_{k+1})$$

in which

$$f(u_k, v_k) = f(u_k, v_k) + L(r - y_k).$$

**Proof:** Cost function [16] is minimised by the solution

$$u_{k+1} = f^{-1}(p_k + L(r - G(q)f(u_k, v_k)), v_{k+1}).$$
which equates to the combined updates (20) and (21), or (22), (23). However this is only realised if \( r \) and \( u_{k+1} \) satisfy

\[ y_{k+1}(i) \leq r(i) \text{ and } u_{k+1}(i) \leq u_{\text{max}} \]

Note that, if the controller did not use voluntary action information, then non-zero error would occur due to the inexact cancellation

\[
f^{-1}(p_{k+1}, 0, v_{k+1}) \neq p_{k+1}
\]

\[
f^{-1}(u_{k+1}, v_{k+1}, 0) \geq f^{-1}(u_{k+1}, v_{k+1}, v_{k+1}).
\]

The feedforward ILC control structure is shown in Fig. 3. The next remark shows that the solution to the LQT problem (13) is implemented by the first trial of ILC.

**Remark 2.** If \( k = 0 \), ILC updates (20) and (21) collapse to the optimal feedforward form (standard LQT feedforward solution)

\[ u = f^{-1}(L(r - y_0), v), \]

which, since \( y_0 = 0 \), equals

\[ u = f^{-1}((\bar{R} + G^T \bar{Q}G)^{-1}G^T \bar{Q}r, v). \]

The solutions (20), (21) are of a feedforward type, and therefore do not embed error recorded in the current trial. The next result provides an alternative solution that includes current trial feedback.

**Theorem 3.** Theorem 2 holds with updates (20), (21) replaced by the ILC feedback form

\[ u_{k+1} = f^{-1}(p_{k+1}, v_{k+1}) \]

where

\[
p_{k+1}(i) = p_k(i) + \bar{R}^{-1}B^T \xi_{k+1}(i) - (B^T K(i)B)^{-1}B^T K(i) \bar{A}(\bar{x}_{k+1}(i) - \bar{x}_k(i)),
\]

\[
K(i) = A^T K(i + 1)A + C^T QC - \bigg(A^T K(i + 1)B(B^T K(i + 1)B + R)^{-1}B^T K(i + 1)A \\
+ C^T Q(r(i + 1) - y_k(i + 1)) \bigg)
\]

with terminal conditions \( \xi(N) = 0 \) and \( K(N) = 0 \). Here \( \bar{x}_{k+1}(i) \), \( \bar{x}_k(i) \) are the current and previous state of the LAD system respectively.

**Proof:** This follows from (25) and the proof of Theorem 2

The feedback ILC control structure is illustrated in Fig. 4.

**Remark 3.** If \( k = 0 \), ILC update (26) collapses to the optimal state feedback form (standard LQT feedback solution)

\[ u(i) = f^{-1}(R^{-1}B^T \xi(i) - (B^T K(i)B)^{-1}B^T K(i) \bar{A}(i), v(i)) \]

where

\[
K(i) = A^T K(i + 1)A + C^T QC - A^T K(i + 1)B(B^T K(i + 1)B + R)^{-1}B^T K(i + 1)A, \\
\xi(i) = (I + K(i)BR^{-1}B^T)^{-1}(A^T \xi(i + 1) + C^T Qr(i + 1))
\]

with terminal conditions \( \xi(N) = 0 \) and \( K(N) = 0 \).

### 3. Identification Results

This section applies the identification and control design approaches of Section 2 experimentally. Four healthy participants (P1 to P4) were recruited to the study, following Ethics protocol.
ERGO/FEPS/47701. Each attended a single session in which the model of Section 2.1 was identified using the procedures of Section 2.2 and the control approach of Section 2.3 was then implemented and evaluated.

3.1. Overview of Hardware

An FES signal comprises a train of high voltage pulses with fixed period, while an EMG signal is continuous and several orders of magnitude smaller. When an EMG signal is recorded from the same muscle as FES is applied, distortion will occur due to electrical interference. This distortion consists of a stimulation artefact and an M-wave [46]. To eliminate these, a hardware blanking circuit was designed, as illustrated in Fig. 5.

This circuit uses three sets of photo metal oxide semiconductor (MOS) relays activated to separate the volitional EMG from the distorted signals. The first set of switches acts at 5 ms[20] in order to eliminate the stimulation artefact. The second set of switches then reduces the M-wave and are set active for 20 ms. The last set connects the EMG differential amplifier for 25 ms. These processes were applied in the same way for every period of 50 ms duration, of which half this duration was employed for recording the EMG signals. The EMG processing includes a bandpass filter with a bandwidth between 150 and 700 Hz. For FES stimulation, a four channel stimulator (Odentock Medical Ltd., UK) was employed to deliver the electrical stimulation to the muscle. A frequency of 20 Hz and a variable fixed amplitude were used for identification of a hybrid activation model. This design is an extension of initial work in [46].

The final component shown in Fig. 5 is a myRIO (National Instruments, US) embedded hardware device. This has a real-time microcontroller which communicates with a field programmable gate array (FPGA) module. The control schemes (Fig. 3 and Fig. 4) are implemented on the real-time controller. The controller reads the EMG signal v and force signal y and computes the pulsedwidth demand u. The latter is sent to the FPGA module which generates the required PWM signal. The FPGA module also generates the pulse signals used by the blanking circuit.

A sampling frequency of 2000 Hz was employed for collecting both EMG and force data. PWM signals were applied to control the stimulation pulsedwidth and the switches of the hardware blanking circuit. The force sensor is a 6 axis JR3-4604 (JR3, US).

3.2. Test Procedure

While the hardware, identification and controllers in this paper can be applied to any muscle, the experimental set-up and electrode arrangement are evaluated on the upper limb as shown in Fig. 6. This shows the force sensor, arm support, EMG amplifier, and stimulator. This set-up corresponds to training the triceps muscle to assist stroke patients who typically have weak extensor muscles. The aim is to track a target that corresponds to natural elbow extension as accurately as possible.

Two types of electrodes, FES electrode pads and EMG electrode pads, were used. The two FES electrode pads (5x5 cm) were placed on the muscle belly of the triceps with an inter-electrode space of 2 cm. Three AgCl EMG electrode pads (1.5 cm diameter) were used for acquiring the EMG signal, two placed between the FES electrode pads across the muscle fibre and the third pad placed on the elbow as the reference electrode.

Figure 6: Experimental apparatus and electrode placement
where \( n \) and \( m \) are the vertex numbers of the \( u \) and \( v \) axes respectively.

Having obtained the required test data \( \{\tilde{u}, \tilde{v}, \tilde{w}\} \), the parameters of the model were identified through application of Remark 1. This required computing solutions (7) and (9) to respectively solve the LAD and IRC problems defined in Theorem 1.

3.3. Results

Representative results for first participant (P1) are provided to illustrate the experimental outcomes. The raw data collected using Algorithm 1 for P1 is shown in Fig. 7. Applying Remark 1 then yields the optimal solution for \( f(u,v) \) shown in Fig. 8. From this, the function \( f^{-1}(w,v) \) required in the controller structures can be calculated, and is shown in Fig. 9.

The results shown in Fig. 8 and 9 employ the interior-point method, implemented in Matlab using ‘fmincon’ with default parameters. The identified LAD results for P1 are also computed and shown in Fig. 10.

4. Control Results

The models \( G(\hat{\theta}), f(u,v,\hat{\psi}) \) identified in Section 3 were next used in the control designs by setting \( G = G(\hat{\theta}) \) and \( f(u,v) = f(u,v,\hat{\psi}) \). The new model-based controllers with and without ILC were implemented, in both feedforward and feedback structures. The tests were then repeated for the traditional control structures which do not include voluntary effort (i.e., the controllers were fed with \( v = 0 \)). The new structures are termed ‘hybrid activation’ (HA) controllers, and the traditional controllers are termed ‘neglecting voluntary activation’ (NV) controllers.

4.1. Test procedure

In the experimental set-up of Fig. 6, the reference and voluntary effort are shown to the participant on a display. Their arm is moved to the same starting position for each trial. The participant was instructed to provide no voluntary effort in tests which did not require voluntary assistance, and their vEMG signal was used to ensure this occurred. The reference is a scaled version of \( r \) which is used to enable them to provide a specific level of voluntary effort. In this section, representative results from P1 are again shown to illustrate the various results which are examined in more detail in Section 4.2.

4.1.1. NV-LQT with no voluntary effort (NV0)

First the LQT approach is investigated to examine baseline performance using the weighting parameters \( Q = 100 \) and \( R = 1 \). The first test does not consider voluntary effort in either model or experiment. It hence corresponds to traditional model-based control of FES. Here (25) was implemented to the controller with \( f^{-1}(w,0) \) and \( f(u,0) \) (i.e., no voluntary effort from participants). Representative tracking results are shown in Fig. 11. These show relatively accurate tracking, with a maximum amplitude close to that of the reference.

4.1.2. NV-LQT with voluntary effort (NV1)

The traditional model-based controllers are next applied in the realistic setting of rehabilitation where a patient applies voluntary effort. The controller was implemented as in the previous approach, but the participants were instructed to apply an
amount of voluntary effort. As stated, this was achieved by displaying a reference to them together with the EMG signal. The exact profile of voluntary contribution was arbitrary and determined by the participant. The maximum level typically corresponded to half that required to track the reference in order to mimic a recovering stroke participant. The results of this approach are illustrated in Fig. 12. The introduction of voluntary effort has caused significant overshoot.

4.1.3. HA-LQT model with voluntary effort (HA)

Next the new model-based control approach of Section 2 is applied. The models \( f^{-1}(w, v) \) and \( f(u, v) \) were used in the controller. The solution (25) was then applied with a small level of voluntary effort. Fig. 12 shows the tracking performance that has compensated for the presence of voluntary effort, removing the overshoot.

In the next subsections ILC is applied to examine whether the use of learning improves performance. Here 10 ILC trials are used, since this matches the clinical setting where patients must be highly engaged in completion of a variety of tasks with a limited time duration.

4.1.4. NV-ILC with no voluntary effort (NV0)

This approach does not consider voluntary intention. It is similar to Section 4.1.1, but the controller is now optimal ILC, and the weighting parameters are changed to \( Q = 5 \) and \( R = 1 \) in order to better illustrate convergence. The solution (22) was applied with \( v_k = 0 \). The participant does not apply voluntary effort. The tracking results are shown in Fig. 14.

4.1.5. NV-ILC with voluntary effort (NV1)

The same ILC update is again applied, but with a level of voluntary effort provided by the participant (as in Section 4.1.2). The control input is given by (22) with \( f^{-1}(w, 0) \) and \( f(u, v) \). The results of this approach are shown in Fig. 15 and illustrate how traditional ILC deteriorates in the presence of voluntary effort.
4.1.6. HA-ILC model with voluntary effort (HA)

Next the hybrid model-based control approach of Section 2 is applied, using (22) with $u > 0$ and $v > 0$. Again the participant provides a small level of voluntary effort. Fig. 16 shows the tracking performance. This confirms that the new HA model can compensate for the presence of voluntary effort.

4.2. Results

The test procedure has been described for the feedforward implementation ((25) and (22)). It was then repeated for the feedback implementation ((26) and (27)).

4.2.1. LQT

The tests described in Section 4.1.1 to 4.1.3 were implemented with each participant. Fig. 17 shows the error norm of LQT using both NV and HA control structures for feedforward and feedback control schemes. These results show that the error norm of the NV form increased significantly when volitional effort is applied. However, the new HA model structures reduce it back to the same low levels. Table 1 illustrates the error norm of LQT using NV and HA forms for both controller schemes.

4.2.2. ILC

The tests described in Section 4.1.4 to 4.1.6 were implemented with each participant. The individual tracking results are shown in Fig. 18 to Fig. 21. Table 2 shows that the error norm of the traditional ILC structure with no voluntary effort supplied by the participant is similar to that of the new hybrid structure in the presence of voluntary intention. The results also show the substantial deterioration of traditional ILC in the presence of the same voluntary intention.

As previously stated, the first trial of ILC equates with LQT. ILC used a weight of $Q = 5$, which means the first trial has a much greater error norm than the LQT results in Section 4.1.1 (which used $Q = 100$). However, ILC quickly improves performance to provide superior levels of tracking.

The results using feedforward and feedback implementations are similar, but the feedforward control has greater error. The main advantage of the feedback implementation is computational efficiency because there is no need to calculate the large
Table 1: The error norm of LQT feedforward and feedback control using NV and HA model, (Q=100)

<table>
<thead>
<tr>
<th>Control</th>
<th>Model</th>
<th>Number of attempts</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feedforward</td>
<td>NV0</td>
<td>127.85 108.00 93.92 97.43</td>
<td>106.80</td>
</tr>
<tr>
<td></td>
<td>NV1</td>
<td>228.27 198.39 210.61 277.21</td>
<td>228.62</td>
</tr>
<tr>
<td></td>
<td>HA</td>
<td>109.15 82.74 130.99 91.90</td>
<td>103.69</td>
</tr>
<tr>
<td>Feedback</td>
<td>NV0</td>
<td>131.99 114.53 101.90 125.51</td>
<td>118.48</td>
</tr>
<tr>
<td></td>
<td>NV1</td>
<td>273.31 189.33 206.63 244.79</td>
<td>228.01</td>
</tr>
<tr>
<td></td>
<td>HA</td>
<td>105.98 97.60 102.56 117.22</td>
<td>103.84</td>
</tr>
<tr>
<td>P2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feedforward</td>
<td>NV0</td>
<td>130.11 122.73 121.97 139.14</td>
<td>128.49</td>
</tr>
<tr>
<td></td>
<td>NV1</td>
<td>230.41 184.99 183.71 236.52</td>
<td>221.94</td>
</tr>
<tr>
<td></td>
<td>HA</td>
<td>128.89 88.87 99.37 141.27</td>
<td>114.60</td>
</tr>
<tr>
<td>Feedback</td>
<td>NV0</td>
<td>109.15 114.53 130.99 91.90</td>
<td>103.69</td>
</tr>
<tr>
<td></td>
<td>NV1</td>
<td>228.27 198.39 210.61 277.21</td>
<td>228.62</td>
</tr>
<tr>
<td></td>
<td>HA</td>
<td>109.15 82.74 130.99 91.90</td>
<td>103.69</td>
</tr>
</tbody>
</table>

Table 2: The error norm of ILC feedforward and feedback control using NV and HA model, (Q=5)

<table>
<thead>
<tr>
<th>Control</th>
<th>Model</th>
<th>Number of ILC trials</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feedforward</td>
<td>NV0</td>
<td>324.85 165.79 150.24 144.58 148.22 132.16 132.27 101.81 91.36 83.27</td>
<td>147.00</td>
</tr>
<tr>
<td></td>
<td>NV1</td>
<td>216.96 187.72 154.31 191.36 232.17 177.11 179.09 205.30 127.49 181.65</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HA</td>
<td>349.25 196.00 150.18 137.37 99.90 112.05 109.65 94.56 89.61 83.86</td>
<td></td>
</tr>
<tr>
<td>Feedback</td>
<td>NV0</td>
<td>308.30 197.08 160.12 121.81 117.52 116.07 94.56 89.61 83.86 142.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NV1</td>
<td>238.75 165.76 235.66 251.17 147.66 141.14 197.26 259.99 218.04 207.77</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HA</td>
<td>324.88 149.42 137.52 119.29 115.95 88.61 95.14 75.73 70.51 64.95</td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feedforward</td>
<td>NV0</td>
<td>287.07 173.33 158.93 124.50 106.78 98.85 85.35 81.35 80.69 75.45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NV1</td>
<td>227.14 178.98 241.64 209.24 165.80 225.75 233.63 118.50 222.23 207.77</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HA</td>
<td>245.34 152.32 147.21 134.07 135.22 109.10 78.67 97.23 95.32 80.20</td>
<td></td>
</tr>
<tr>
<td>Feedback</td>
<td>NV0</td>
<td>317.68 166.85 149.56 118.62 114.25 111.95 108.80 85.67 83.86 75.45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NV1</td>
<td>222.59 193.34 171.97 299.48 184.83 278.96 175.70 167.10 256.36 124.56</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HA</td>
<td>341.33 146.11 140.48 120.39 118.07 113.21 93.60 92.09 89.54 88.24</td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feedforward</td>
<td>NV0</td>
<td>319.95 176.42 141.64 129.95 129.58 103.24 92.09 90.74 89.54 88.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NV1</td>
<td>278.76 152.34 275.10 293.96 234.17 154.33 257.43 179.61 238.86 206.54</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HA</td>
<td>332.66 146.11 140.48 120.39 118.07 113.21 93.60 92.09 89.54 88.24</td>
<td></td>
</tr>
<tr>
<td>Feedback</td>
<td>NV0</td>
<td>317.68 166.85 149.56 118.62 114.25 111.95 108.80 85.67 83.86 75.45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NV1</td>
<td>222.59 193.34 171.97 299.48 184.83 278.96 175.70 167.10 256.36 124.56</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HA</td>
<td>341.33 146.11 140.48 120.39 118.07 113.21 93.60 92.09 89.54 88.24</td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feedforward</td>
<td>NV0</td>
<td>299.21 156.87 124.31 120.20 93.58 98.47 109.87 86.33 81.10 76.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NV1</td>
<td>186.73 173.93 249.71 275.49 117.52 136.74 230.67 169.64 276.53 180.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HA</td>
<td>312.98 137.97 111.08 107.16 103.57 103.17 90.67 99.18 85.11 85.10</td>
<td></td>
</tr>
<tr>
<td>Feedback</td>
<td>NV0</td>
<td>237.72 152.64 148.39 131.75 115.42 100.89 94.03 73.75 83.89 75.75</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NV1</td>
<td>191.85 264.37 142.14 263.18 193.60 158.45 139.06 175.66 224.34 169.13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HA</td>
<td>265.96 175.25 149.46 119.46 112.86 118.94 102.55 89.36 78.36 71.81</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NV0</td>
<td>284.85 155.62 146.08 133.10 112.05 106.10 101.53 94.10 83.27 83.46</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NV1</td>
<td>253.79 230.70 254.34 229.98 200.33 209.25 195.53 217.54 169.86 212.67</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HA</td>
<td>274.20 195.24 107.86 110.26 107.11 106.59 100.25 91.50 86.28 81.65</td>
<td></td>
</tr>
</tbody>
</table>
$G$ matrix. However, this controller has a more complex structure to implement compared to the feedforward controller.

Due to the more complex hardware required, direct comparison with [6] is not possible. However, the results presented in [6] showed significant lag between output and reference, which the current approach has addressed.

5. Conclusion

This paper has developed and evaluated a new hybrid model that incorporates voluntary effort, thereby enabling more sophisticated FES controllers to be developed that respond to a patient's residual movement capability. Since neurological recovery requires FES to both coincide with and maximise voluntary task contribution, this can be used to support more effective therapy. In addition, it has been validated in a clinically-relevant identification procedure. To illustrate its utility, the first model-based ILC scheme that uses both EMG and FES has been developed to provide motion control that balances accuracy and changes in voluntary muscle activation. Experimental results show that the controllers reduce the tracking error norm by between 20% and 40% in the case of each participant compared to traditional controllers based on models that neglect voluntary action. This confirms that the approach has significant potential to improve tracking, and is also beneficial for therapeutic purposes (since voluntary effort must be maximised to promote effective rehabilitation). Tests were performed on unimpaired patients using conditions that mimic those of stroke patients who are recovering their voluntary action. These test conditions use similar, and indeed higher, levels of voluntary contribution than could be anticipated, and therefore they are more demanding for the controller. Our testing procedure constitutes a necessary step before ethical approval for a clinical feasibility study with stroke participants.

Potential limitations are the time required for model identification and the identified model becoming less accurate due to effect such as fatigue. Future work will address this by extending the control framework to include multiple model adaptive switching in order to eliminate the need for model identification. This will have a similar structure to [48] but with the plant model and controller augmented to include voluntary effort, and the inclusion of ILC following the lifted approach of [49]. This project will also be implemented experimentally with stroke participants.
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