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Hybrid Beamforming for Multi-user
Millimeter-wave Networks

A. A. Nasir, H. D. Tuan, T. Q. Duong, H. V. Poor and L. Hanzo

Abstract—This paper considers hybrid beamforming by com-
bining an analog beamformer with a new regularized zero forcing
baseband one, for multi-user millimeter-wave networks under a
limited number of radio frequency (RF) chains. Three popular
scenarios are examined: i) the number of users is up to the
number of RF chains in a single-cell network, ii) the number
of users is up to twice the number of RF chains in a single-
cell network, and iii) the number of users is up to twice the
number of RF chains in each cell of a two-cell network. In
the second and third scenarios, we group the users into two
categories of cell-center users as well as cell-edge users and
serve them in two different time fractions. In the third scenario,
we propose to suppress the inter-cell interference by serving
the cell-center and cell-edge users in alternate fractional-time
slots. In all the three scenarios, we determine the optimal power
allocation maximizing the users’ minimum rate. Finally, low-
complexity path-following algorithms having rapid convergence
are developed for the computation of the optimal power. Our
simulation results show that the proposed algorithms achieve a
clear performance gain over the existing benchmarkers.

Index Terms—Millimeter-wave communications, hybrid beam-
forming, analog beamforming, baseband beamforming, regular-
ized zero-forcing beamforming, nonconvex optimization algo-
rithms

I. INTRODUCTION

Millimeter-wave (mmWave) systems are capable of accom-
modating a large number of half-wavelength-based antennas
whilst maintaining a compact form-factor [1]–[3]. Invariably,
high-gain beamformers are advocated to compensate for their
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substantial pathloss. The conventional fully-digital (FD) beam-
forming requires a dedicated radio frequency (RF) chain per
antenna element, which is economically unviable due to the
high cost and power consumption of the RF chain, especially
at high frequencies. Hybrid beamforming, which is comprised
of a linear network of variable phase shifters in the RF
domain, has typically been combined with baseband digital
beamforming for mmWave communication [4]–[13].

The attainable spatial diversity order of mmWave commu-
nication is however directly affected by the number of RF
chains used, which is very moderate compared to the number
of transmit antennas. More importantly, the limited number
of RF chains makes the design of hybrid beamformers very
challenging. Unless the number of users is less than half
the number of RF chains, we arrive at highly non-convex
design problems subject to a large number of unit-modulus
constraints, hence resulting in computational intractability.

As an attractive design alternative, hybrid beamforming was
formulated for single-user mmWave multiple-input multiple-
output (MIMO) communication to approximate the perfor-
mance of fully digital beamformers [14]–[16]. Some recent
contributions have employed machine learning for designing
hybrid precoders for mmWave MIMO systems [17], [18]. The
minimum mean-square-error criterion was used in [19] for
alternating iterative optimization between the hybrid transmit
and receive beamformers. The optimization of analog beam-
formers is based on nonlinear manifold optimization. As a
further development leading to multi-user uplink mmWave
communication, the authors of [20]–[22] have developed sev-
eral procedures for designing analog beamformers.

Recently, many hybrid beamforming algorithms have been
proposed for multi-user downlink mmWave communication.
In [23]–[25], the authors proposed zero forcing (ZF) based
hybrid beamforming algorithms. Since the number of users is
assumed to be equal to the number of RF chains, the resultant
ZF beamforming problem may be ill-posed. To overcome this,
the number of users was made one less than the number of
transmit antennas in [26] for arriving at a well-posed problem.
Regularized zero forcing (RZF) based hybrid beamforming
was considered in [27], where the design of analog and
baseband beamformers were based on the channel statistics
and equi-power based RZF beamforming, respectively. The
problem of sum-rate maximization was addressed in [28] by
alternating optimization between the analog and digital beam-
former. The alternating optimization in the analog beamformer
is based on a procedure, which optimizes only one of its entries
at each epoch with all other entries held fixed.

It should be emphasized that the unit-modulus constraints
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imposed on the analog beamformers are among the most
computationally intractable ones in optimization [29]. The hy-
brid beamforming design is simply computationally intractable
due to the huge number of unit-modulus constraints. The
theoretical applicability of the particular methods advocated
in [26]–[28] does not guarantee their efficiency, since such
a huge number of unit-modulus constraints can make their
optimization computationally hopeless. The work [25] pro-
posed a simple analog beamformer formulated as the conjugate
transpose of the aggregate downlink channel and employed a
ZF baseband beamformer for the effective channel. However,
the right-inverse of the effective channel may become ill-posed
as the number of users becomes equal to the number of RF
chains. Thus, the ZF baseband beamformer is inefficient.

Recently, hybrid beamforming design has also been ex-
tended to the challenging scenario, where the number of users
is higher than that of the RF chains [30]–[32]. The effect of
integrating hybrid beamforming and non-orthogonal multiple
access (NOMA) on the achievable sum-rate in the presence of
beam misalignment has been studied in a scenario supporting
multiple users per RF chain [32]. More particularly, the
energy efficiency maximization problem of the downlink [30]
and uplink [31] in multi-user mmWave networks has also
been considered. The authors invoked the NOMA principal
for pairing two users per RF chain and then the associated
power allocation optimization was solved by the difference-
of-convex-functions (d.c.) programming technique of [33].

Against this background, we design hybrid beamforming
for a multi-user mmWave network and solve the users’ max-
min rate optimization problem. More particularly, when the
number of users exceeds the number of RF chains, there is a
paucity of solutions in the open literature. In this regard, we
propose a time-fraction based mmWave transmission scheme
under both a single-cell and a twin-cell setup, which allows
the hybrid beamformer designed to achieve an unparalleled
max-min user-rate. The contributions of this paper are three-
fold:
• For the most popular case when the number of users is

not more than the number of RF chains, the paper shows
that a simple hybrid beamformer design, which matches
the analog beamformer to the phase of the channel and
employs the RZF baseband beamformer for the effective
channel, is capable of approaching the optimal fully-
digital ZF beamformer’s performance in terms of the
users’ max-min rate. As the optimal fully-digital ZF
beamformer also approaches the massive MIMO chan-
nel’s capacity [34], an important conclusion is that the
limited number of RF chains does not substantially erode
the capacity of mmWave channels, provided that the
number of users does not exceed the number of RF
chains;

• For the scenario when the number of users is up to twice
the number of RF chains, we develop a time-fraction
based mmWave scheme allowing the hybrid beamformer
designed to achieve a max-min user-rate which is unpar-
alleled;

• For a twin-cell mmWave communication suffering from
severe inter-cell interference, the proposed time-fraction

Sec. II: Single cell hybrid beamforming for Nu ≤ NRF

Sec. III: Single cell hybrid beamforming for NRF ≤Nu ≤ 2NRF

Sec. IV: Twin-cell hybrid beamforming for Nu ≤ 2NRF per cell

Fig. 1: The diagrammatic outline of the paper

based mmWave scheme is capable of attaining a high
max-min user-rate, provided that the number of users per
cell is lower than or equal to twice the number of RF
chains used at the base station.

The paper is organized as follows. Section II is devoted
to single-cell mmWave communication for serving the same
number of downlink users as the number of RF chains. The
scenario of having up to twice as many users as the number
of RF chains is treated in Section III, while Section IV is
devoted to a twin-cell mmWave scenario supporting up to
twice as many users as the number of RF chains at the base
stations. Our simulations are discussed in Section V, while our
conclusions are offered in Section VI. The Appendix provides
some fundamental inequalities, which are helpful ingredients
in solving the problems in Sections II-IV. The diagrammatic
outline of the paper is shown in Fig. 1, where Nu denotes
the number of users and NRF denotes the number of radio
frequency (RF) chains.

Notations. The inner product between vectors x and y
is defined as 〈x,y〉 = xHy. Analogously, 〈X,Y〉 =
trace(XHY) for the matrices X and Y. ||X|| is the Frobenius
norm of the matrix X , which is defined by

√
trace(XHX).

diag[ai]
N
n=1 is the diagonal matrix with scalars ai i = 1, . . . , N

on its diagonal. For a complex number x, denote by ∠x its
argument.

II. SINGLE CELL HYBRID BEAMFORMING FOR Nu ≤ NRF
Let us consider a mmWave communication network relying

on an N -element array at the base station (BS), which uses
NRF RF chains to serve Nu single antenna downlink users
(UEs). In this network, N is very large, while NRF is
moderate, so we have

N � NRF . (1)

Let hHi , (h∗1,i, . . . , h
∗
N,i) ∈ C1×N be the Channel’s Impulse

Response (CIR) spanning from the BS to user (UE) i. Due to
the narrow beamwidth, we have a limited number of effective
scatterers in the mmWave propagation environment. Explicitly,
mmWave channel hHi does not obey the conventional rich
scattering model [35]. Instead, the mmWave propagation en-
vironment is typically modeled as a geometric channel associ-
ated with Nc scattering clusters and Nsc scatterers within each
cluster. Hence, the mmWave channel hHi ∈ C1×N , between
the BS and the UE i is given by [36]

hHi =
√

10−ρi/10

√
N

NcNsc

Nc∑
c=1

Nsc∑
`=1

αi,c,`a
H
t (φi,c,`) , (2)
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where αi,c,` ∼ CN (0, 1) is the complex gain of the `th path
in the cth cluster between the BS and the UE i, φi,c,` is the
angle of departure for the `th path in the cth cluster from the
BS to the UE i, ρi is the path-loss (in dB) experienced by
the UE i, and at (φi,c,`) represents the normalized transmit
antenna array response vector at an azimuth angle of φi,c,`
upon assuming a uniform linear array antenna configuration,
we have:

at (φi,c,`)=
1√
N

[
1, ej

2π
λ d sin(φi,c,`), . . . , ej

2π
λ (N−1)d sin(φi,c,`)

]T
,

(3)
where d is antenna spacing and λ is the signal wavelength.
The CIR can be readily estimated by exploiting the sparsity
of the channel in the angular domain [37]–[39]. Assuming the
availability of this channel knowledge, we focus our attention
on the design of efficient hybrid beamforming algorithms.

Let

VRF ,
[
V1
RF . . . VNRF

RF

]
∈ CN×NRF

represent the phase shift based (analog) beamformer, whose
entries are constrained by the unit-modulus constraints of:

|VRF (n, j)| = 1, n = 1, . . . , N ; j = 1, . . . , NRF . (4)

Upon denoting the baseband signal by x, the multiple-input
single-output (MISO) receive equation at UE i becomes:

yi = hHi VRFx + ni, i = 1, . . . , Nu, (5)

where ni is the background noise of power σ.
Let si ∈ C with E(|si|2) = 1 be the information intended

for UE i, which is processed by a beamformer viB ∈ CNRF
before the BS’s transmission. For s , (s1, . . . , sNu)T and

VB =
[
v1
B . . . vNuB

]
∈ CNRF×Nu , (6)

which is termed as the baseband beamformer, the baseband
signal x in (5) becomes x = VBs. Based on (5), the multiple-
input multiple-output (MIMO) equation is

y = HHVRFVBs + n, (7)

where we have:

y ,


y1

y2

. . .
yNu

 ∈ CNu ,HH ,


hH1
hH2
. . .
hHNu

 ,n ,


n1

n2

. . .
nNu

 ∈ CNu .

As it is widely exploited, the matrix product of the analog
beamformer VRF and baseband beamformer VB , given by

VHD , VRFVB ∈ CN×Nu (8)

is referred to as a hybrid beamformer, for distinguishing it
from the fully digital beamformer of

VFD ∈ CN×Nu , (9)

which does not rely on the matrix product structure (8). Our
aim is to design the hybrid beamformer (8) to improve the
network’s throughput. When NRF = N or Nu ≤ NRF /2,
every fully digital beamformer (9) obeys the matrix product
representation (8), hence there is no need to set up the matrix

product structure (8) in the design of hybrid beamformers. For
simplicity, this section considers the popular case of:

Nu = NRF = M. (10)

In the primary MIMO equation (7), the channel matrix
HH ∈ CM×N is very fat, hence its right inverse matrix is well-
posed, allowing the fully-digital zero-forcing (ZF) beamformer
of

VFD , H(HHH)−1diag[
√
pi]

M
i=1 (11)

to eliminate the effect of the channel and perform op-
timally [34]. Let us introduce the notations of p ,
[p1, . . . , pM ]T ,

[
V̄1 . . . V̄M

]
, H

(
HHH

)−1
, Vi

FD =

V̄i/‖V̄i‖F , i = 1, . . . ,M , and VFD ,
[
V1
FD . . . VM

FD

]
.

Then the achievable rate at UE i is given by

ri(p) = ln
(
1 + |hHi Vi

FD|2pi/σ
)
. (12)

Under the transmit power constraint of:

||VFD||2 =

M∑
i=1

pi ≤ PT , (13)

it can be easily shown that for given power budget PT , the
achievable max-min user-rate becomes:

ln
(
1 + |hH1 V1

FD|2p1/σ
)
, (14)

which is attained at

p1 =
PT

1 + |hH1 V1
FD|2

(∑M
i=2 1/|hHi Vi

FD|2
) , (15a)

pi = p1|hH1 V1
FD|2/|hHi Vi

FD|2, i = 2, . . . ,M. (15b)

In other words, the best max-min user-rate achieved by fully
digital beamformers is

ln

(
1 +

PT /σ∑M
i=1 1/|hHi Vi

FD|2

)
. (16)

On the other hand, the design of the hybrid beamformer
VHD in (8) is extremely challenging due to the unit-modulus
constraint (4) and the matrix product (8). The hybrid beam-
former concept has been proposed in [14], [19], [24], [26],
[28], [30] based on a variety of heuristic calculations of VRF .
In the spirit of [25], we opt for a simple analog beamformer,
which matches the phases of VRF to the complex conjugates
of the channel, yielding:

Vi
RF =


e−∠h

∗
1,i

e−∠h
∗
2,i

. . .

e−∠h
∗
N,i

 (17)

because it simultaneously achieves the following targets for
effecient optimization of the baseband beamformer VB :
• Among those analog beamformers that obey the unit-

modulus constraints (4), Vi
RF defined by (17) achieves

the highest value |hHi Vi
RF | =

∑N
n=1 |hn,i|;

• It concentrates the power of the virtual channel vector
hHi VRF on its i-th component. As a result, it helps us
in more efficiently improving both the orthogonality of
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the products hHi VRF , i = 1, . . . ,M and the condition-
number of the matrix HHVRF .

Our simulations will show that this analog beamformer design
allows the hybrid beamformer to perform almost as well as
the fully digital beamformer that has not been achieved by
solutions in the open literature.

With VRF designed by (17), we define the effective channel
matrix for designing the baseband beamformer VB by the
baseband channel matrix

HB = HHVRF ∈ CM×M , (18)

and rewrite the MIMO equation (7) as:

y = HBVBs + n. (19)

In regard to the baseband MIMO equation (19), it is
plausible that the baseband channel matrix HB defined by
(18) is no longer fat, hence its right-inverse may become ill-
posed. As pointed out in [27], this means that the ZF baseband
beamformer invoked for eliminating the effect of HB in [25],
[26] is no longer efficient. Instead, Park et al. [27] proposed to
use a regularized ZF (RZF) baseband beamformer using equi-
power allocation, which however cannot handle any multi-
user interference efficiently [40]. In the spirit of [41] we now
propose a new class of RZF baseband beamformer relying on
optimal power allocation as follows.

Let us now assume thatH1
B

. . .
HM
B

 = HB

and that √
βi , ‖Hi

B‖, i = 1, . . . ,M.

Upon setting

H̄B ,

H̄1
B

. . .
H̄M
B

 =

 H1
B/
√
β1

. . .
HM
B /
√
βM


we arrive at

HB = diag[
√
βi]

M
i=1H̄B . (20)

How well-conditioned HB is would only depend on how
well-conditioned H̄B is. Then, according to [41] we use
the following new class of RZF baseband beamforming to
regularize H̄B only1

VB =
[
V1
B . . . VM

B

]
= H̄H

B

(
H̄BH̄

H
B + ηI

)−1
diag[
√
pi]

M
i=1, (21)

where VB depends on the normalization coefficients βi, i =
1, . . . ,M , through H̄B (see (20)) and

η = Mσ/PT . (22)

1The conventional RZF is HH
B

(
HBHH

B + ηI
)−1 diag[

√
pi]

M
i=1, which

regularizes HB , while the new class of RZF baseband beamforming in (21)
only regularizes the normalized baseband channel H̄B .

Let us now express (19) as

y = diag[
√
βi]

M
i=1H̄BH̄

H
B

(
H̄BH̄

H
B + ηIM

)−1

×diag[
√
pi]

M
i=1s + n

= diag[
√
βi]

M
i=1H̄B

(
H̄H
B H̄B + ηIM

)−1
H̄H
B

×diag[
√
pi]

M
i=1s + n (23)

= diag[
√
βi]

M
i=1Hdiag[

√
pi]

M
i=1s + n, (24)

where

H , [Hi,j ]i=1,...,M ;j=1,...,M = H̄B

(
H̄H
B H̄B + ηIM

)−1
H̄H
B .

(25)
Then, for p = (p1, . . . , pM )T , the user-rate is calculated as

ri(p) = ln [1 + pi/λi(p)] , (26)

where

λi(p) ,
∑
j 6=i

|Hi,j |2
|Hii|2

pj +
σ

βi|Hi,i|2
,

which is a linear function of p.
For[
V1
HD . . . VM

HD

]
= VRF H̄

H
B

(
H̄BH̄

H
B + ηIN

)−1
,
(27)

the total power constraint is

M∑
i=1

‖Vi
HD‖2pi ≤ PT . (28)

Thus, the problem of designing the RZF baseband beamformer
VB for max-min user-rate optimization can be formulated as
the following problem of power allocation:

max
p

min
i=1,...,M

ri(p) s.t. (28). (29)

We now develop a path-following algorithm for computing
(29), which generates a sequence of improved-feasibility
points for (29) and converges at least to a locally optimal
solution of (29).

Let p(κ) = (p
(κ)
1 , . . . , p

(κ)
M )T be a feasible point for (29) that

is found from the (κ− 1)th iteration. Applying the inequality
(62) of the Appendix gives

ri(p) ≥ r(κ)
i (p)

, ri(p
(κ)) +

p
(κ)
i

p
(κ)
i + λi(p(κ))

(
2− p

(κ)
i

pi
− λi(p)

λi(p(κ))

)
,

where the function r(κ)
i (p) is concave.

At the κth iteration we solve the following convex op-
timization problem for generating the next feasible point
p(κ+1) = (p

(κ+1)
1 , . . . , p

(κ+1)
M )T for (29):

max
p

min
i=1,...,M

r
(κ)
i (p) s.t. (28). (30)

Algorithm 1 summarizes the associated computational proce-
dure, which iteratively solves the convex problem (30). Note
that mini=1,...,M r

(κ)
i (p(κ+1)) > mini=1,...,M r

(κ)
i (p(κ)) as

far as p(κ) 6= p(κ+1), because the latter and the former
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represent a feasible point and the optimal solution of (30),
respectively. Therefore

min
i=1,...,M

ri(p
(κ+1)) ≥ min

i=1,...,M
r

(κ)
i (p(κ+1))

> min
i=1,...,M

r
(κ)
i (p(κ)) = min

i=1,...,M
ri(p

(κ)),

i.e. p(κ+1) is a better feasible point for (29) than p(κ). As
such Algorithm 1 generates a sequence of improved-feasibility
points for (29) and converges at least to a locally optimal
solution of (29) [42]. Our simulation results provided in

Algorithm 1 : path-following algorithm for solving the prob-
lem (29)

1: Initialization: Take any feasible point p(0) for the convex
constraint (28). Set κ = 0.

2: Repeat until convergence of the objective function in
(29): Solve the convex problem (30) to generate p(κ+1).
Set κ→ κ+ 1.

Section V will show that the proposed hybrid beamformer
attains the max-min user-rate (16), which employed the fully
digital beamformer.

III. SINGLE CELL HYBRID BEAMFORMING FOR
NRF ≤Nu ≤ 2NRF

As mentioned in the Introduction, the problem of designing
hybrid beamformers is so complex that almost all related
literature is focussed on the case of Nu ≤ NRF . Hao
et al. [30] exploited the NOMA principle for the case of
Nu = 2NRF . We now develop a novel mmWave transmission
technique for allowing the network to attain a high rate for
NRF ≤Nu ≤ 2NRF users. To discuss the worst case scenario,
this section assumes that2

Nu = 2NRF = 2M. (31)

The channel vector hHi spanning from the BS to UE i is de-
fined as before by (2) and the analog beamformer Vi

RF ∈ CN
is defined by (17). These 2M users are divided into two groups
of M strong users (located nearer to the BS) and M weaker
users. For convenience, we index the users of the first group
as i = 1, . . . ,M and the users of the second group as M + i,
i = 1, . . . ,M . Following [43], within a time-slot, the first
group is served over the time-fraction of 0 < 1/t1 < 1 while
the second group is served over the remaining time-fraction

2The results are however applicable for any number of users, such that
NRF ≤Nu ≤ 2NRF .

of 0 < 1/t2 ≤ 1− 1/t1. For k = 1, 2, let

V
[k]
RF ,

[
V

(k−1)M+1
RF . . . V

(k−1)M+M
RF

]
∈ CN×M ,

V
[k]
B ,

[
v

(k−1)M+1
B . . . v

(k−1)M+M
B

]
∈ CM×M ,

s[k] ,

 s(k−1)M+1

. . .
s(k−1)M+M

 ∈ CM ,y[k] ,

 y(k−1)M+1

. . .
y(k−1)M+M

 ∈ CM ,

(H[k])H,

 hH(k−1)M+1

. . .
hH(k−1)M+M

 ∈ CM×N ,n[k] ,

 n(k−1)M+1

. . .
n(k−1)M+M

 ,H
(k−1)M+1
B

. . .

H
(k−1)M+M
B

 , H
[k]
B , (H[k])HV

[k]
RF ∈ CM×M ,

(32)
and √

β
[k]
i =

∥∥∥H(k−1)M+i
B

∥∥∥ , i = 1, . . . ,M ;

H̄
[k]
B =

 H
(k−1)M+1
B /

√
β

[k]
1

. . .

H
(k−1)M+M
B /

√
β

[k]
M .

 . (33)

The MIMO baseband equation for the kth group during the
time-fraction 1/tk is

y[k] = H
[k]
B V

[k]
B s[k] + n[k]. (34)

For
η = Mσ/2PT , (35)

we use the following RZF baseband beamformer

V
[k]
B = (H̄

[k]
B )H

(
H̄

[k]
B (H̄

[k]
B )H + ηI

)−1

diag[p(k−1)M+i]
M
i=1.

(36)
Like (25), for k ∈ {1, 2}, we define

H[k] , [H[k]
i,j ]i=1,...,M ;j=1,...,M

= H̄
[k]
B

(
(H̄

[k]
B )HH̄

[k]
B + ηIM

)−1

(H̄
[k]
B )H . (37)

For p = (p1, . . . , p2M )T and t = (t1, t2), the user-rate is
calculated as

r(k−1)M+i(p, t) =
1

tk
ln

(
1 +

(p(k−1)M+i)
2

λ(k−1)M+i(p)

)
, (38)

k = 1, 2; i = 1, . . . ,M,

where

λ(k−1)M+i(p) ,
∑
j 6=i

|H[k]
i,j |2

|H[k]
ii |2

(p(k−1)M+j)
2 +

σ

β
[k]
i |H

[k]
i,i |2

,

k = 1, 2; i = 1, . . . ,M.

Like (27) and (28), for[
V

(k−1)M+1
HD . . . V

(k−1)M+M
HD

]
= V

[k]
RF (H̄

[k]
B )H

(
H̄

[k]
B (H̄

[k]
B )H + ηIN

)−1

(39)

the total power constraint is
2∑
k=1

M∑
i=1

||V(k−1)M+i
HD ||2 1

tk
(p(k−1)M+i)

2 ≤ PT , (40)
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with the additional physical constraint
M∑
i=1

||V(k−1)M+i
HD ||2(p(k−1)M+i)

2 ≤ Pmax, k = 1, 2. (41)

It should be emphasized that both the power constraints (40)
and (41) are still convex thanks to setting the power allocation
to p2

i instead of pi in the previous section.
Thus, the problem of max-min user-rate optimization is

formulated as

max
p,t

min
i=1,...,2M

ri(p, t) s.t. (40), (41), (42a)

1

t1
+

1

t2
≤ 1, . (42b)

Note that the proposed Alg. 1 cannot address the above
problem (42), since it handles twice the number of users and
introduces time-fraction variables t1 and t2 inconjunctioj with
an additional constraint (42b), which were not part of the first
problem (29) that was addressed by Alg. 1. Hence a different
algorithm has to be proposed for addressing (42), the details
of which are given below.

Let (p(κ), ttt(κ)) with p(κ) = (p
(κ)
1 , . . . , p

(κ)
M )T and ttt(κ) =

(t
(κ)
1 , t

(κ)
2 ) be the feasible point for (42) that is found from

the (κ − 1)th iteration. Applying the inequality (61) of the
Appendix gives

r(k−1)M+i(p, t)

≥ 2r(k−1)M+i(p
(κ), ttt(κ))

+
(p

(κ)
(k−1)M+i)

2

t
(κ)
1 ((p

(κ)
(k−1)M+i)

2 + λ(k−1)M+i(p(κ)))

×

2−
(p

(κ)
(k−1)M+i)

2

(p(k−1)M+i)2
− λ(k−1)M+i(p)

λ(k−1)M+i(p(κ))


−r(k−1)M+i(p

(κ))

t
(κ)
1

t1

, r
(κ)
(k−1)M+i(p, t), (43)

for k = 1, 2 and i = 1, . . . ,M . The function r(κ)
(k−1)M+i(p, t)

is concave.
At the κth iteration we solve the following convex

optimization problem to generate the next feasible point
(p(κ+1), t(κ+1)) for (42):

max
p,t

min
i=1,...,2M

r
(κ)
i (p, t) s.t. (40), (41), (42b). (44)

Algorithm 2 summarizes the computational procedure, which
iterates the convex problem (44). Like Algorithm 1, it gen-
erates a sequence of improved-feasibility points for (42) and
converges at least to a locally optimal solution of (42).

IV. TWIN-CELL HYBRID BEAMFORMING FOR Nu ≤ 2NRF
PER CELL

This section extends the fractional-time based beamforming
approach proposed in the previous section to a twin-cell setup
supporting Nu ≤ 2NRF = 2M users in each cell. Let us now
consider a scenario of severe inter-cell interference, when each

Algorithm 2 : path-following algorithm for solving the prob-
lem (42)

1: Initialization: Take any feasible point (p(0), ttt(0)) for the
convex constraints (40), (41), and (42b). Set κ = 0.

2: Repeat until convergence of the objective function
in (42): Solve the convex problem (44) to generate
(p(κ+1), ttt(κ+1)). Set κ→ κ+ 1.

cell has M UEs, referred to as boundary UEs, who are located
near the boundary area between two cells and thus suffer
from inter-cell interference. The other UEs only suffer from
intra-cell (inter-user) interference. For simplicity, we index the
boundary UEs of the first cell by (1, i), i = 1, . . . ,M and
other its UEs by (1,M + i), i = 1, . . . ,M . For the second
cell, we index its boundary UEs by (2,M + i), i = 1, . . . ,M
and its remaining UEs by (2, i), i = 1, . . . ,M . These 4M
UEs are divided into two groups for their service. The first
group consists of UE (m, i), m = 1, 2 and i = 1, . . . ,M ,
while the second group consists of UEs (m,M + i), m = 1, 2
and i = 1, . . . ,M . In short, the k-th group consists of UEs
(m, (k − 1)M + i), m = 1, 2, k = 1, 2 and i = 1, . . . ,M .
Within a time slot, the k-th group is served over the time-
fraction 0 < 1/tk < 1 under the constraint (42b). This time-
fraction based service is capable of fully exploiting the diver-
sity order of M RF chains at each BS whilst mitigating the
inter-cell interference without any knowledge of the inter-cell
interfering channels. Indeed, during the time-fraction 1/t1, the
second BS only uses a small fraction of power to serve its cell-
center users (2, i), i = 1, . . . ,M , hence it does not interfere
with the boundary UEs (1, i), i = 1, . . . ,M in the first cell.
In the mean time, when serving its boundary UEs over the
time-fraction 1/t1, the first BS also avoids interference with
the cell-center UEs in the second cell. Since the objective is to
maximize the minimum user-rate, the optimal power allocation
will maximize the rate of the most affected users. Therefore,
during the time-fraction 1/t1, more power will be allocated
to the first BS for serving its boundary UEs (1, i) and a low
power will be allocated to the second BS, since it is serving
its cell-center UEs (2, i). This balanced power allocation will
also assist in mitigating the inter-cell interference imposed by
the second BS on the cell-edge UEs of the first cell and that
inflicted by the first BS on the cell-center UEs of the second
cell during the time-fraction 1/t1.3 The inter-cell interference
is also similarly canceled during the time-fraction 1/t2 when
serving the UEs (m,M + i), m = 1, 2, i = 1, . . . ,M .

In line with (2) and (3), the channel vector hHm,i ,
(h∗m,1,i, . . . , h

∗
m,N,i) ∈ C1×N spanning from the mth BS to

3The inter-cell interference mitigation is is mainly due to the additional
path-loss encountered by the signal of the second BS upon reaching the cell-
edge UEs of the first cell and that encountered by the signal of the first BS
when reaching the cell-center UEs of the second cell. Note that the second
BS is transmitting at lower power to only serve its cell-center UEs (during
the time-fraction 1/t1), hence its signal will be significantly attenuated when
it will reach the cell-edge UEs of the first cell.
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UE (m, i) is defined by

hHm,i =
√

10−ρm,i/10

√
N

NcNsc

Nc∑
c=1

Nsc∑
`=1

αm,i,c,`a
H
t (φm,i,c,`) ,

(45)
where αm,i,c,` ∼ CN (0, 1) is the complex-valued gain of the
`th path in the cth cluster between BS m and the UE (m, i),
φm,i,c,` is the angle of departure for the `th path in the cth
cluster stretching from BS m to the UE (m, i), ρm,i is the
path-loss (in dB) experienced by the UE (m, i), and finally

at (φm,i,c,`)

=
1√
N

[
1, ej

2π
λ d sin(φm,i,c,`), . . . , ej

2π
λ (N−1)d sin(φm,i,c,`)

]T
.

(46)

Similarly to (17), the analog beamformer V
[m,i]
RF ∈ CN is

defined by

V
[m,i]
RF =


e−∠h

∗
m,1,i

e−∠h
∗
m,2,i

. . .

e−∠h
∗
m,N,i

 . (47)

Let sm,i ∈ C with E(|sm,i|2) = 1 be the information intended
for UE (m, i). For m = 1, 2 and k = 1, 2, we let

V
[m,k]
RF ,

[
V

[m,(k−1)M+1]
RF , · · · ,V[m,(k−1)M+M ]

RF

]
∈ CN×M ,

V
[m,k]
B ,

[
v

[m,(k−1)M+1]
B , · · · ,v[m,(k−1)M+M ]

B

]
∈ CM×M ,

s[m,k] ,

 sm,(k−1)M+1

. . .
sm,(k−1)M+M

 ∈ CM ,

y[m,k] ,

 ym,(k−1)M+1

. . .
ym,(k−1)M+M

 ∈ CM ,

(H[m,k])H ,

 hHm,(k−1)M+1

. . .
hHm,(k−1)M+M

 ∈ CM×N ,

n[m,k] ,

 nm,(k−1)M+1

. . .
nm,(k−1)M+M

 ∈ CM ,H
[m,(k−1)M+1]
B

. . .

H
[m,(k−1)M+M ]
B

 , H
[m,k]
B , (H[m,k])HV

[m,k]
RF ,

(48)
and √

β
[m,k]
i =

∥∥∥H[m,(k−1)M+i]
B

∥∥∥ , i = 1, . . . ,M ;

H̄
[m,k]
B =

 H
[m,(k−1)M+1]
B /

√
β

[m,k]
1

. . .

H
[m,(k−1)M+M ]
B /

√
β

[m,k]
M .

 (49)

The MIMO baseband equation for the kth group during the
time fraction 1/tk is

y[m,k] = H
[m,k]
B V

[m,k]
B s[m,k] + n[m,k],m = 1, 2. (50)

The above system model (50) ignores the inter-cell interfer-
ence because it is significantly mitigated by the transmission

scheduling adopted, as discussed at the start of this section.
We also verify through simulations that there is almost no
effect on the max-min rate performance, regardless whether
the inter-cell interference is ignored or it is considered in the
system model. For η defined from (35), we use the following
RZF baseband beamformer

V
[m,k]
B = (H̄

[m,k]
B )H

(
H̄

[m,k]
B (H̄

[m,k]
B )H + ηI

)−1

×diag[pm,(k−1)M+i]
M
i=1. (51)

Similarly to (25), for m = 1, 2 and k = 1, 2 we define

H[m,k] , [H[m,k]
i,j ]i=1,...,M ;j=1,...,M

= H̄
[m,k]
B

(
(H̄

[m,k]
B )HH̄

[m,k]
B + ηIM

)−1

(H̄
[m,k]
B )H .

(52)

For ttt = (t1, t2) ∈ R2
+ satisfying (42b) and p ,

{pm,(k−1)M+i : m = 1, 2; k = 1, 2; i = 1, . . . ,M}, the
rate of the users is calculated as

rm,(k−1)M+i(p, t) =
1

tk
ln

(
1 +

(pm,(k−1)M+i)
2

λm,(k−1)M+i(p)

)
, (53)

m = 1, 2; k = 1, 2; i = 1, . . . ,M,

where for m = 1, 2; k = 1, 2; i = 1, . . . ,M ,

λm,(k−1)M+i(p) ,
∑
j 6=i

|H[m,k]
i,j |2

|H[m,k]
i,i |2

(pm,(k−1)M+j)
2

+
σ

β
[m,k]
i |H[m,k]

i,i |2
.

In line with (27) and (28), for m = 1, 2; k = 1, 2, we have[
V
m,(k−1)M+1
HD , · · · ,Vm,(k−1)M+M

HD

]
= V

[m,k]
RF (H̄

[m,k]
B )H

(
H̄

[m,k]
B (H̄

[m,k]
B )H + ηIN

)−1

, (54)

the total power constraint is
2∑
k=1

M∑
i=1

||Vm,(k−1)M+i
HD ||2 1

tk
(pm,(k−1)M+i)

2 ≤ PT ,m = 1, 2,

(55)
subject to the additional physical constraint of

M∑
i=1

||Vm,(k−1)M+i
HD ||2(pm,(k−1)M+i)

2 ≤ Pmax, (56)

m = 1, 2; k = 1, 2

Thus, the problem of max-min user-rate optimization is for-
mulated as

max
p,t

min
m=1,2;i=1,...,2M

rm,i(p, t) s.t. (42b), (55), (56). (57)

Note that the proposed Alg. 2 cannot address the above
problem (57) because it has to adopt special scheduling (as
discussed at the start of Section IV) to deal with the inter-cell
interference and has to deal with a different objective function
(max-min user-rate of all users in a two-cell network). Hence
a different algorithm has to be proposed for addressing (57),
the details of which are given below.
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Fig. 2: Users in a single-cell network under Scenarios 1 and
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Fig. 5: Scenario 1: Max-min rate performance of Alg. 1
versus the number of RF chains NRF .

Let (p(κ), ttt(κ)) with p(κ) , {p(κ)
m,(k−1)M+i : m =

1, 2; k = 1, 2; i = 1, . . . ,M} and ttt(κ) = (t
(κ)
1 , t

(κ)
2 ) be the

feasible point for (42) that is found from the (κ−1)th iteration.
Applying the inequality (61) in the Appendix gives

rm,(k−1)M+i(p, t)

≥ 2rm,(k−1)M+i(p
(κ), t(κ))

+
(p

(κ)
m,(k−1)M+i)

2

t
(κ)
1 ((p

(κ)
m,(k−1)M+i)

2 + λm,(k−1)M+i(p(κ))

×

2−
(p

(κ)
m,(k−1)M+i)

2

(pm,(k−1)M+i)2
− λm,(k−1)M+i(p)

λm,(k−1)M+i(p(κ))


−rm,(k−1)M+i(p

(κ))

t
(κ)
1

t1

, r
(κ)
m,(k−1)M+i(p, ttt), (58)

for m = 1, 2, k = 1, 2, and i = 1, . . . ,M . The function
r

(κ)
m,(k−1)M+i(p, ttt) is concave.

At the κth iteration we solve the following convex op-
timization problem for generating the next feasible point

(p(κ+1), t(κ+1)) for (57):

max
p,t

min
m=1,2;i=1,...,2M

r
(κ)
m,i(p, t) s.t. (42b), (55), (56). (59)

Algorithm 3 summarizes the computational procedure, which
iteratively solves the convex problem (57). Like Algorithms 1
and 2, it generates a sequence of improved feasible points for
(57) and converges at least to a locally optimal solution of
(57).

Algorithm 3 : path-following algorithm for solving the prob-
lem (57)

1: Initialization: Take any feasible point (p(0), t(0)) for the
convex constraints (42b), (55), and (56). Set κ = 0.

2: Repeat until convergence of the objective function
in (57): Solve the convex problem (59) to generate
(p(κ+1), t(κ+1)). Set κ→ κ+ 1.

V. SIMULATION RESULTS

In this section, we analyze the performance of the proposed
Algorithms 1-3. We consider the classic uniform linear array
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antenna configuration with half-wavelength antenna spacing.
We characterize the mmWave communication by adopting
the geometric channel model (2) having Nc = 5 clusters
and Nsc = 10 scatterers per cluster [35], in which the
angles of departure are generated according to the Laplacian
distribution in conjunction with random mean cluster angles
φi,c,` ∈ [0, 2π) and angular spreads of 10 degrees within each
cluster.

Unless specified otherwise, we assume having NRF = 8
RF chains and N = 64 antennas at the BS, as well as a
maximum transmit power budget of PT = 25 dBm. The users
are randomly located within the cell of radius of 200 meters, so
that half of the users are in the cell-center while the remaining
users are placed near the cell-edge. Assuming 28 GHz carrier
frequency and 16.5 dB gain due to multiple-antenna mmWave
transmission [35], the path-loss of UE i at a distance di from
the BS is set to ρi = 36.72+35.3 log10(di) dB [44, Table IV],
[45]. We set the noise power density to σ

B = −174 dBm/Hz
and the bandwidth to B = 100 MHz.

In what follows, we analyze the performance of the pro-
posed hybrid beamforming Algorithms 1-3 under the following
three scenarios, respectively.

• Scenario 1: Single cell with Nu ≤ NRF .
• Scenario 2: Single cell with Nu ≤ 2NRF .
• Scenario 3: Twin-cell with Nu ≤ 2NRF per cell.

A. Scenario 1: Hybrid beamforming with Nu ≤ NRF = M

In this subsection, we analyze the performance of the
proposed Algorithm 1. The eight users are randomly placed
as shown in Fig. 2. To test the worst-case performance, we
set the number of users equal to the number of RF chains,
i.e., Nu = NRF . Therefore, unless stated otherwise, the
simulation setup will assume Nu = 8 users in this subsection.
Fig. 3 shows the convergence of the proposed Alg. 1 for
different number of the transmit antennas N for a particular
simulation. We can see that the algorithm converges rapidly
after 5 iterations. On average, Alg. 1 requires 5 iterations
before convergence.

Fig. 4 plots the optimized max-min rate versus the total
transmit power budget PT . As expected, the optimized max-
min rate increases upon increasing the transmit power budget,
PT . Fig. 4 also compares the performance of the proposed
Alg. 1 to that of the fully digital (FD) ZF beamforming. We
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Fig. 10: Users in a twin-cell network under Scenario 3.
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Fig. 13: Scenario 3: Average fractional-time allocation by
Alg. 3 versus the transmit power budget PT .

can see that the optimized max-min rate of the proposed Alg.
1 is quite close to that of the FD system.

Fig. 5 plots the optimized max-min rate versus the total
number of RF chains NRF . The optimized max-min rate
decreases upon increasing NRF , because the number of users
Nu is equal to NRF . Thus, Nu also increases along the x-
axis with NRF . Naturally, the max-min rate will decrease with
the increase in Nu, because the number of users competing
for the resources is increasing and we are plotting the worst
user-rate.

B. Scenario 2: Hybrid beamforming with Nu ≤ 2NRF

In this subsection, we analyze the performance of the
proposed Algorithm 1. The 16 users are randomly placed as
shown in Fig. 2. To test the worst-case performance, we set
the number of users equal to twice the number of RF chains,
i.e., Nu = 2NRF . Therefore, unless stated otherwise, the
simulation setup will assume Nu = 16 users in this subsection.
Fig. 6 shows the convergence of the proposed Alg. 2 for
different number of the transmit antennas N for a particular
simulation. We can see that the algorithm converges rapidly
after 7 iterations. On average, Alg. 2 requires 6.99 iterations
before convergence. Fig. 7 plots the optimized max-min rate

versus the total transmit power budget PT . As expected, the
optimized max-min rate increases upon increasing the transmit
power budget, PT . Observe from Fig. 7 that the performance
of the proposed fractional-time approach in Alg. 2 does not
suffer at all from handling twice the number of users as the
number of RF chains.

Fig. 8 plots the optimized max-min rate versus the total
number of RF chains NRF . The optimized max-min rate
decreases upon increasing NRF , because the number of users
Nu is equal to 2NRF . Thus, Nu also increases along the x-
axis with NRF . As expected, the max-min rate will decrease
upon increasing Nu, because the number of users competing
for the resources is increased and we are plotting the worst
user-rate.

Fig. 9 plots the average value of the fractional-time al-
location 1/t1 required for serving the cell-center users and
the fractional-time allocation 1/t2 necessary for supporting
the cell-edge users, parameterized by the transmit power.
Obviously their sum will be equal to 1. Fig. 9 shows that
more time has to be allocated to serve the cell-edge users
(1/t2 > 1/t1), since they experience poor channel conditions.
Fig. 9 also shows that the difference between 1/t2 and 1/t1
decreases as we increase the transmit power budget PT . This
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Fig. 15: Performance comparison of Alg. 2 with the existing
algorithms under Scenario 2.

is because upon increasing PT , the pathloss remains the same
and their channel condition improves. Thus, the fractional-time
1/t2, during which the cell-edge users are served, no longer
has to be much higher than the fractional-time 1/t1.

C. Scneario 3: Hybrid beamforming in a twin-cell setup with
Nu ≤ 2NRF

In this subsection, we analyze the performance of the
proposed Algorithm 3. The 16 users are randomly placed in
each cell of a twin-cell network, as shown in Fig. 10. To test
the worst-case performance, we set the number of users equal
to twice the number of RF chains, i.e., Nu = 2NRF = 16 in
each cell. Fig. 11 shows the convergence of the proposed Alg.
3 for different number of transmit antennas N for a particular
simulation. We can see that the algorithm converges rapidly
after 7 iterations. On average, Alg. 3 also requires 7 iterations
before convergence.

Fig. 12 plots the optimized max-min rate versus the total
transmit power budget PT . As expected, the optimized max-
min rate increases upon increasing the transmit power budget,
PT . If we compare the optimized max-min rates in Fig. 12
(twin-cell setup) with that in Fig. 7 (single-cell setup), we can
see that the optimized rates in Fig. 12 are a bit lower than
in Fig. 7. This is because in a twin-cell setup, the two BSs
are coordinating for suppressing the inter-cell interference and
thus they have common fractional transmission times (cell-
center and cell-edge users are served in alternate fractions in
the two cells). We do not have the same degree of freedom
as in the single-cell setup, where the independent fractional
transmission times were optimized solely for the single-cell.
Although in the results of Fig. 12 we assume that the inter-cell
interference is ignored in the system model (50), it has been
verified by our simulations that it has almost no effect on the
max-min rate performance, whether the inter-cell interference
is ignored or it is taken into account in the system model.
Note that the inter-cell interference is significantly mitigated
by our transmission scheduling discussed at the beginning of
Sec. IV.

Fig. 13 plots the average value of the fractional-time al-
location 1/t1 required for supporting the cell-center users in
cell 1 (and cell-edge users in cell 2) as well as the fractional-
time allocation 1/t2 of serving the cell-edge users in cell 1
(and cell-center users in cell 2). Fig. 13 shows that fractional
transmission times, 1/t1 and 1/t2, become similar. Although
the cell-edge users experience poor channel conditions, when
they are served in one of the two cells, the cell-center users
are also served in the other cell. Thus, it is intuitive to have
similar values for 1/t1 and 1/t2.

D. Performance comparison with the existing Algorithms

In this subsection, we compare the performance of the
proposed algorithms to the existing contributions, the details of
which are mentioned in Tables I and II. Fig. 14 compares the
performance of the proposed Alg. 1 to that of the aforemen-
tioned algorithms. We can clearly see that the proposed Alg.
1 outperforms all the previously considered approaches. The
computational time of these algorithms, which is calculated
on a 2.7 GHz Intel core-i5 machine with 8 GB RAM, is
shown in Table III. It can be seen that the computational
time of the proposed Alg. 1 is quite reasonable. Note that
the computational time of the proposed Alg. 1 is more than
that required by [27, Alg. 2] and [24, Alg. 1] because we also
optimize the power allocation. As a result, the proposed Alg.
1 outperforms them by a large margin.

In Fig. 15 we compare the performance of the proposed
Alg. 2 to that of [30]. We consider Nu = 2NRF users.
As mentioned before, we propose to use the fractional-time
allocation approach to serve these users, while [30] proposed
to use NOMA to pair two users per RF chain. It is clear from
Fig. 15 that the proposed Alg. 2 outperforms the approach
in [30] by a large margin.

VI. CONCLUSIONS

Hybrid beamforming was investigated in mmWave com-
munication under a limited number of RF chains, which
is a challenging problem due to the matrix product based



12

TABLE I: Details of the simulated research works in Fig. 14 in contrast with proposed Alg. 1 under Scenario 1 (Nu ≤ NRF ).

Work RF beamformer Baseband
beamformer

Remarks

Sohrabi et
al.: [26, Alg.
3]

Based on instantaneous chan-
nel

ZF based Sum-rate optimization problem is solved by water filling algorithm. For fair
comparison, we solve for max-min rate optimization where optimal power
allocation under ZF beamforming is calculated using VFD = VRFVB in (15).
To simulate [26], we set Nu = 7, as its solution requires Nu < NRF .

Park et al.:
[27, Alg. 2]

Based on user’s spatial channel
covariance matrix

RZF based and
depends on instan-
taneous channel

The authors proposed an equal power strategy for power allocation that makes
each user’s power equal after precoding.

Noh et al.:
[24, Alg. 1]

Based on the optimal steering
vector of angle of departures

ZF based Sum-rate optimization problem is solved. For fair comparison in Fig. 14, we
solve for max-min rate optimization where optimal power allocation under ZF
beamforming is calculated using VFD = VRFVB in (15)

Proposed
Alg. 1

Based on conjugate transpose
of instantaneous channel

New RZF based Max-min user-rate optimization problem is solved by a path following algorithm
(Alg. 1) to optimize power allocation

TABLE II: Details of the simulated research in Fig. 15 in contrast with our proposed Alg. 2 under Scenario 2 (Nu ≤ 2NRF ).

Algorithms RF beamformer Baseband
beamformer

Remarks

Hao et al.: [30] depends on the optimal steering
vector of angle of departure

based on ZF
principle

NOMA is employed to pair two users per RF chain.

Proposed Alg. 2 conjugate transpose of instanta-
neous channel

based on RZF
principle

We propose an optimized time-fraction based mmWave transmission
to serve twice the number of users than the number of RF chains.

TABLE III: Computational time comparison between the proposed Alg. 1 and the existing approaches.

Algorithms Alg. 1 [26, Alg. 3] [27, Alg. 2] [30] [24, Alg. 1]
Average computational time (sec) 2.99 65.76 0.017 4.16 0.6876

structure of the hybrid beamformer, aggravated by having
multiple unit-modulus constraints imposed on its analog factor.
Nevertheless, this paper has shown that this problem can
be addressed at a low computational complexity, when the
number of RF chains is less than or equal to the number of
users. The hybrid beamformer designed is shown to perform
similarly to the optimal fully digital beamformer in terms of
the max-min user-rate. We also proposed a new time-fraction
based mmWave transmission regime that allows the hybrid
beamformers designed to perform well both in single-cell and
twin-cell scenarios, even when the number of users per cell is
up to twice the number of RF chains. The energy efficiency
of these designed hybrid beamformers maintaining the quality-
of-service of the users as well as their physical layer security
are under current research.

APPENDIX: RATE FUNCTION APPROXIMATION

The following inequality holds [46]:
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The right-hand side (RHS) of (60) agrees with the left-hand
side (LHS) at (x̄, ȳ, t̄).

Substituting x→ 1/x and x̄→ 1/x̄ in (60) leads to
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