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SUMMARY

The background to the investigation and development of new
regression equations suitable for the prediction of total hull

resistance is described.

The investigation indicated that, given an adequate number of
data, equations derived at discrete increments of speed-length ratio
and with a limited number of hull definition variables can provide
very satisfactory preliminary resistance predictions. Standard

errors are of the order of 3% to 6%.
1. INTRODUCTI(ON

The application of multiple linear regression techniques to the
analysis of ship model resistance data has taken place over several
years and has, for example, been reported in Refs. 1 to 7. Refs. 4
and 6, in particular, appraise the applications of the techniques,

their strengths and shortcomings.

This paper reports, and comments briefly, on an analysis of some
of the model resistance data at British Maritime Technology Ltd
(BMT). It was considered that the production of prediction formulae,
resulting from a statistical analysis of these model data, would
enhance the methods of predicting ship power at the early design
stage. The results of the analysis indicate that this basic

objective has been achieved.

A more detailed. account of the work is reported in Ref. 8.



2. APPROACH TO THE AMNALYSIS

A number of statistical software packages were considered, and
that chosen as being the most suitable for this investigation was the
B.M.D.P. package (Ref. 9) which offers stepwise multiple linear
regression and all the necessary pre and post analysis statistical
tests.

In view of the large amount of data to be handled and the likely
uses of the predictor equations it was desirable that the analysis
should be based on the information available from the original
standard B.M.T. resistance data sheets. This amounted to () 400
(based on total resistance with Froude extrapolation) for a range of

speeds for given hull particulars.

Only single screw vesseis in the loaded condition were
considered in the current analysis. Bulbous bow models were not
included. (It was decided that the investigation of bulbous bows and
ballast conditions could be treated with complementary analyses at
some later stage). Specialist vessels such as tugs, trawlers and
patrol boats were also excluded from the analysis.

All the resistance data had been recorded at v//L increments of
0.02. Thus large numbers of data were available at most of these
speed increments, without the need for any cross fairing. This
property of the data base made it highly suitable for regression at
discrete speeds rather than attempting to formulate or include terms
in the regression equation to take account of speed dependent wave
interference effects. vA'L values having large numbers of data cases
associated with them had the cases divided into two groups accordirng
to the magnitude of Cg.

Even after grouping for Cy a large amount of data existed at
most speeds; thus a representative and manageable sample (rather than
all the data) was used to derive each regression equation. Examples

of the total number of cases available over the speed range (after



_sorting/editing etc) were as follows:

v/VL 0.40 0.50 0.60 0.70 0.80 0.90 0.94 0.96
No. 119 526 869 863 520 219 110 86

3. DEVELOPMENT OF THE EQUATIONS

The variables in the data base defining the hull form were L, B,
T, Cgr Cys LCB, HA and () , and these were grouped into a functional
equation of the form:

@ = f[L/B, B/T, CBr C_N[r LCB, HA, @]

For the regression analysis a curvilinear model was used in
which the independent variables entered into the analysis were made
up of the seven first order variables, their squares, cross products,
cubes and third order cross-terms.

The development of each equation (at each v/ L increment)
entailed the investigation of correlations and multicollinearities
between the independent variables, relative significance of the
variable groups, residual analysis and estimates of its predictive
qualities in terms of R? and Standard Error.

The use of the stepwise regression package resulted in a number
of equations at each speed, all showing similar predictive qualities.
Of the possible choices it was desirable to choose an equation that
was simple in structure and consistent with equations for
neighbouring v/A/L increments.

4. THE EQUATIONS

4,1 Variables

In order to achieve a reasonably consistent set of variable



groupings across the speed range, the “best’ equation (in the
statistical sense) for a particular speed was not necessarily chosen.
The resulting equations feature only eight different variable
groupings, with between three and five of these appearing in any one
equation. The eight groups are as follows: (Cp): (CB x L/T); (CB2 X
L/B}; (L/B); (B/T); (LCB); (LCB2 x HA); (HA). (L/T in the second
group results from the product of L/B and B/T).

It is noted that Cuy and @ do not feature in the equations.
Their significance was generally small and at several speeds their
effect was insignificant. For consistency throughout the equations,
therefore, these variables were omitted.

The variable groupings finally adopted in each of the equations

are given in Table 1.

In general, the move to an equation with a more consistent
grouping led in most cases to only small increases in standard error.
It is seen from Table 1 that the standard errors for the equations
for the lower Cy ranges are all less than 4% whilst those for the
higher Cp ranges tend to lie between 4% and 6% The higher Cp range
equations broadly represent the “overdriven® case {when the
resistance curve tends to rise more steeply) and a larger scatter in
the basic data might well exist for these cases.

An investigation of confidence limits indicated that provided
proposed designs have parameters within the limits defined by data
availability then the 95% confidence interval is likely to be within
*2.2 times the standard error (given in Table 1).

4.2 Relative Importance of the Terms in the Regression Equations

The approximate proportion of each term in the equation is given
in Table 2. For each speed, the value of each term (based on the
mean value of the variables) together with the maximum range (based

on the limits of the variables) is expressed as a percentage of the



.mean resistance coefficient.

As might be expected from the physics of the problem, the (Cg x
L/T), (C52 x L/B) and (Cg) terms predominate. (L/B) is relatively
important, particularly in the equations for the larger Cp range.
The contributions of (LCB) and (LCB2 ¥ HA) are generally not large,
but change significantly with speed. The contribution of HA is

relativelysmall.
5. EXAMPLE TESTS OF EQUATIONS

In order to test the equations, a program was written which
outputs ©400 at each vAL increment, and is also linked to a
plotter to provide visual inspection of the results. The lines in
the plots (Fig. 2) are not smoothed and are produced merely by
drawing from point to point.

5.1 Comparison with Models from the Data Base

Comparisons of predictions by the regression equations with
representative experimental results from the data base are given in
Fig. 1. The squares represent the predicted values and the line
represents the observed values for each model. A £illed square on
the plot indicates that the model was included in the regression data
at that v/fL increment. It is clear from these plots that the
discrepancy between observed and predicted results is independent of
whether or not the observed model was included in the regression
data.

5.2 Tests of Changes in Basic Variables

As examples, the results of systematic changes in B/T and LCB
using the equations are given in Fig. 2. The use of such a technique
provides the user with an immediate broad appraisal of the likely

sensitivity of to changes in a particular variable over the speed
Y



.range. Such a technique is, of course, strictly constrained within
the limits of the data used in developing the equations.

5.3 Comparison with Other Regression Formulae

A limited comparison was made with the published regression
formulae of Holtrop, Ref. 7. The wave resistance formula in this
reference includes speed as a variable and the regression
coefficients appear to have been derived'using several ship types.
Fig. 3 shows the results of the comparison. Holtrop comments that
his wave resistance formula is only partially successful at low and
moderate speeds, and this is apparent in Fig. 3. However, although
it is not made clear in Ref. 7 or earlier references, it appears that
the formulae are intended to be used primarily for the design speed;
this would also account for some of the discrepancies seen in Fig. 3.

Fig. 3 also shows predictions using the equations proposed by
Sabit, Ref. 2. These are seen to be quite good approximations to the
observed curves, but the speed range of Sabit's equations is very
limited.

Inspection of Figs. 1 and 3 indicates the justification in the
present. approach of considering a limited ship type (or limited range
of ship types) and, if adequate quantity of data allows, the

derivation of equations at discrete values of vA/L, thus eliminating

speed as a variable in the equation,
6. CONCLUDING COMMENTS

a) Most of the regression equations produced have a standard error
_ of between about 3% and 4%. In some cases, involving higher
block coefficients and/or higher speeds, the standard error lies
between 4% and 6% It was found that the 95% confidence
interval for the equations is 1ike1y to be between * 2,2 times

the standard error.



b)

c)

It should be noted that, given the limited number of parameters
‘available in the data base for defining the hull form, the
feasible limits of accuracy may have been reached. For example,
changes in fore and aft end section shape will not be reflected
in the standard hull parameters used in the regression analysis.

Tests of the equations showed a fair degree of stability both
over the speed range and for changes in variables. As might be
expected, there is some instability and lack of accuracy near
the limits of the data.

Relatively small local undulations in the predictions over a
speed range do occur. However, considering the standard errors
of the individual equations and the fact that there is a
separate equation for each speed, this would be expected.

The proposed regression equations indicate that using discrete
values of v/JyL, suitable groupings of Cp and independent
variables made up of first order terms, sguares and cross
products of the starting variables, equations can be derived
which can predict total resistance with a good order of
accuracy. The application of the large number of regression
equations resulting from this approach is simple and practical
if the equations are included in a computer based resistance

prediction analysis.
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NOMENCLATURE

B : Breadth

Cp : Block coefficient

Cym : Midship area coefficient

HA : Half angle of entrance

L : Length between perpendiculars
LCB : Longitudinal centre of buoyancy
T s+ Draught

() : Wetted surface afea coefficient

© 400

Resistance coefficient (for 400 ft. ship)

v/yL ¢ Speed-length ratio (speed knots, length ft.)
SE :+ Standard Error
rZ : 1 - ESS/TSS

{ESS = error sum of squares; TSS = Total sum of squares)
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Cg x L/T| LCB |B/T [L/B [LCB2 x HA{ HA [Cg? x L/B| Cp |SE%

r
“B
Range

8
8
B8
B

v//L

0.40] A1 €
0.42 | A1l C
0.44 A1l ¢
0.54 | A1l C
0756 | A11 C
0.58 | A1l C
.60 <0.81
0.60 | >0.77
0.62 | <0.80
0.62 | 0.76
0.64 | <0.79
0.64 ] >0.75
0.66 | <0.78
0.66 | >0.74
0.68 <0.77
0.68 | >0.73
0.70 | <0.75
0.70 | >0.71
0.72] <0.74
0.72 | 0.70
0.74 | <0.72
0.74] >0.68
0.76 | <0.71
0.76 | >0.67
0.78]<0.69
0.78 ] >0.65
0.80 | <0.68
0.80 | >0.64
0.82 | <0.66
0.82 | >0.62
0.84 | <0.65
0.84 | >0.61
0.86 | <0.65
0.86 | >0.61
0.881 Al Cg
0.90 | A1l Cp
0.92 | Al1_Cg
0.94 [ ATT Cg

indicates groups used

TABLE 1 GROUPINGS OF VARIABLES AT EACH SPEED



v/vl, Range | Const chL/T LCB B/T L/B LCBIxHA  HA CB’)éLIE Cq
0.40 All Cy 78 58422  -10%7 ~3045 - 44 - - -
0.42 All gy 69 58422 -9+7 -22%4 . 414 - - -
0.46 ALl C, 64 57421 -8:8 -1843 - 515 - - -
0.46 ALl €y 37 446217 545 - 203 L4 - - -
0.48 All Cg 52 45218 435 - 1542 313 - - -
0.50 All Cy 36 48221 425 - 1743 343 - - -
0.52 All Cg 48 44318 -243 - 9+1 - - - -
0.54 All Cy 57 446118 -1#2 - 10%1 - - - -
0.56 All Gy 40 45%19 -243 - 1742 - - - -
0.58 All Cy 40 49421 ~1$3 - 1242 - - - -
0.60 <0.81 43 47419 -124 - 1142 - - - -
0.60 >0.77 21 55419  -21#11 - 2613 20418 - - -
0.62 <0.80 66 54423 -1#2 - 621 - - - -25+3
0.62 >0.76 15 42$15  -16%10 - -20%3 18416 - 6214 -
0.64 <0.79 79 56424 - - 1342 -242 ##5 - -49+6
0.64 >0.75 16 30+11 -925 - -50%7 13+13 - 80*19 -

- 0.66 <0.78 79 54322 - - 12+2 222 543 - -52+6
6.66 >0.74 29 3412 -1129 - -40%6 19419 - 70£17 -
0.68 <0.77 82 55423 - - 15%2 312 916 - -63+7
0.68 >0.73 26 37414 -1029 - ~45%6 19419 - 73£18 -
0.70 <0.75 g5 56+23 - - 1242 212 11%7 - -66+7 -
0.70 >0.71 28 45417 -313 - ~31%4 1313 - a7+13 -
0.72 <0.74 67 52321 - - 11%2 231 74 - -3944
0.72 >0.70 34 39215 - - -1545 12+12 - 50+14 -
0.74 <0.72° 80 53+21 - - 1041 - 137 - -56¢5
0.74 >0.68 25 43217 -243 - -3845 1615 - 55%17 -
0.76 <0.71 80 4618 042 - 1843 - 1217 - -56%5
0.76 >0.67 29 43216 - - -63+9 1049 - 80+23 -
0.78 <0.69% 92 50£19 0£2 - 1442 - 137 - ~69+5
0.78 >0.65 - 29 47+18 - - -62+9 109 - 76223 -
0.80 <0.68 94 48+18 -1#3 - 1943 - 1427 - -7315
0.80 >0.64 8 44217 #1325 - -47%7 1028 - 63+19 -
0.82 <0.66 109 45816 <245 - 1943 - 8+3 - -78%4
0.82 >0.62 29 50220 418 - -3745 947 - 48+15 -
0.84 <0.65 96 4616 -3%6 - 2443 - 9+3 - -72+3
0.84 >0.61 30 52421 07 - -35#5 946 - 4314 -
0.86 <0.65 88 46516 -6£10 - 13£2 342 - - -44%2

- 0.86 >0.61 | 43 44218 g0 - -2083 432 - 2836 -
0.88  All Cy 36 44%18 -1%11 - - T4 - 14%5 -
0.90 A1l Cp 28 42216 -1£10 - - 5+2 - 2548 -
0.92 ALl Cy 18 48£18 -349 - - 31 - 3429 -
0.94 All Cy 20 37£13 -549 - - 242 - 46410 -

TABLE 2 PROPORTIONS OF THE TERMS IN EACH REGRESSION EQUATICN

(as a percentage of mean resistance coefficient)
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(Shaded spots indicate where the model
has been incliided in the regression data)

L B T CB LCB HA

400 54.3 22.5 .776 1.45 30

400 53.6 23.0 .759 1.85 27

400 54.2 23.5 .726 1.54 26

EL;;/E’}V// 400 55.1 23.6 .722 1.08 22

i .
a 400 54.0 23.4 .717 1.52 24

m"/f—ﬁ/(- ’ ;
. jif,//{/j:: 55.0 26.0 ,700 1.00 20
a .

.688 0.60 16

.654 -0.98 11

v//L
Fig. 1 OBSERVED AND PREDICTED RESULTS
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