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Im recent years considerable effort has been brought to bear upon problem
arising 1in the field of Computer Aided Design.  Total mechanization of
the design process has generally proved difficult and many successful
projects have relied upon a certain measure of human interacticn.  This
thesis proposes and discusses an approach to the automatic design problem
in which computer searches are guided by an evolutionary process of random
change followed by empirical evaluation.

In support of the theory evolutionary methods have been applied to two
problems. Firstly a practical method for the reduction of very large
finite-state machines is proposed and evaluated. Secondly an evolutionary
search is used in the automatic design of an economical set of features for
the recognition of OCR B printed characters.  Detailed results are presented
which give a clear indication of the novel performance of the system.
Although the performance falls short of that associated with many commercial
equipments, the results are shown to compare favourably with those achieved
by an independently and %ntuitive?y designed set of features.

It is suggested that the work can be extended to Optical Character

Recognition problems involving many fonts, and also to problems of

fingerprint classification.
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1. INTRODUCTI

1.7 General
In recent years considerable effort has been brought to bear

upon problems arising in the field of Computer Aided Design. Research

has ranged from automated printed circuit design to the automatic
selection of features for pattern recognition. These tasks can quite

often be solved by human intuition, but serious difficulties are

generally encountered as soon as attempts are made to mechanize the
process. A common cobhstacle in many design probiems is the absence

of any formal theory which might Tead divectly to a practical solution.
More often than not the automated approach involves an extensive search
procedure which is kept within the bounds of practicability by the

application of heuristics.  An exhaustive search would theoretically

produce all possible solutions, but in anything other than trivial

problems such a method is not feasible. O0f course, suitably chosen
heuristics often lead to satisfactory soclutions to particular problems.

There 1s no guarantee, however, that heuristics chosen only by intuition
and not supported by formal argument or empirical evidence, will always
produce the desired results. Indeed the best solutions can be precluded
entirely.

The research reported in this thesis has ettempted to avoid the
use of intuitive heuristics at the outset of the investigation of two
design problems. Rather than introduce heuristics when first faced with
an extensive search, this approach relies upon an evolutionary process
consisting of a series of random steps each followed by an empirical
evaluation.  Only after a set of useful results have been produced are
search heuristics extracted and used to enhance the original search

process.
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1.2 The Originel Contribution

The intention in this thosis has been to demonstrate the

effectiveness and exemplify the philosophy of evolutionary methods.

o+

ha

Although the evolutionary concept is by no means original (1), to
author's knowledge, it has not been employed before in the manner of
this thesis. The method is proposed as a search tool to be used in
those instances in which mathematically justified exclusion rules do

not reduce the volume of the search space to a practical size.

In support of this theory evolutionary méthods have been applied
for the first time in two problem areas. Firstly a new method for the
reduction of finite-state machines is proposed (2,3) and evaluated.
Secondly an evolutionary search is used in order to design a novel set
of features for Ootical Character Recognition. In addition an
evoluticnary approach to the concept of randomness has been put forward(4).

The basic philosophy behind this work rests on the avoidance
of intuitive heuristics which are not supported by adequate empirical

evidence to show that they are suited to the problem concerned.

1.3 Outline of the Thesis

The thesis begins with a discussion of some of the difficulties
which freguently crop up in automated design problems. Particular
emphasis is laid upon the difference between intuitive heuristics and
rigorously supported rules in computer searches. The use of heuristics
is outlined in the context of the reduction of finite-state machines and
pattern recognition.  The evolutionary method is introduced as a search
tool enabling both results and useful search heuristics to be extracted.
The next two chapters describe particular applications of the evolutionary
approach. Firstly, chapter three describes algorithms for tne reduction

and decomposition of finite-state machines. These algorithms are



evolutionary in the sense that they rely on a source of random inputs
and a process of empirical evaluation. Chapter four reports research

in which an evolutionary search procedure has been used in the

automatic design of recognition logics for an Optical Character
Recognition system.  The results are described and compared with

those obtained by an intuitive design procedure. Finally chapter

five draws conclusions frém the various aspects of the work and proposes

2

several areas for further study.



2.1 Computational Limitations

A modern digital computer functions in a Togical manney

o ] T

by performing simple operations interpreted sequentially from a
h i i

<

specified programme of instructions.  The * never deviates

step being perfectly predictable
from the last sccording to the fixed instruction repertoire of

the machine. It is natural thevefore, that preblems suitable for
analysis by computer should be formalized and converted inte a
representation that is both unambiquous and amenable to computer
implementation.

formal description in which all possible aspects of the task arve
detailed is ideally suited to the rapid processing capability of

a digital computer Such problems sometimes demand that computers
search exhaustively through some large space of solution attempts.
Certain small problems can be approached in this straightforward
manner, but the majority of real practical problems meet with
considerable difficulty when exhaustive techniques are employed.
For instance, in the game of chess it is estimated that there are

120 . } . . .
different continuations. Even the fastest and biggest

10
computers available today would only be able to explore the minutest
fraction of possible chess games. In a discussion on the possible
reduction of search effort Minsky (5) has said, "the real problem

is to find methods which significantly delay the apparently

inevitable exponential growth of search trees"”



Often similar computational difficulties arise from the
chosen togical structure in which the problem is embadded.
icte on Artificial Intelligence comments,
“the draw-back of the approach lies 1in the cumbersomeness of
present day procedurves for operating on logic statements, and
into a forest of
irrelevant deductions. particularly if the initial set of axioms
is of more than trivial size". He reiterates this statement
again in a theorem proving context (7) by saying, "mechanized

proof procedures very easily stray into unprofitable inference

paths through lack of any adequate formulaticons of the notion of
relevance"
It appears therefore, that the computer scientist is

faced with two alternatives, either he must obtain much more
powerful computing machines or else relax the formal requirements
that the desired results must satisfy. In the next section it
will be shown that the first of these alternatives is not feasible.

2.7 Hardware Limitations

The computing power of modern machines is limited by their
physical structure, A study of the power dissipation in logic
circuits, based on extrapolation of present technology, indicates
that the Timit on speed lies only about an order of magnitude beyond
the speed of the fastest contemporary circuits (8).  The ILLIAC IV

omputer, currently under contruction, effectively plans to speed up
computation by operating 64 processors in parallel. This, however,
raises very serious problems on how to program the machine efficiently.

“One of the most difficult tasks in organising an ILLIAC IV program

D

is the allocation of storage.... the data should be stored in such
a way that the user's algorithm keeps most of the processing

elements active most of the time" (9).



Bremermann {10) has conjectured a theoretical Timitation
on any data processing system whether it be artificial or Tiving, or

parallel or sequential. He states that such a system can process

47, - , ; i
) bits/sec/gm. Even this number is small when

no more than (2x10 g
compared with the number of possible patterns on a simple black and

340

white 20 x 40 mosaic (~107 ) or again the total number of chess

games (-~ TOT?U) It is not therefore feasible to expect imrpovements
in hardware alone to overcome these huge computational problems.
Michie (7) comes to the conclusion that the real difficulties Tlie
with the softweare rather than the hardware.  "At present limitations
1ie in inadequate understanding of mathematical-logical and programming
principles rather than in hardware speeds or storage capacities”

In view of the impracticalities iﬁvoived, emphasis 1in this
research has shifted away from exhaustive methods and has sought to

find techniques through which the results of incomplete anslysis can be

used to make searches more efficient {5, 10, 11, 12, 13, 14, 15).

2.3 Heuristics and Sieves

In an effort to reduce the sheer bulk of computation associated
with many applied problems (for instance, switching theory and pattern
recognition) it has been necessary to introduce 'heuristics' in order
to direct the search away from unpromising possibilities and thereby
reduce the processing requirements to practical levels.

Minsky (15) defines heuristics as "rules or principles which
have not been shown to be universally correct but which often seem
to be of help even if they may also often fail". 1t is common for
any search aid to be called a heuristic. For instance, in the search
for prime numbers it can be shown that all primes are of the form (6nfl).
Some authors would call this fact (Sieve of Eratosthenes) a heuristic,
but this thesis takes the view that such a rule only serves to define

the search space.  This attitude is taken because many of the problems



considered in this thesis are not subject to a complete analytical

solution, and hence eny heuristics that are employed would
necessarily be of an intuitive nature. In the context of searches
the distinction is made therefore, between a rigorously proved
mathematical property or 'sieve', and the rather more frequently

encountered heuristic. In view of these considerations the
following definition of a heuristic will be employed:

a heuristic is ény altgorithm or part of an algorithm

not completely supported by rigorous analytical theory,

which it is intuitively felt will aid the search for

the solution to a particular problem.

In writing search programmes a priori intuitive knowledge
of the problem that is known in advance is generally utilized by
way of heuristics. Indeed in the more intricate searches
heuristics are used to the extent that "no trial is made without
a compelling reason, just as expensivé experiments must be
carefully designed in any research” (12). In this way, searches

are carried out by the application of a set of rules some of which

are intuitive and serve only to limit the processing.

The branch-and-bound algorithm has been used many times to
embody heuristic information into a programmed search (16).
Consider the problem of minimizing a function f in some discrete
set X. Suppose that we have available a function g which computes
a lower bound for f in a set A:

g(A) € F(x) for a1l x €A and ACK ......... [2]
Informally the branch-and-bound strategy partitions the set X
into successively smaller portions, each time only further

subdividing the most promising subset of X, as estimated by g.



Eventually a single point set 1s selected for subdivision thereby
the algorithm with the single point as the minimum.
ting function depends on the particular

:

problem and the a priovi knowledge available and in this sense

is a ‘heuristic function' In actual problems the possession
of such a Tower bounding function ¢ is equivalent to the knowledge
of an analytical fact about the problem domain. In terms of this

thesis g does not therefore represent a heuristic but a universal
mathematical property. In general an intuitive heuristic will
not be supported by sufficiently strong evidence to
satisfy inequality [a] and therefore there will be some uncertainty
about the validity of the theorem and the minimality of the search.
Hart et al. (17) extend this technigue to heuristic graﬁh
search and give as an example the problem of discovering a sequenc
of cities on the shortest route from a specified start to a
specified goal city. They quote a suitéb?e Tower bound on the
distance between cities as being the airline distance between them,

er of cities that need to be

iy
o]

and use this sieve to reduce the numb

dditional information can be logically deduced

v

considered. This
from normal Euclidean ge try and must lead to an optimal search.
Sieves are extremely useful if they can be found. However, it is
more common for information to be of an intuitive nature and not
necessarily valid everywhere in the problem domain.

In short it can be said that the real payoff in using
intuitive heuristics is a greatly reduced search and, therefore,
practicality. Feigenbaum and Feldman (18) make the vital point
however, that "by drastic search limitations, sometimes the best

solution (indeed, any or all solutions) may be overlooked". It

is not possible to tell in advance how restrictive a set of heuristics



mw

may turn out to be. Indeed the restrictions could quite easily

go unnoticed thereby precluding many potential solutions which

Tie outside the bounds Taid down by the heuristic rules themselves.

Y

2.4 Finite State Machine finalysis

R

2.4.1 General

ATgebréic machine theory is a branch of the theory
of computation. In application it can be used to model the
overall action of specific pieces of logical hardware and
enables problems of design to be stated clearly and
unambiguously. It does not, however, model the actions of
electronic devices directly, but only through the movement
of abstract 'states'. Clocked logical circuits normally
operate by passing through a sequence of states, each state
corresponding to a particular setting of the internal memory
elements. FEach ‘'next state' and output is determined solely
on the next input and the current state. The two principal
sequentia]}machine models are the Moore machine and the Mealy
machine. In both these models the output is a function of
both past and present inputs, but whereas in the Moore machine
the output is associated with the current state, the Mealy
machine only gives outputs on state transitions (Appendix B.1}.
These models have been used extensively in research on the use
of computer aids for logic circuit design.  This section
discusses the problems involved in reducing the number of
internal states and the problem of implementing the machine

in hardware by state assignment using preserved partitions.
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2.4.2 State Reduction

4

In general it is felt desirable to remove redundant

states from a machine in order to gain corrvesponding reductions
in the final hardware. In perticular cases, however, the
process of state reduction itself can lead to more complex

1

reatizations in terms of hardware (19).  Care shouid be taken

L

to ensure that a simple internal structure does not exist before
reduction takes place.

Most algorithmic state reduction technigues involve a
search through all the maximal (or prime) compatible sets of
states for a set which satisfies cover and closure requirements
(20, 2%, 22, 23, 24) (Appendix B.4).  This approach has the
advantage that the theory is sufficiently general to describe
all possible reductions. That is, every possible valid reduction
of a finite-state machine is describable in terms of compatible
sets of states.  An exhaustive search through all possible compatible
sets would therefore guarantee an optimal result.  However, the
computational requirements can go up as the power of the number of
machine states and it is usual for such techniques to employ sieves

and heuristics in order to delay this exponential growth.
g

2.4.3 State Assignment

Having obtained a suitably reduced state table, the
next step in the design procedure is the allocation of a binary
code to every internal state so that input equations for the
storage elements may be derived.  The total number of distinct
state assignmentg for a state table with n states using r state

variables is (see (26))

-

(ZP - nir!
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In order to aveoid an exhaustive search
assignment, several rules of thumb have been devised to assist
the development of an economical circuit (26).  The best
realizations are normally obtained by utilizing structural
information from each individual machine, rather than by using
an external algorithmic p“OC?dure {e.g. binary assignment).
Such an assignment can genevally be achieved from a knowledge

of the preserved partitions on the state set (27), (Appendix B.2).

For example, suppose a preserved partition = on the
state set {1,2,3,4,5,6,7} is = ={T; 733; 4365 5,7}.  Then
since 3 bits of storage are essential for 7 internal states,
two bits can be used to identify the block and the remaining
bit to distinguish the states within a block.  This leads to
an assignment in which the next state variables have a
reduced dependence on the current state variables. This
often means that fewer gates and connections will be required
thereby leading to a more economical implementation. It has
been shown (28) that-most Targe machines (with certain bounds
on the number of inputs) possess preserved partitions. This
means that frequently there will be substantial hardware

savings associated with the partitioning approach to state

assignment.



Special machine structures can be recognized through

their sets of preserved partitions and partition pairs. For

instance, 1T it is possible to implement a machine as a
shift register, then a set of partition pairs will exist

which possess the comapping property (Appendix B.2).  Shift

ons cannot be forced onto an arbitrary

o

register implementa

machine; suitable structure must be present in the original

Y

I8

machine if shift register decomposition is to be useful.

{

However, it is quite possible that such an implementation
could be achieved by first introducing appropriate redundant
material into the machine.

2.4.4 Semigroun Anproach
{ i

The internal structure of finite automata may also
be described using semigroups (Appendix B.5).  The machine
may be represented by a set of mappings of the state set into
itself with each mapping corresponding to an input. This set
of mappings forms a semigroup and all the results of
classical semigroup theory can be applied to such a set.

However, this formal theory makes two serious
restrictions on the sort of machine which can be analysed.
Firstly a sequence of inputs is considered to be equivalent
to a single input without regard for the corresponding output
sikings. 1t does not seem sufficient to arrive at the right
state when the output strings are different. It is not

therefore anticipated that much application will be made to



1 design problems (29).  Secondly no account 1is

rea g
taken of don't care conditions. In order to set up

the semigroup the blank entries must be filled
arbitrarily, Completing the machine in some useful

way 1s still an unsolved problem (30).

Finally if this analysis is to be applied, the
semigroup will probab1y'need to be given by its
multiplication table.  This table will be substantially
larger than the state transition table.  For instance a
machine with 10 states and 2 inputs will have a state

transition table with 20 entries: on the other hand, the

1 \
0 elements, and so the

semigroup may have up to 10
multiplication table may have up to 7020 entries. It is
this size problem that virtually prohibits a direct use of
the semigroup; it can only be used through its general
properties at the conceptual level (30).

It can be seen that much of the work associated
with the design of automata seems to be hampered by huge
computational problems as soon as problem magnitudes increase
(31). Whenever the work has been applied sufficient

heuristics have generally been introduced to enable the

practical results to be achieved.

2.5 Pattern Recognition
2.5.1 General

.

Although pattern recognition has been studied for a considerable
Tength of time, it has not developed into a coherent discipline.

Much of the work in pattern recognition has been concerned with
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particular problems in particuler circumstances and has contributed

tain

1%

very little towards a general theory.  Very often cer
recognition tasks are successfully accomplished using so-called
pattern r@cognitién technigues, but nearly always the method of
solution is very closely tailored to the particular problem with

no hint of a general approach.

The only problem which falls under the heading of pattern
recognition that has met with sufficient success to enable products
to be marketed is that of Optical Character Recognition (OCR).  The
recognition of OCR B font characters is the central pattern
recognition problem considered in this thesis, and will serve here
as an illustration of some of the difficulties encountered in a
real recognition task. To take a simplified example, it may be
required to recognise the character 'A' when several different
binary patterns are displayed on a 20x40 matrix.  The 'feolproof’
approach would be to record and label each of the 2800 different
possible patterns with 'A' or 'not-A'jthen each time a décision
is required, the test pattern could be compared with the library
of measurements for an accurate recognition.  Of course, this is
not a practical solution and the usual problem of how to reduce the
amount of data processing cccurs again.

The principal reason for the independence of many workers
in pattern recognition has been the necessity for carefully designed
heuristics to make shortcuts through the enormous sequence of
possible trials. These heuristics generally relate only to the
a priori knowledge of the current task and are of Tittle interest
in other problem areas. The intuitive heuristic method is almost
universal in pattern recognition: Magy (32) states, "Heuristic

methods for the discovery of measurementsfor pattern recognition
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“tasks are Tarcgely responsible for almost all of the pat

4

tern
recognition devices which have been incorporated in practical
systems to date™.  Kovalevsky {33) goes further by saying,

At the present tiﬁe no one doubts any longer that a priori
restricﬁjons substantially narrowing the class of solutions

must be present in every recognition problem”.

For instance, in OCR instead of considering all possible
pattern measurements, heuristics are used to select a small
number of tests or ‘features'.  These features are chosen in
such a way that the character to be recognised is charactérized
and can be identified by the presence of absence of the features,
(e.g5 "two Toops' is a feature of the character '8').  Once the
features have been chosen many authors apply sophisticated
statistical methods in order to minimize errors. However,

"unless the features separate the patterns no amount of statistical
analysis can untangle the errors that necessarily result when
pattern images overlap" (34).

The enormity of the size of some of the search spaces
sometimes itself hag a effect on the course of pattern recognition
research.  This is best illustrated by the OCR example. It might
have been decided to use binary features of the matrix matching type
(see section 4) which gives binary responses depending upon whether
or not they fit anywhere on the test character. If each element
of the matrix can be black-seeking, white~seeking or don't care,
the total number of possibilities for a 10x10 matrix and for a

50 40

andfw102 , respectively. This argument

16x30 matrix are ~10

is sometimes used against expanding the search from the 10x10 matrix
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{ 20

to the more complex, and therefore more numeycus, 16 X 30 matrix

measurements (32).  There i3 no empirical evidence for making

S

such a decision, for a fruitless search in a space of 10
possibitities is hardly likely to be successful in one containing

10°0

Moreover a solution to the OCR problem through a small
10 x 10 window is intuitively a much more difficult task than if
the whole character is visible through a larger window.

To summarize, it can be said that pattern recognition
problems almost always involve a search through an inordinately
large space of possibilities and restrictive heuristics are
invoked in order to reach some sort of solution. Indeed there
appears to be no rigorous theory which can be applied to reduce

the enormous searches which occur in real world pattern recognition

problems.

2.5.2 The Mesa Phenomenon

It is common for many search procedures to be formulated
in such a way that the goal is achieved when the value of an
evaluation function E(.il]5 Az,...,gn) is maximized by adjusting the
For instence, in pattern recognition

parametersa,, A

1 2""’An'
the A5 might represent the elements of a feature and £ the evaluation
function for that feature. The algebraic structure of the function
E §s not generally known and so 'hill-climing' methods are applied.
This approach explores locally about a point and adjusts the Ai
in such a way that E(A]D 12,..., An) increases most rapidly.
Friedberg (35) used hill-climbing to explore the space of
computer programmes in order to discover those which performed
certain simple computations. The machine was not successful as

each programme took »f the order of 1000 times longer to produce



than pure chance would expect.  Minsky (5, 36) attributes this
failure to what he has called the 'Mesa Phenomenon' in which a

small change in a parameter usually leads to either no change in

performance or to a large change in performance.  The space is
thus composed primarily of flat regions or 'mesas'. Minsky holds

that the Mesa Phenomenon generally crops up in difficult search

v

tasks where it is hard to find "any significant peak at all”
in the evaluation function.

Bremermann (10) has conducted several hill-climbing
experitents in order to solve systems of linear equations and
Tinear inequalities. He found that almost invariably the process
stagnated at various points dependiné on the size and nature of
each incremental change. He states later (34) that, "the
stagnation phenomenon is extraordinarily common and seems to be a
basic property of almost any optimization process”

The hill-climbing approach is sometimes satisfactory, but
two particular disadvantages can render the method unworkable
depending upon the type of problem under study. Firstly the
search requires the computation of the gradient of £ and hence
the local direction of most rapid improvement.  This means that
for a problem with n variables, n partial derivatives must be
computed and hence E must be recomputed n times. Normally E is
not known explicity in terms of the variables 25 and so the
gradient computation in fact requires n complete problem evaluations.

For Targe n each step in the search can therefore require considerable

computation.
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inwhich E shows no tendency

Implicit in the hill-climbi

‘hills' are Tairly smooth
the best divection for improvement.  If this turns out not te

be the case and small changes 1in ). cause quite dramatic chenges
{

in £, then the computation of the gredient will not always
indicate the best directions of improvement. It there is no

continuity in E at all then the hill-climbing method would have
little to offer over a random search (using E as an evaluation

function).

2.5.3 Evolutionary Search

Problems in Pattern Recognition are nearly always characterized

-J

m

by the presence of a very large space of possible solutions.  As has

already been stated, it is normal for the computational burden to be
recduced by the use of intuitive heuristics. These almost inevitab
cause some reduction in performance by precluding a possibly large
number of solutions. Hill-climbing search techniques are used
successfully in those instances in which it is known that the search
space has a 'smooth' structure. Without this knowledge the
hill-climbing heuristic can become an impediment in those problems

in which this continuity is not present. It is possible to generalize
at this point by saying that whatever search heuristic is chosen for

a problem, whether it be hill-climbing or any other rule, unless there
is real evidence to show that it is suited to the problem, then there

is a danger that the results produced will not be satisfactory.



In the absence of any

an unbiased set of results the researcher must either use a random
search or an exhaustive search. A random search is ©
impractical as it is probably even less efficient than the exhaustive
method.  However, Coﬁutions are unlikely to be scattered at random
throughout the search space, and s¢ 2 search procedure which made use
of any 'similarity' of closely scoring solutions would be much more
-efficient. An evolutionary search consisting of a series of
relatively small random changes makes use of the 'continuity' of

<

successive solutions providing the sizes of the random changes are

i

chosen appropriately. A suitable choice of size for the change would

maximize the real-time rate of improvement and thereby reduce the overall
computation necessary for the search, Evolutionary searches are stili
vulnerable to the Mesa Phenomenon and will fail in much the same way 23
the hill-climbers if there is not sufficient 'continuity' in the search
space. In these circumstances the size of the random changes must be
increased so that any continuity which does exist can be utilized to
minimize computation.

As soon as such an evolutionary search has produced some useful
results, it is possible that some intuitive heuristics can be extracted
and used to expedite the original search.  Such heuristics would then
already have sufficient empirical justification to demonstrate that
they would not detract the search process. It should be emphasised
again that heuristics chosen by intuition without any knowledge of the
search space would offer no such guarantee. Chapter 4 describes a

series of experiments in which an evolutionary search has been empioyed



in the design of an econcmical set of features for the machine
recognition of OCR B printed characters.  The method has identified

several heuristics which enhance the search process.

2.5.4 Previous HWork

The evolutionary search is by no means a new concept; 1t was

perhaps first suggested in a machine intelligence context by Turing

I
o

(37) in 1950.  The first fairly extensive experiments based on the ide
were carried out by Fogel et al. ( 1). Small finite-state machines were
evolved towards predicting some extremely simple pattern sequences.
Considerable emphasis was placed upon wmimicing biological phenomena

("growth', 'mating') without regard for the fundamental principles involved.
For instance, mutations to the finite-state machines were of several

different types% ecach occurring according to @ certain predefined probability.
It was inevitable therefore that the structure of the particular type of
finite-state machine employed was reflected in the results which were
achieved. In other words the step-by-step changes were influenced largely

by the representation rather than by any desired final form which the

solution might take. For this reason the author feels that it would

not have been fruitful to make any direct extension of this work.

Solomonoff (38) considers that "the method of Fogel et al. should not be
regarded in its present state as being particularly good for working any

but the simplest problems”. In considering the work of Friedberg (35)

and Fogel et al., Michie ( 7) states that the "approach is now considered

naive, and nature tends to be thought a poor model for cost-conscious

designers",

* change a state, add a state, delete a state, change initial state, etc,



- 2] -

is described by Mucciardi and Gose

An evolutionary exnpe
N §

Tassified into 5 classes,

oy
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(39) in which 100 handprinted characters were
64 intuitively chosen property detectors were applied to the characters

before recognition was attempted. Since the recognition mechanism

P

incorporated 64 parameters each of which could have been altered

1]

independently, very 1ittle weight could be assigned to the resulis.

-\

the greater freedom of the evolutionary
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However, it was obs
process Ted to better results than those arising from a more restricted
experiment.

Several authors (Chow and Liu, 40; Kaufman, 41) have reported
experiments on so-called evolutionary searches in which intuitive
heuristics have been the main guiding force. For instance, Chow et al.
state that heuristics are used to 1imit the search so that the proposed
procedure is computationally feasible.  Kaufman directs his search by
assigning intuitive probabilities to each of the allowable sorts of changes.

Klopf and Gose (47) describe an evolutionary pattern recognition
method which was applied to an artificial problem involving only 16
4-bit patterns.

Lin (43) used an efficient search method in his solutions to
various 'travelling salesman problems'. The search begen with a
random initial tour and evaluated all other tours which could be
obtained by changing only 3 Tinks. This continued until an improvement
was found at which point the resulting tour was treated as the initial
tour and the process repeated. In this way a succession of steadily
improving solutions were evolved® until a locally optimum solution was
obtained. It was important that the technique did not attempt to find

the best improverent possible at each stage of the search, but rather

* Changes were not random but enuneratwve, however, their effect on the

evaluation measure was not predicted in advance.
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crose parameter vaiues so thuot the prebability of achieving an
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optimal solution within a certain time was maximised. Lin stated

the computation time disproportionally and recommended that the

domain of search be restricted, but only after sufficient information
had been gathered so that good solutions were lost only with a very
small probability.

In contrast Siklossy et al. (44) has been successful in
applying exhaustive search methods to problems in theoren nroving
which had hitherto required a heuristic search for their solution.
Their approach rested upon the construction of a search tree in
which new nodes were generated using the rewrite rules in a strat tegic
order.  The various rewrite rules were categorized according to how
quickly they increased the size of the search tree. During the search
the rapidly expanding rules were only applied as a last resort after
all else had failed. In this way the search was able to proceed for
much longer before the size of the search tree becams unmanageabie.

Nilsson (45) describes and discusses several optimal search
algorithms which can be used to search graphs or states spaces.
These ideas are also extended to searches which carry out efficient
problem reductions. Both sorts of search are founded upon the branch

and bound concept of estimating functions which provide a bound for the

cost of the various paths explored by the algorithm.  Problems which
can be formulated in a graphical form are probably best approached using
such techniques providing also that sufficient heuristic (or ana lytic)

information is available to prevent an undesirable number of nodes from

being expanded.



Along with all other practical search wethods, the

measure of 'continuity'

s 3

evolutionary search relies upon a certai
in the search space and will stagnate if this continuity does not
exist. In these circumstances the sizes of .the evolutionary changes
are increased until the search can utilize whatever continuity is
present,

Previous work using evolutionary searches has not contributed

significantly in the field of computer aided design.  The criticisme

(i

of this work have been concerned with the simplicity of the problems
attempted and the apparent inefficiency of the search. Work by
Liu(43) has served to show that such searches can be made extremely

efficient by using good heuristics.



This chapter has hichlighted some of the computational
N v I3

reduction and decomposition of finite~state machines are frequently
impracticable because of the sheer bulk of computation involved.
Heuristics are therefore invoked in order that the methods might
yield results without excessive processing,  Pattern recognition
tasks are almost always tackled using intuitive heuristics in an
effort to reduce the computational requirements. Rarely is the
application of rigorous theory sufficient to reach solutions to real
world pattern recognition problems.

It was emphasised that there are dangers in the use of
heuristics without prior evidence that they will not detract the
search process,  Heuristics restrict the number of trials required
for a computation and thereby preclude solutions which lie outside
the bounds Taid down by the heuristic rules themselves. And further,
it is not possible to tell how restrictive a set of heuristics may turn
out to be unless the properties of the search space are known beforehand.
The nature of solutions to certain pattern recognition problems for
instance, can be completely unknown, and so the researcher often has no
choice but to use possibly i11-founded heuristics.

An evolutionary search was proposed in order to postpone the
choice of heuristics until after some results have been achieved. In
this way the performance of any heuristic chosen can be broadly assessed

before it is incorporated in the search.



3. EVOLUTTONARY DESTGN OF SEQUENTIAL MACHINES
3.1  Current State Reduction Algovithms

Several of the problems associated with the automatic design of
finite-state machines were briefly described in 2.4. Although a

perfectly sound formal Fra iework exists for the theoretical treatment
of such problems, the theory takes very little account of the serious
omputational difficulties which are encountered in practice.  This
chapter describes and evaluates a technique for the reduction of
sequential machines and begins by surveying the methods currently
available.

Grasselli and Luccio (21) describe a technique for the reduction
of sequential machines in which an optimal reduction can be achieved
without considering all possible compatible sets. In this method the
maximal compatible sets are determined and then from these the prime
compatible sets are formed. The desired reduction is obtained by
selecting the minimal number of primé compatible sets which form a
covering of the original states and which remain closed under all
applicable inputs. It is shown that this selection problem can be
equivalently formulated as an integer Tinear program.  Such a program
solves a set of inequalities containing as many variables as prime
compatible sets with a cost funtion expressing that the nuwber of
selected classes be minimal. Grasselli and Luccio reduce the enormity
of this selection problem by first drawing up the cover and closure
implications in a covering and closure (CC) table. They then apply
six sieve rules to this table by which various rows and columns can be

eliminated. This leaves a substantially smaller CC table and hence a



relavively simpler integer Vinear program to reach the minimal

It is worth noting that although the application of
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reduction
each rule leads to a valid reduction and does not preclude any

optimal solutions, there appears to be no clearly defined order
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of application of the si»
CC table.

House and Stevens (24) introduced a seventh sieve rule for
the CC table and have achieved the reduction of a 22 state machine
in 3 minutes of processing time,  They stated however, that they
were unable te give advice on the best order of application of their
set of rules. The major disadvantage of reduction methods which
set up cover-closure tables is the exponential rapidity with which
the tables can increase in size as the machine size increases. For
instance House and Stevens processed a 2] x 21 CC table for an 8 state
machine and a 504 x 2671 CC table for a 22 state machine.

Bennetts et al. (25) reduced the core store requirements by

)
O
-5

employing several intuitive heuristics and gave up the guarantee
an optimal reduction.  Rather than selecting from the more numerous
prime compatible sets, the method arrives at a reduction by cho ing
sets from only the maximal compatible sets and drastically reduces the

possibilities which need to be explored in order to satisfy cover and

closure requirements. It is stated however, that a considerable problem

still remains in the construction of large maximal compatible sets.

such a set containing n states exists, then of the order (m/Z)TiW/Z)‘

compatible states containing m/2 states will require simultaneous storage

at some point during the procedure.  This quantity approximately doubles

each time m increases by one.
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Perryman (46) has investigated the probiem of machine identification

and has carried out a series of experiments aimed at the construction
of finite-state machine models from a number of observations of an
unknown prototype.  Prototype machines of up to 40 states were

studied and the work was extended to cases 1in which the start state
was not known.  The method used the concept of output consistent
5.P. partitions in order to guide the choice of the model most
Tikely to be correct. Experience gained during the construction
of each mode] was carried forward to the next model. In order

to check on the correctness of each model Perryman generated random
input sequences and compared the outputs with those from the prototype.
It was found that the identification procedure had most difficulty
with prototype machines which possessed a large number of states
having the same output, or two states which had very similar
behaviour.

Existing state reduction algorithms generally suffer from huge
computational burdens associated with the processing of compatible
sets.  The reduction technique described in the next section is based
on a similar approach to the model testing method used by Perryman.

It also relies upon the concept of state containment and does not

make heavy demands upon core storage as machine sizes increase.



3.2 An Evelutienary State Reduction Alcorithm

The reduction algorithm described in this chopter avoids large

core store requriements in two ways:

i) The employment of an evolutionary procedure.
i) The restriction to reduction in which single

states replace those which they contain

(Appendix B.4) or are able to contain.

Restriction i) means that an optimal reduction will not necessarily be
achieved in those cases where it is possible to use a groun of m states
to do the work of another group of n states with n>m>1. Such a
reduction is only describable in terms of overlapping compatible sets.
It is suggested that cases in which 1) has a significant effect on the
efficiency of the reduction are rare. For instance, of the examples in
the Titerature (21, 23, 24, 47) only the machine described by Grasselli
and Luccio (21) is prevented from being reduced to an optimal result
(5-state reduced machine instead of 4) by restriction ii).

The evolutionary method proposed here detects probable state
containment ('pseudoequivalence') by applying random input sequences to
pairs of states and comparing the resultingpairs of output sequences.
In this way very little more computer storage is needed than that
required to store the given machine.

Suppose the given machine has the state set (51582, "‘&Sn)‘
Consider the ordered pair of states Si and Sj and the p random input
seugences

| -1
Ko (k=To s p) (pe2™)

*The work described in this chapter has Targely been published by the

author (2, 3); see Appendix A.



all of Tength m.  Each Xijk is presented to the given machine, first
~

t

tate. This results
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with S as start state and then with Sj as star
in two sets of p output sequences {. P{ k=1, ..., p}

) - -
IS ST Siand Sj are said to be

m-distinguishable as there exists an input sequence of length m which

7.
1
and{ijE k=1, oupb TF{Z )=z

distinguishes the two states. If {Zipizé{zjk

to form a pseudo-equivalent (p-e) state pair,

} 5 (SigSj) will be said

The first state ST is selected and tested for pseudo-equivalence
with all other states. If in this process a p-e pair (S]ﬂsi) is
discovered, Si is replaced by S] wherever it occurs in the state table an
the redundant state Si is removed.  After the discovery of all such
p-e pairs (81,Si), the procedure returns to select and compare the next
unselected state with those states not already removed. In this way,
any pseudo-equivalences which are discovered reduce the number of the
remaining comparisons, It is found in the discussion on 'don't care’
conditions that pseudo-equivalence is not a symmetric relation.

This means that, in the worst case

(n-D)+{n-)+ ... +(n-1) = n(n-1) = n2»n
state comparisons might be made, and hence that the processing
time does not increase more rapidly than the square of the number
of states. It is observed that the computation associated with
cbnventiona} reduction procedures which do not possess advance
information on the machine structure, must increase at least as n2
in order to detect all possible compatible state pairs. (Usually
the computation is much greater than this; see 3.1).

The algorithm inputs each random sequence simultaneously to

the pair of states under comparison. In this way, as soon as
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different outputs are obtained, the process can be terminated with

fo o

the unambiguous decision that the two states are nonequivalent. Tt

LS

is probable that any difference would appear early in the Tirst input-
sequence, and so the algorithm makes nonequivalence decisions quite
quickly.  The bulk of the processing time occurs in the evaluation

of the potential pseudo-equivalent states. IT the states entered

from each of the two states under comparison are ever simultaneously
identical, then the current input sequence 1s terminated and the process
continued with the next in the set of p input segquences.  This is
because a nonecquivalence decision is impossible once the two paths in
the state diagram have merged. At the end of the procedure a reduced
machine is left which possesses no compatib]e states.

3.3 Incompletely Specified Machines

These ideas can now be applicd to the much more difficult case

where the machine is only partially specifiecd. There are two sorts o

"don’'t care' conditions which can arise in a partially specified Moore

or Mealy machine:
a) the next state transition is not specified
b) the output is not specified
These conditions are assigned values such that (Si’sj) would not be
prevented from forming a p-e state pair, that is,ventries_are assigned
in such a way that Si is made to contain Sj(Si:)Sj) where possible.
Let Sin and Zin be the state and last output after the nth

transition from Si' The various actions and assignments in the

algorithm are best summarized in a table:
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NOT SPECIFIED
SPECIFIED
ASSTGHMENT ACTION
S. IfS. = §, S, t.c.s.
'n ' In In
then t.c.s.
Sj else continue not assigned t.c.s
n
7. continue Z. continue
1 J
n n
Zj continue not assigned continue
n

t.c.s. = terminate current input sequence and continue the state pair
comparison with the next in the set of p input sequences.
continue = continue with next input in current sequence.

TABLE 1



To iTlustrate the phitosophy behind the treatment of don't care

conditions, consider the following Mealy machine:

inputs

a b o

A €/0 E/] B/0

B D/0 D/1 B/O

A outputs are shown alongside
states C -/ C/1 E/1
the state transitions

D Y -/ D/Ti

v

E ] Ao B/ £/l

Suppose state B is being checked for possible state containment in state
A. Then from the A and B rows in the table,

AD2B=2COD and EDD (8 clearly contains B)
continuing, CDODZEDD

To enable COD  the entry *A' in Da is written into C?

To enable EDD the entry '1' in Dc is written into Ec.  Having
modified the table in this way, ADB and state B can therefore be replaced
by A without affecting the function of the machine.

This same procedure is carried out by applying the input sequences
éa, bca, to the state pair (A,B) and»fo?1ow1ﬂg the instructions in
Table 1.  The state pair (A,B) is a p-e pair and so state B is removed
as described in 3.2.

Several reduced versions of the machine may exist; the reduction
which is in fact carried out is dependent on the order in which state

comparisons are made (Figure 1).



1 2 3 4
N e B /0 /-
B | -/~ B/- B/ o/
C| -/  ~/1 W/~ E/-
D | -/~ /0 =)= -
El6/0  E/f- B/ /-
Fl-/- I/~ -/~ B0
G| D/~ D/~ -/0 E/-
H .-/_* C/_ ,./W D/».
I | F/1 ¢/ -0 -

1 2 3 4 1 2 3 4
ALc/v o A0 B0 A AL &/T  H/1 H/O B/O
C|A/- AT H/O  E/- G/0  B/O  B/T A/

c/0 E/ MU /- B/- B/~  ~/0  B/-
Fi-/-  H/~ -/  AO oA/ A0 -/0 B/
H{FA  c/0 -0 A0

ordering:

partition:

FIGURE 1

ordering:

ordering:

A,D,H,1,B,CLELF

sheosd

bJ

G B Fy HLT} partition:

1 2 3 4

At C/1 ¢/0 ~/0 A/
B | C/C B/~ B/1 -/
A/~ A/ Jiyae B/0

partition: {F;00H,T; BOF; CF G}

Prototype and Three Reductions

ALC,B,DLE,F,GH,I

{/"\"SCMC;

B.DLE:

i
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3.4 Reltability of Reductions

Each step in the reduction algorithm is determined from the

evaluation of a random input to the machine. In this way the process

s
oy

of reduction is an evolutionary procedure in which each change that
made to the machine has no watertight logical support, but is verified
empirically by the evaluation of poinput sequences (of length m).
Absolute certainty of the validity of the reduced machine would be

Lo . . . . N . '
achieved if all possible input sequences (p=i ]; i=n0. inputs) were

used in the evaluation.  However, i1 this is done, the technique

becomes exhaustive and suffers from the same troubles as other reduction
methods. At the outset of this research the author felt that substantially
smaller values of p than ian might only be necessary for guite high
confidence in the results. Since the type~a don't care condition
terminates an input sequence, p should certainly be larger than the

number of type-a conditions.

It was stated (2) that any errors that were present in the final
reduced version of the machine could be detected by a process of
verification. The reduction was then recycled until all errors were
eliminated.  Naturally the amount of recycling would be reduced by
increasing p, and hence p should be adjusted empirically until the
overall processing time for a correct reduction is at a minimum.
However, Bennetts (48) has said that “verifying the reduced state table
obtained by pseudoequivlanet merging is not a trivial problem". He
argued that the determination of the functional equivalence of two
machines could only be achieved by an exhaustive procedure.  This is

certainly true in general, but in this particular case Bennetts failed

to make use of other information provided by this method.
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4Each reduction which is correct is equivalent to the
determination of a partition whose blocks are compatible sets of
states (Figure 1), together with the merging of all the states in
each into one. It follows that the reduction is verified by checking
the compatibility of the states in each block of the partition and
making certain that the merging process has been complete.  This

means that errors can be detected simply by ensuring that:

i) The partitions are output consistent.

ii) The partitions are preserved for all
applicable inputs, and incomplete

merges are eliminated by

iii) assigning don't cares in the final

machine where necessary.

A1l three checks involve no more than a single scan over the state table.

It is noted that 1) and i1) are sufficient to demonstrate the validitiy of
the partition, and i) merely checks that the merging states are not only
compatible with, but also contained by the merged state. For instance the

incorrectly reduced machine described in Appendix A is based on the partition

{A; B,E; C,G; D; F; H,T} which is not preserved since C.6 - F.B under input £.
3.5 Results

Some empirical evaluation of the reduction method was carried out at
Southampton University by an M.Sc. student and a 3rd. year undergraduate and

their results are summarized here.
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Scott (49) carried out a serics o

experiments aimed at
determining the relationship between the probability of a faulty
reduction and the values of the parameters m, p and n.

| Tengths

QA_

It was observed that inputl sequences very seldom reachec

L

of greater than n-1 during the reduction process.  This meant that
Tonger sequences would not effect the crror probabilities to any
very ¢reat extent.  The maximum length of each input sequence (in)
was therefore held at n-1 and not used as a variable parameter during
the investigation.

A number of machines were reduced using values of p ranging
from in”1 (i=no. inputs) to unity. For each value of p the machines
were reduced n(n+1)/2 times using each possible pair of states to
initiate each reduction, The reductions were verified exhaustively
and the probability of an error plotted againstyp for each machine.
Three machines (A,B,C, in Table 2) of different internal structures
were studied in this way. It was found that in all cases the error
probability estimates decreased steadily to zero as p increased.

The sma??gst values of p(pnnn) for which no error occurred are given
in Table 2,  These values vrepresent a 70% reduction on the nunber
of all possible input sequences and which would be required in an

exhaustive check.

Machine : A B | C

No.fniﬁiai states{ 5. .. b : 6.

No.fina? states 3 4.5 . 3

Average compution 7 ' 9 - 12 '”
time (sec.) i ‘ o

Do : 51 64 41
min ) v .

TAPLL 2

[



Error probabilities for larger machines were not computed in
this project because the verification procedure required that all
possible input sequeces be applied to the state pair (48) and hence
demanded prohibitive amounts of computation.

Thomas (50) employed the more efficient verification procedure
described in 3.4, but his experiments were again hampered by the
Timited availability of the computer and he was unable to obtain

reliable results on larger machines.

Both Scott and Thomas concluded that the main advantage
of the reduction method was its relatively low core store requirement.
Both again agreed however, that there was reason to believe that this
advantage would be greatly outweighed by the impracticable lengths
of computation which would be required when larger machines were
processed. In order to resolve this point the author carried out
some experiments which determined the reliability of the reduction
method when applied to the 4 input 22 state machine used by House
et al. (24), (Figure 2).

The 126 incompatible state pairs in this machine were first
determined manually using an implication chart.  The 22 state machine
together with the 126 state pairs were then supplied to a computer
programme which attempted to recognize the incompatible states by
applying p random input sequences of length 21 in the manner of the
pseudo-equivalent reduction technique. If one of the 126 state pairs
was not seen to be incompatible after the application of p input
sequences, then this would have corresponded to an invalid reduction

had the two states Been merged. In this way the reliability of the



a b C ad -

10 74 -y 6,1 16,2
11 1,2 4,1 5,- 17,2
12 1,2 2,1 -y -

14 e -~ 13,2 18,2
15 7,1 - 12, -y
16 7, 2,1 ~,2 -y
17 1,1 3,1 -y -y
18 1, 4,- -2 19,-
19 -] -, 1 5,- 20,2
20 -2 =1 5,- 21,2
21 -2 -2 5,-~ 22,2
22 -1 -2 5,~ 14,2

FIGURE 2 : Reduction Example from House et al. (24)



pseudo~equivaient reduction method on this 22 state machine was studied

ER

for varicus values of p. The set of 126 +incompatible states was

processed several times for each velue of p and the total number of

errors recorded (Table 3).  This enabled a probability of error to

be computed and plotted against p (Figure 3). It was observed that
all the errors attributed to values of p » 1000 arocse from the single
incompatible state pair (?§22)§ Upon investigation it was found that
this incompatible state pair required the Tongest distinguishing
sequence (of length 4). In order to be reasonably certain that this
incompatible pair had been fdentified and hence that the reduction

process would have yielded @ valid result, 5000 or more random sequences

had to be applied.

rovmtsss

No. No. Mo.Errors Prcebability
Sequences Runs in g runs of error

(p) (q)

1 111 11249 0.80
3 10 687 0.54
10 1M 362 0.26
30 10 156 0.12
100 11 49 0.035
300 ‘ 10 16 0.013
1000 42 28 0.0053
2000 50 11 0.0017
3000 10 1 0.0008
5000 10
10000 50
15000 50
20000 - 50

O o O o
H

TABLE 3
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3.6 The Pscudo-Equivalent Approach and Alternatives

The results described in the Tasti section are suf
reveal a severe shortcoming in the pseudo-equivalent reduction process.
The reliability of the method is seen to be clearly dependent upon the
number of random sequences which are used in each state pair evaluation.
However, this reliability is also dependent upon the structure of the
machine being reduced, It was seen that invalid results can be very
difficult to eliminate 1f the machine being reduced contains pairs of
states which can only be distinguished by long sequences.

In the 22 state example it was discovered that only one pair of
states required a sequence of length > 4 to distinguish them.  This
meant that it would have been sufficient to use all 256 possible input
sequences of length 4 during the checks for incompatibility.  This
would have Tled to a much more efficient search. However, in general
the longest minimal distinguishing sequence for all pairs of states is
not known, and hence an accurate bound on the number of input sequences
cannot be determined without further computing effort.

These results do not invalidate the merging process itself but
point out the slow end inefficient (in terms of processing time) way
in which it was applied.  The method can be made exact by algorithmically
compiling the list of all implied state containments and checking each
one in turn for compatibility. This will generate a variable core store
requirement which could increase as n2, but only in those cases in which

the machine was highly redundant.
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As an example consider in
figure 1 using the state ordering A,D,H,1.B,C,E,F.G. The reduction

i) output compatibility and
i) implied state containments.

The checking of implied state containments is carried out in
the same way as an initial state pair and continued until no state
containments ave implied or an incompatibility has been found.

This process can be outlined for the example as follows:

AD D after merging with no implied containments.
ADH after merging with no implied containments.
ADI=>GD F after merging.
GO F=>E DB after merging.
EDB=>BDE after merging.

BD L after merging with no implied containments.  This information has

enabled states A,D,H,I, B,E, and GF to be merged.  Only one state
comparison remains.

C DG after merging with no implied containments.  This process
gives rise to the third reduction in Figure 1.

This algorithm has not been programmed but nevertheless has been
applied manually to most of the examples in the Titerature.  Reduction

of the largest of these (22 states) takes no more than a few minutes and

a single sheet of paper.
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3.7 Summary

Existingva1gorithms for the reduction of Finite-State Machines
have been surveyed and a new approsch has been proposed. The new
method detects probable state containment by applying random input
sequences to pairs of states and comparing the resulting pairs of

ars to be contained by another

[

output sequences.  Any state which appe
is merged into the containing state. Reduction is completed when no

state can contain any other.

Experimental work on this problem has been described and has
revealed a deficiency in the approach. It was found that incorrect
reductions could only be avoided by employing impracticable amounts of
computation. It was shown that machines which possessed pairs of states
which could only be distinguished by long input sequences (of length k,
say) could not be reduced accurately without allowing the volume of
computation to depend exponentially upon k.  This conclusion compared with

Perryman's (46) findings in the problem of machine identification.



4.1
4.1.1

DESIGN OF LOGICAL CIRCUITS FOR OPTICAL CHARACTER RECOGNITION

he 0.C.R. Problenm

Matrix Matching

The requirement for a machine to read written material
has existed ever since computers first began processing large
quantities of data.  The first commercial optical character
recognition (0.C.R.) machine appeared over 17 years ago, but
even so the market has not expanded as it had been expected (b1).
The most popular type of recognition to be described in the
Titerature and to be used in commercial devices, is the 'matrix
matching' scheme (52). It is probably chosen for its fast
simuiation speed on a digital computer and its simple implements
Attention in this chapter is confined to the problems associated
with the recognition of printed characters using such technigues,
beginning first with a description of a typical system (53).

Five basic elements can be distinguished in the system
illustrated in Figure 4.  The print line on the document passes
over an area illuminated by lamps; the reflected light is then
collected by a lens and imaged on a vertical line array of
photodiodes.  The videc-circuits amplify these and quantize
them into black and white grid points. The matrix is a register
where the incoming grid points are assembled to form an

electrical image of the part of the Tine which has Jjust been

scanned. The extraction Togic analyses the electrical image

continuously and accumulates at the appropriate time a measure
of fit between the character pattern in the matrix and each of

the character classes to be recognised.  Finally the decision
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Togic insbects these measurements of fit ana decides whether

a particular class should be recegnized or whether the pattern

The matrix is a Tong serial shift register which brings
the binary patterns to be recognized into all possib
translation positions.  As the pattern moves across the matrix
the extraction Togic checks threough a specified set of spatially
related groups of points (called operators)for matches.  Each
point or element in the operator is either black-seeking or
white-seeking, fitting black or white matrix points respectively.
The whole operator matches only if all its elements Tit

simultaneously at least once somewhere on the matrix (Figure 5).

} § }% 7
Binary Yo i
Video AR
VD
A Vs
-1 N 0w
Black Seeking-~~ R
Element G // iéij
4“” / ;‘d
White Seeking”” L
Element L 1 )
LA A
FIGURE 5 : Matrix shift register showing

an operator which matches 2's

This information is passed to the decision logic enabling a
character classification to be given. The major problem area
1ies in the design of operators which are best suited for the
recognition of characters. Normally this task is carried out
by a human designer who uses intuition to produce acceptable
operator logic.  This chapter exemines the problem and Tater
employs an evolutionary search procedure in the automatic

design of coperators,
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Print Quality

The difficulty of operator design rests almost entirely
upon the variety of print quality which the machine 1s expected
to encounter.  The performance of all 0.C.R. machines is
critically dependent upon the print quality, a factor which
has proved to be very difficult to define (51). In order
to clarify this point, print variability can be broken down
into the following component parts:

1. Paper reflection.

2. Ink density.

3. Voids.

4. Spots.

5. Limb width.

Further parameters that add to the difficulties are positiconal
in nature and can be identified as:

1. Vertical Position.

2. Horizontal Position.

3. Tilt.

4, Adjacent characters.

Finally there are two character variations, probably best
described as:
1. Size.

2. Character font. eg. OCR A, OCR B.

Variations due to vertical position and horizontal position
can be largely eliminated by an exhaustive scanning mechanism
(4.7.1) which enables all possible character positions to be

nrocessed.



In theory the binarization or thresholding of the
incoming analogue characters would be carvied out perfectly
if the characters were first recognized and then replaced by
archetypes. It is the author's opinion therefore that in
general, attempts to remove spots or fill voids (etc.)before
recognition takes place can only destroy information and at
best only maintain the overall recognition capability. Of
course, this would not be true where specific types of
degradation were known to be occurring. It might be concluded
that good thresholding occurs where only a minimal amount of
information is lost during the transition from analogue to
digital signals.

The problem of separating adjacent characters has not
been solved algorithmically (54). However, it can be
approached in two other ways: either the scanning operation
can be 'pulsed' so that 'read-out’ occurs at certain times
corresponding to the instants when characters are in the correct
recognition position, or the difference between characters can
be used in such a way that only when a character is in the
correct recognition position does the output exceed some
predetermined threshold (55).  The first method is certainly
appropriate in those cases in which the spacing of the characters
is known (e.g. line printer outputs). In general this
information is not available in advance, and the recognition
Togic must take the additional burden of distinguishing

character contiguities from the characters themselves.



It can be seen that the design of operators for the
recognition of even a single font can be extremely difficult
if all aspects of print degradation are to be taken into
accourit.  The next section supplies some background information

on the sort of performance currently obtained in OCR systems.

4,7.3  Curvent OCR System Performance

Explicit statements describing the performances of
commercial OCR machines over all types of character degradation
are not normally available. This is not because the manufacturer
is unfamiliar with his equipment, but because there is no standard
by which character degradation can be measured.  This means that
any performance figures which are issued could mislead the customer,
Faced with an OCR requirement, it is generally safer for the
customer to approach several manufacturers with the identical sets
of data which are typical of his own recognition problem.  The
various performances can then be compared not only in terms of
error and reject rates, but also in terms of capital cost and
throughput speeds.

Nevertheless most manufacturuers of OCR equipment do give
an indication of the performance of their machines in ideal
conditions.  Probably the best performance by an OCR document
reading machine at the Jower end of the price market is that
achieved by the Plessey 4200B.  This is a machine which reads
OCR B numerics plus four symbols. It is capable of a reject rate
of 1.5 in 106 and a substitution rate an order better than this.
These figures were derived from 'quite good quality' characters

obtained from several types of 'well maintained' Tine printers.



The 18M 1975 Optical Page Reader was designed to accept

~

printed characters of over 200 fonts Trom quarterly employer
forms.  The report (56) indicated that the reject rete on a
per character basis Téy around 1%, but no indication of the
character quality was given.

The most recent optical page reader to be announced in
Britain is the Mullard X1300.  The manufacturers state that the
performance is almost without error providing the print has been
obtained from recommended electric typewriters and ribbons and on
recommended paper. Under these circumstances the user can expect
no more than 1 in 105 reject and 1 in 100 substitution errors.

Error and reject rates when studied in isolaticn can be
viewed in two ways; either they can be taken as measures of the
performarice of the recognition system, or as measures of the
quality of the data which is recognized. An indication of the
high character quality requirements of most OCR systems is seen
in their failure to meet the specification laid down by the
Post Office for automatic letter sorting. The Post Office state
that as many as 20% of letters can be rejected as unreadable by
the machine but no more than one error in 2000 characters 1is
tolerable. In order to read the postcode the machine must accept
about 20 classes of character of any font and of any degradation,

Such a machine is not within the current state of the art in OCR.



4.2

Previous Automated Desian

A great deal of literature has been produced on many
aspects of Pattern Recognition a1l of which could be said
to be related to OCR, References in this section will only
be selected from those papers which contribute directly to
matrix matching aspects of OCP.

Bledsoe and Browning (57) were among the first to report
a computer-automated scheme for the design of recognition logic.
They employed a 10x15 photodiode array and selected a number of
randomly generated sets of n points on the array. Each set of
h points ﬁou]d take one of 2" states depending on the pattern
present in the 10x15 binary array. During training each state
of each set of n points was Tlabelled with the names of the
characters which gave rise to it. Test characters were
identified by passing a majority vote over the states activated
by the test character. The method shows 1ittle hope of
extension in view of the rather wasteful table~look-up nature
of the process. However, the work carried out demonstrates
that matrix matching methods do possess high discriminative
power.

At about the same time Evey (58) described an intuitive
technique which he used to solve a 14-class problem.  This time
the computer was only used as an aid in the manual design of

operators which matched co-classed characters. Evey did not
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favour automatic methods and made the following comment,

“Most automatic procedures can be ruled out due to the

Y

astronomical number of possible logics {operators), but
useful procedures have been developed by Timiting the
complexity of the conditions used in the statewments.
However, possibly because of this Timitation, statements
so produced have never been as successful in practice as
those designed by people”. (cf. Heuristics, 2.3).

Uhr and Vossler (59) were next to propose an automatic
rethod in which 40 5x5 binary operators were scanned across
the input matrix for matches.  The positions of match
enabled 4 "characteristics” per operator to be associated with
each class of character. The recognition took place when
_these pattern characteristics were compared with a reference
list.  Apart from manual and random generation, operators were
also derived heuristically according to the following rules:
a) The 5x5 matrix was extracted from a random

position in an input character.

b) A11 'zero' cells connected to 'one' cells were

replaced by blanks.

c) Each of the remaining cells, both 'zeros' and 'ones
was then replaced by a blank with a probability 3.

d) Tests were made to ensure that the operator did not
have 'ones' in the same cells as any other currently
used operator or any operator in a list of those

recently rejected by the program.



These rules are intuitive heuristics and serve only to

restrict the search space to what are thought to be more

The system was improved by adjusting various weights
given to each operator; the operators themselves were left
unaltered except by possible veplacement.  The sizes of the
design and test sets (<100) in relation to the number of
adjustable parameters (>160) and the number of operators, does
not provide a convincing demonstration that the system would be
economically viable if larger data sets were used.

Zobrist (60) later extended this work to a two layer
scheme but contributed nothing new to the detailed design of
the operators.

Kamentsky and Liu (61) also felt that in an automated
method "there must be a way to restrict the number of switching
functions that are to be considered in the design procedure.

In effect, an efficient search procedure for logic must be
found".  They achieved this be generating random operators
within certain heuristic spatial constraints. These constraints
were intuitive and chosen to emphasise local features of the
characters,but more importantlyﬁthey prevented a large number of
potential solutions from even being considered. 3000 operators
were generated and 75 were selected according to an information
measure which favoured operators which matched one half of the

set of characters. A Bayes' decision was used to obtain 0.3%

reject and 0.15% error rates on a data set of 1300 samples



containing 26 classes, It was discovered that operators

having around 5-7 clements commonly achieved the greatest
discriminative power.
Later Liu (62) extendad the work of Kamentsky et al.
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and achieved better results by applyin

1%

to the actual choice of operator elements.  Characters from

the various classes were position normalized on the matrix and
the information measure of each matrix point calculated.  This
enabled a Tist of matrix points of high information to be
formulated from which sets of 5-7 elements were randomly chosen
to compose operators. In other words, rather than use the
spatial constraint of Kamantsky to restrict the number of
possible operators, an information measure heuristic was used
instead. One result on 2000 characters of one font consisted
of 0.1% errors and 0.35% rejects using 96 operators in a 26
class probiem. A later paper by Liu et al. (63) described

a more extensive experimental investigation into the performance
of a similar set of 96 operators, but again no clear indication of
the print quality was given.  The authors did state however,
that "very 1ittle poor guality print was contained in the data
set". It is admittedly difficult to describe print quality,
but until some attempt is made, the various results cannot be
compared even subjectively.

The research at IBM by Kamentsky and Liu was given a
critical appraisal during the design of the IBM 1975 optical
page reader (56). It was found that the performance
deteriorated by an order of magnitude when realistic data were
used. Moreover "because of the automated design procedures,

there was no clear idea of what each component was supposed to do",



and hence it was difficult to modify end improve the machine.  The
project therefore turned to intuitive methods and enlisted the help

of a system 360/model 40 with 256K bytes of memory interfaced to a
complete reader. = 96 operators and about 2000 character vresponses
were built into the final machine.  Operators were far more complex
than those reported in earlier papers; an example described represented
a lengthy 2-level boolean function of 92 matrix points. Each operator
was designed for a particular task, often this was the resolution of a
specific confusion pair (e.g. I,T).  The authors concluded that "An
automatic algorithm to replace the designer would have to be qualitatively
different from the kinds that are presently available".

This philosophy has extended to the design of the IBM 1275
recognition system (53), and an interactive system for reading unformatted
printed text (64), In both systems human intuition played a major part
either in the design of the recognition logic or the recognition itself.
Moreover recognition was carried out by straichtforward methods of
correlation with standard characters from each class.

In the design of cperators for a Plessey optical reader Britt
(65) was also sceptical about computer-automated approaches.  “Unfortunately
it is necessary to make a large number of simplifying assumptions in order
to keep the computer time down to a reasonable level.  Although computer
éimu1ation has been used during the project in the design of the features
(operators), it has been concluded that simplifying assumptions cause
the results to be of very Timited value".

The first attempt to design a set of operators with some regard
to the total structure of the operator set was perhaps by Coombs (66) .

He argued that operators should be selected only if their binary (fit/no
fit) responses to the various character classes coincided with a column of

a boolean orthogonal matrix (Figure 6).
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Columns represent 11 operator responses
T1T11H1 v 11
010111000160
001017110001
10010111000
01001011100 rows represent operator
001007061110 response to each of 12
0001T001T0111 classes of character.
10001001071
1717000100101
11100010010 0 =no fit
01110001001
1011710001700 1= fit

FIGURE 6 : Boolean orthogonal Matrix

This meant that a complete set of operators which all satisfied this
reguirement would give rise to minimal confusion between classes. In

fact the overators in such a set are optimal in the sense of their

are any measurements duplicated.  Such a scheme does not need to be

designed perfectly because its very construction ensures a large tolerance
in the variability of operator responses. However, as Coombs points out,
"we shall at a later stage require te find the n-tuples (operators) which
divide the categories in the desired manner".  The paper does not report

satisfactory solution to this problem.

Summary

The automatic generation of operators for character recognition
has not met with sufficient success to meet customer requivements.  In
every case heuristics have been invoked to aid the search for operators.
The search effort has been reduced for example, by applying spatial
constraints, by using information measures, and by reducing the size of the

operator.



Successful OCR projects have in most instances relied entirely
on human intuition in the design of operators. In these cases operators
have been individually designed to carry out tasks which can be assessed
quickly and easily by the human designer.

It is interesting to observe that the number of operators
employed in both automatic and intuitive schemes rarely exceeds 100.

It might seem that by int%oducing a new operator and eliminating another
source of confusion, the overall error rate will be reduced. However,
each new operator necessarily gives rise to a small number of spurious
matches, and this in turn will introduce substitution errors. If the
number of additional errors exceeds the number removed, then the

extension to the recognition logic becomes a disadvantage. In this way,

if operators are intuitively designed to correct smaller and smaller
sources of error, a point (around 100 operators) is reached at which

no further improvements appear to be possible. It is suggested that
operators which are designed to correlate with single classes or resolve

a single confusion pair are particularly prone to this effect. That is,
this sort of operator when working on noisy data, is very likely to fail in
the single task for which it was designed; it can then do no other than
damage the overall recognition performance. Only those operators which
are capable of distinguishing many chavracter classes from many others would
be robust enough to provide information from poor quality data. The type
of operators proposed by Coombs are eminently suitable in this respect
although he gives no working method for finding them. Certainly it would
be far too difficult to design them intuitively.

The next section proposes an evaluation function which together
with an evolutionary search, enables a recognition system to be designed
automatically.  The search is not hampered by a priori heuristics and the
evaluation routine ensures that the operators keep many of the advantages

advocated by Coonbs.

e
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The Evolutionary Scheme

4.3.1 Flores and Grey Criterion

Flores and Grey (67) have described a theoretically optimum

scheme against which any set of features for character recognition

may be rated.

Consider a set of N features (operators).
A reference character Cﬁg from the 1 th class wil
response vector,gi where

F. = 3f.,,f. R

~q { it?iz, ? 1n}
and where fij is the response of the j th feature to the 1 th
reference.
Similarly the j th feature corresponds to a vector response f. from
the K classes where

f.o= 1f . .f, ., ... f .

~J {U°ZJ’ ’KJ}
A test character T will correspond to the response vector

Fr=3t,, t,, .y L

~T {i’!b 2 ’ti‘d} 3
and the decision as to which of K classes the unknown character
belongs is made by examining K cross correlation functions

[

and choosing the largest ¢i‘ It is necessary to normalize the
reference vectorslgi in ordey that decisions are not biased in favour
of references with large woduli.

Fal N

Let F. = ”ngﬂbe the unit vector in the direction of,fi.
Eil

The decision process can be restated as the discovery of the i which

corresponds to the largest value of | F.-jcos 8. where 8. is the angle that
‘ - ~ i i “

Ly mekes with the 1 th reference vector. T is therefore assigned the

class corresponding to the reference vector which subtends the smallest
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angle to F
f\'T
The effect of noise on the decision is now considered.
P Vi

In figure 7 there are two unit refercnce vectors Fipgjg@ij is the

angle between them, and £AOB = 2C0B.

FIGURE 7 : Determination of minimum tolerable
noise V.

Any vector from 0 in the plane and lying within the angle AOB is
identified with the i th class; any vector lying in the angle BOC is
identified with the j th class. The least noise which would corrupt
lgi is ¥ with ]EJ: Sin eij/z, where Y is the noise vector whose
componénts are independent random variables*.  The mininum corrupting
noise for the system thus depends upon the smallest angle which exists
between any two vectors in the system. In this way, maximizing the
smallest angle between any two vectors in the system of reference
vectors constitutes an optimization of the system.

Flores et al. now showed that the largest angle asuch that the

angular distance between any pair of reference vectors is at leastais

o = cos M - for N=K-1
K-1

* It is assumed that each feature is affected by noise in the same way .
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In other words the best discrimination and immunity to noise that
can be achieved occurs when o= caswT (~1/K-1).  Moreover this
maximum can be obtained when the unit reference vectors lie on the
vertices of a regular K-1 dimensional simplex inscribed in the
N-dimensional unit sphere.
Yore significant is the fact that ais independent of N.

If the number of features, N, is increased beyond K~1, the optimum
solution will not improve, However, it is true thal an increase

n N obeyond K-1 will also increase the Eegrees of freedom for the
choice of features which comprise an optimum or nesr optimum system.
This makes it easier to comply with the constraints imposed by the
geometry of the characters and still construct a near optimum systen.
It is worth noting at this point that Coombs (66) allows no degrees of
freedom in his schem Flores et al. concluded that the most economical
and optimal solution occurred when the number of features was equal to

[}

one less than the number of classes (N=K-1).  They
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attempt to set up rules or methods for constructing such a set o
features.

It might be deduced from this work that if such a feature set i
to be capsble of any improvement then both the number of features and
the number of classes must be increased. It is important to appreciate
that increasing the number of classes and features does not significantly
damage the optimum angular separation of the class reference vectors
Ei‘ Indeed

Lim cosw1(—]/Km]) =
K- o2 2



However, if reference vectors are added without increasing the
dimensionality of the space, then this angular separatiocn decreases
to zero. Extensions to the Floves et al. optinum system are

considered in more detail in chapter
0

4.3.2 Scoring Scheme

In this work an evaluation function is requivred which scores
operators in such a way that the angular separation of the various
reference vectors is maximized.

Consider a K-class character recognition problem.  Without

Toss of generality let fij = 4 1 1f the J th operator fits the 1 th
reference, and fij = -1 if not.  Then f, = {1,1,..«,]}and

-1y = {m1,w1,...3—1}represent the responses of the trivial operators
which always fit, and never fit, respectively.

It has been decided that K-1 operators with responses
fZ’ES""*fK are sufficient for a near optimal system provided they
can be found. The overall responses of such scheme can therefore
be represented by a KxK response matrix.

i=1, ....K
[{1‘ j} .
‘ Jg=1, ...5K
The angular separation of the various normalised class reference

vectors is maximized when the sum of all possible cross correiations

I P
(Z :Eﬁ'ﬁﬁ) between them is minimized. In the practical sclutions

described in this thesis it will be rare for all angular separations

Qi' to satisfy 7 « Qij:gcos *1~1/35. Therefore in this treatment
2

A "
it will be considered sufficient to minimise K&(ﬁinij)z with the
i,d






Therefore minimizing the £ross correlation) among the set of
operator responses will almost always ensure that the cross
correlation between character reference vectors is also

minimized.  The permanent inclusion of the trivial operator
response jﬁ means that the other K-T operators are discouraged

from a similar behaviour.  This means that during the optimisation
of the operators the cross correlation between character reference
vectors 1s being reduced by usefully increasing the angular
separation rather than by trivially reducing moduli.

These considerations provide a good evaluation measure for
each operator. A candidate operator should receive a good score
if its response s only slightly correlated with the responses of
the operators already generated. In order to construct an increasing

score which can be formulated in the fast integer arithmetic of a

combuter the following formula has been chosen.
ot

&< /i 1.2

- el 0T~
E(f,o) B KfLo 1:,2;4! 5
- (2
N"

where,ﬁo is the response of the candidate operator. Here E(ib)

increases as the (correTation)z of‘jb vith the,jj1 decreases.  This
formula can be interpreted geometrically as the sum of the
perpendicular distances from a point in K-space represented by,fo
onto the directions of each £..  The new operator is included in

the set if there is room, or if its performance is better than the
worst member.

It is observed that this scoring scheme embraces the information
measure of Kamentsky et al. (61) and Liu (g2); the requirement for
'io to be minimally correlated with)ﬁ] necessarily implies that,jo must
partition the character classes into two haives.
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4.3.3 statement of the Problem and Its /fpproach

The OCR experimental work in this thesis was concerned with the
discovery of a set of position invariant cperators which Tead to
the recognition of poor quality 0CR B binary alphanumeric characters*.

althouch in fact each

(3\

The patterns were presented on a 40x20 arr Y,
individual character could normally be placed entirely within a
30x16 array.

It was decided at the outset that the operators should be of
the matrix matching type and should be restricted in the following
ways:

a) Size should not be greater than 30x16

b) Elements should be either white-seeking(gp),

black-seeking (1) or don't cares.

¢) HMNumber of 0 and 1 elements should be bounded.

[
i o

A1T three limitations were chosen so that results would be compatible

with current equipments.
Reference characters were chosen to be the three thicknesses of

Operator responses

FIGURE 8 : The OCR B Upper Case Font

* OCR B is a stylized font specially designed to satisfy requirements of

both human and machine readers (Figureg) (68)
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Having chosen a suitable evaluation function, the search for
good operators was carried out using an evolutionary procedure,
Initially o random operator (() was generated having a bounded number

of elements, F

ES .y . ‘ - L F
§ {237 Sp'} "'&25?)2"”55}: ’pF} F<F,
where‘éi = <Xi s X, ) are the co-ordinates of the i th element and
1 2
Py = 0 or 1 is the parity of the i the element. The operator was

evaluated and the score retained. A single random change was then
made to an X; 0rap.. IT the performance did not improve, the
alteration was removed, otherwise it was left in place. After a
succession of such steps, useful structure was 'trained' into the
operator.  After Mo (~50) successive alterations had brought no
improvement the evolution was terminated and the operator checked for
redundant elements.  Elements were removed if their omission either
had no effect on the score, or caused an improvement. The operator
was then evaluated for inclusion in the set {library) of retained
operators. It was discarded and the process repeated, if
there was no room in the Iibrary and  the operator was no better
than any of the operators already present.

The next section describes the course of experimental work
which was carried out using the evolutionary procedure as a tool in

the search for useful operators.

Experimentation and Results

4.4.1.10x10 Single Class Operators

The most natural and direct approach was initially thought
to be the identification of features which characterized each

individual class of pattern. It was also felt worthwhile to explore
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the possibility of using small T0x10 operators because these might
be 'easier to find' than Targer versions,

the scoring scheme employed was based on the followina formula
I RSN N

(g. =0,1.2, or 3).

where g. is the number of matched archetypes in the i th class and

7
a is the class which the operator is expected to identify.

Operators were given a fixed nunber of random elements and
allowed to evolve in the manner explained in the last section(4.3.3).

In the very first experiments it was discovered that operators possessing
12 or more elements did not evolve. Their initial structure was so
unrelated to the characters that matches rarely occurred even after

a considerable number of single alterations has been tried. In this
way, it was decided that operators should be given 11 elements. It was
also found very early in the work that once the svolution has progressed
a small distance, changes to the parity of single operator elements rarely
caused an inprovement. As soon as the operator took up a particular
structure, the parity change almost invariably was too traumatic an
alteration to allow the operator to continue functioning.  The gains
provided by the added 'freedom' of the parity change, were not therefore
considered sufficient to justify the increased length of time between
operator improvements, and so it was abandoned.

Although operators all started with 11 elements, the software
allowed changes to be made which placed elements on 'top of each other',
thereby effectively reducing their number. At the end of the evolution
of an operator, redundant elements were removed enabling the useful size
of the operator to be seen. A total of 489 operators were evolved

according to the single class evaluation formula with a ranging through
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the classes A-Q.  The proportions of .operators possessing various

numbers of elements are illustrated in table 4.

No. 5 6 7 8 9 10 1
Elements
No. 1 17 | 581 176 ] 154 | 59 24
Operators

TABLE 4

It is seen that operators possessing 8 elements are favoured for the
task of matching one class out of 36 classes. It becomes increasingly
difficult to construct good operators with fewer than 8 elements
because the discrimination must rely much more upon ingenious spatial
relationships between the elements in order to achieve the match/no
match ratio of 1/36. As far as evolution was concerned,it was important
to initialize operators with one or two more elements than the optimum
number.  The presence of one or two redundant elements gave the search
a measure of flexibility and enabled the operator to be modified
without damaging its basic structure. (See also 4.4.3).

The composition of the 8 element operators is illustrated in
Table 5 where it is seen that equal numbers of black and white seeking

elements are preferred.

Bl.} Wt. BT.I Wt. Bl.[ Wt. B]., Wt. BT.’ Wt. 81.! Wt.

No,
Elements 7 -1 6 - 2 5 -3 4 - 4 3 -5 2 - 6

No.
Operators T 12 69 82 1

Ny
jon)

TABLE 5
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There seems to be some justification, again in the interests of
program efficiency, not to generate operators possessing 1 or fewer

!

elements of either parity. A large number of black seeking elements

or

probably does not evelve successfully, whereas a small number of
black seeking elements will not extract encugh information from the
characters.

Each coperator was scanned over all 108 characters in about
5 seconds and a new operator was produced after about 100-200
iterations or 10-20 minutes of processing time. Many of the results
described in this thesis were obtained during night periods when the
computer would not otherwise have been used. Details of the software
relevant to this work are given in Appendix D.

Four examples are shown in Figure 9, Alengside each operator
is a histogram of the responses over all 108 archetype OCR B
cheracters.  The particular aspects highlighted by the operators have
beem superimposed on each illustration. These are instances of
features which occur only in single classes of characters. It is
noted that especial use is made of black/white adjacent elements or
edge detectors, factors which were specifically excluded by Uhr and
Vossler (see 4.2.).

An analysis of the operator responses enabled the characters A-Q.
to be ordered according to the percentage of operators scoring =104,

This ordering is shown in Table 6.
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FIGURE 9 ¢ 70 x 10 single class operators and responses
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Total No. Ho. scoring
Character Operators =104 %
H 32 32 100
K 32 32 100
I 32 29 91
A 28 23 82
E 32 26 81
J 32 25 78
F 32 . 23 72
N 32 23 72
P - 32 21 66
G 32 20 63
M 19 12 63
Q 10 6 60
0 32 19 59
D 32 18 56
c 27 14 52
B 22 8 36
L 32 6 19
TABLE g

Several of the easily confused characters (Q,0,D) are seen to be quite
low in the Tist. However, the characters 'L' and 'B'wére probably
not at the bottom beceuse of any intrinsic difficulty of recognition,
but because most of the distinguishing featureswere too large to be

represented within a 10 x 10 window.

Several of the best operators corresponding to each class
were grouped together so that some real character examples could be
classified using a majority decision. Some preliminary resuits
indicated that the operators would only classify characters whose

quality was equivalent to that of the archetype.
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Single class operators are probably best dgesigned intuitively

i

because the human designer can build his own ‘experience’ into the
operator without having to test it out on all possible character
degradations.  However, intuitive heuristics can be misleading and a
human designer would certainly have difficulties if he was confined

to a 10 x 10 window.  Nevertheless single class operators only
distinguish one class bf character from the rest and are bound to be
inefficient because of their poor information content (see summary to
4.2).  This is illustrated %n Table 7 in which ideal operators designed
for three different tasks are rated according to the number of pairs

of classes that are distinguished and the total number of classes in

the problem.

Total No. Classes 2 10 36 100 K

Specific separation 1 1 I ] 1
of 2 classes

Single class 1 - _
recognition ! 9 35 99 K-1

Binary partition 2
of classes 1 25 | 32412500 | (K/2)

TABLE 7 : Numbers of pairs of
classes distinguished
by 3 types of operator

In a 36 class problem it is seen that operators which match half

of the character classes can be almost ten times as powerful as those
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which match only single classes. Moreover this advantage increases
as the number of classes increases*.  However, the problem of
designing a whole set of operators with the necessary in endencies

1s a task far beyond human intuition, .

the next section operators are evolved not to fit single
classes, but to satisfy the criterion of angular separation set out in

4.3.2.

4.4.2 10 x 10 Orthogonal Operators**

10 x 10 operators were again evolved but this time the following

evaluation function was used:

ol
s N (f,0~,£-)
E(f,) =33 ° -, !

SR

r\z'}

2

as derived in section 4.3.2. In this practical application each

ii = {f?i’fZi’ e 3{ } was a position normalized version of the trus
Vi

‘ _ 1 .
response vector 9 ”{gii’ Iojs =ovs 9361} over the 108 archetype

character set,where

= gij - 3/2 (gij =0, 1,2, or 3)

f..

1]

This transformation was carried out in order to allow angles to be
assessed outside the positive 'quadrant' and to avoid zero denominators

in the evaluation formula. Initially the library was empty and the

stored responses were set to zero. This meant that at first,

¥ This implies that the number of operators also increases (See 4.3.1).

** The term orthogonal is used because ideally there is a right angle

between any pair of response vectors



fij = ~3/2, i1 with f?j = +3/2 (as defined earlier in 4.3.2.).
It followed that the first operator to be generated was very strongly
encouraged to respond at right angles to the trivial response fq, The
first operator was satisfactory therefore if it merely matched half of the
character classes and was stored with response fZ‘ The second operator
was still encouraged to match half of character classes, but at the same
time its response had to be perpendicular to jé. As the Tibrary filled,

moreii became non-trivial and the requirement to be perpendicular to fq

decreased. Eventually a library of 32 orthogonal operators with responses
ié,jé, ...gfea was produced.  However, therewere always several very poor

operators in the library which added very little information to the
recognition capability and had a correspondingly Tow scere.  And so the
evolutionary process was continued allowing the weakest operators in the
library to be replaced by better ones as and when they were generated.

In this way a steadily improving orthogenal set of operators was cbtained.

Continuing the process in this manner meant also that the search was not

jat]

impeded by a poor choice for the first few operators; indeed any operator
was discarded as soon as its response did not appear to be contributing
to the 'overall' performance.

Over several experiments a total of 76 operators were generated all
initially possessing 11 elements and all having this number possibly
feduced by the elimination of redundancy. The distribution of operators

possessing various numbers of elements is illustrated in Table 8.

No.

Elements 5 6 7 8 9 10 11
No.

Operators 6 32 26 8 2 ] 1

TABLE 8
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This time the most popular nunber of elements was 6 (cf. Liu who

chooses 5-7 in (62)) as compared with 8 for the single class operators.

This reduction occurs because the orthogonal operators are expected to

fit 18 classes of character instead of one. It follows therefore that

in general, orthogonal operators not only extract more information, but

also they have a simpler internal structure than the single class operators.
The composition of the 6-element operators is displayed in Table 9

where again an equal split in the elements is favoured.

Black/White| Black/White! Black/White| Black/uhite
No.
elements 5 - 1 4 - 2 3 - 3 2 - 4
No.
operators 1 10 19 2
TABLE 9

Some examples of orthogonal operators produced by the procedure are
shown in Figure 10. Often the intention of the operator could be seen
by inspection. For instance, operator a) detects top left hand corners,
and operater d) detects a specific type of concavity. The author feels
that although it is easy to interpret operators in this way the reverse process
of obtaining an operator from a response requirement is extremely difficult
and may not even be possible.

An orthogonal set of 32’operat0rs was evolved and evaluated on some
real OCR B alphanumeric data.  The decision scheme was based upon the
cross correlation of the response vectors with 36 reference vectors derived
from the archetypes (4.3.1). The data was obtained from Tine printer
outputs and was separated subjectively into 6 grades of print quality.

A detailed account of the grading is not given here, but it is sufficient
pvi -
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to state that the quality was much higher than the data used in the

next section,

results

are summarized in Table 10

where in fact better error rates were achieved.

The

Total Ho No. %
Characters | Correct Error
Grades 1 & 2 - 524 484 8
Grades 3 & 4 635 “ 449 35
Grades 5 & 6 223 126 44
TABLE 10

The error rates were obtained for a forced decision with no option to

reject the character. It was ohserved that particular character
confusions could be blamed for a large number of the errors.
p~0,E~-F andB - P.

Among the worst offenders were Most of the

difficulty could be attributed to the fact that distinguishing features
for these character pairs all involved a dimension which was greater than
10 units long (Figure 11). This meant that a 'P' contained all the

10x10 features that a 'B' contained, and similarly an 'F' contained all
the features in an 'E'. A 'bottom left hand corner' detector would in

However, it was found that

R e
L

theory make the required distinctions.

1




varying character thicknesses and edge irregularities made this
intuitive operator of very little value. In any case, such an
operator designed for a specific confusion pair is not in keeping
with the strategy of orthogonal operators.

In view of these difficulties it wes decided to allow an operator
to span an entire character. This would of course increase the
size of the search space, but at the same time it would remove severe
restrictions in the potential recognition capability of the system,

4.4.3. 30 x 16 Orthogonal Operators

In this experiment operators were allowed to evolve within a
30 x 16 frame. Earlier empirical results suggested the following
bounds for the generation of operators:
a) A1l operators were initialized with 7 elements.
b) No operator was generated with less than 2 black
seeking elements.
The orthogonal operator evaluation function was again employed
(4.3.2), this time with K = 65. The sequence of evolutionary changes
during the production of a typical operator is illustrated in Figures
12 and 13.  Initially the operator has five black seeking points and
two white seeking points Tocated in random positions within the 30 x 16
frame.  Amongst & total of 41 random alterations there were 11 improvements,
The successive response vectors are shown in Figure 14.  Although the
evolution is incomplete, it is still possible to identify the final operator
(No.12) with the detection of 'bottom right hand corners'.
It was thought that in practice operator responses would not all be
mutually orthogonal and therefore that many more operators than the

optimal 35 could be accommodated in the recognition system. It was found
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that the rate at which new operators were added to the Tibrary dropped
considerably after about 45 operators had already been generated, The
procedure ‘preferred' to overwrite poor operators with better ones rather
than increase the total number.  This meant that as the numher of
operators in the Tibrary was increassed, certain operators became weaker
and at least one began to score less than the trivial operator.

Operators weakened in thié way simply because their responses were
surrounded by several others which were not at a satisfactory angular
separation. Herve then is some experimental validation for the theory
expounded by Flores et al.in 4.3.71 where it was stated that no improvement
could be made to a recognition system by merely increasing the number of
features without Timit.

Another set of orthogonal operators was now generated but this time
it was limited in size to 40 operators in order to avoid the stagnation
phenomenon described above.  The set of operators was evaluated over
real data using a simple nearest neighbour decision scheme:

Let gjj be the number (0, 1, 2, or 3) of archetype characters matched
by the j the operator in the set, Suppose the test character T gave rise
to the response vector FT = t}, tZ’ s tK where K is the number of
operators and tj =3 or 0 for a fit or no fit, respectively. Then T was

assigned to the class corresponding to the smallest of the 36 sums Sj, where

K
S gmj]g,iftj[ i=1,2, ..., 36.
J=1
If, however, the two smallest sums Sa’ Sb’ differed by less than or equal

to 4, the character was rejected and no classification was given.
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printer characters. The quality of print ranged from the totally

~

unrecognizable to the very highest quality. The characters were
subjectively graded by document and so it was to be expected that .
many individual characters were fincorrectly graded.  There were 32
grades numbered 1-32, the larger numbers being associated with the
poorer qualities,

The odd grades corresponded to the thinner sorts of character,
and the even grades corresponded to the thick characters. Table 11
Tists the numbers of characters which were put into various pairs of
grades. Figures 15 and 16 depict 8 character samples taken from 8
of the grades.  The top row of 4 in each\block of 8 are typical
characters in the grade; the lower row consists of 2 of the worst

followed by 2 of the best characters.

GRADES 1= 375~ 70 9-11 13-15 1 17-19 {21-23 | 25-27| 29-3]1

No.
CHARACTERS% 69 160 + 157 238 202 319 162 114

Odd Grades : Total = 1421

GRADES 2- 41 6- 8110-12 1 14-16 | 18-20 | 22-24 | 26-28 30~32

No.
CHARACTERS, 81 207 2

N
(62
it

57 138 341 221 | 73

Even Grades : Total = 1443

TABLE 11

The performance of the 40 30 x 16 operators was decidedly better

than that achieved previocusly. However, a few difficult characters



Grade

Grade 21

Figure 15.

sososors cecenas
sestiacessoas osasases
+$3 P44
134 $33 34
- 44 . ...
- 34 134 .
- s -4 ..
- - P-4 oo
s $33 $34 o4
o £33 133 22
- 433 133 s
< £33 e .
34 2o 34
—— 133 $44 34
o 13- 13
e os b33 4
- oy Prpeipd ey
- 49 -4 .o,
bt o iy ..
— 133 +333 Jasats
e £33 344
>3 2
> - +* os
o S
o 44
by >4 an
s 49 ae.
2% 4 4
22 e8!
e 133 s
22 133 e
H 3 e
22 133 £33
13333Y 3
113 o
$ b33
22 22 THIIT:
P d '8
o2 £33 154
25 ¢ 3
£33 t31 133
28 tH 133
2o 2 N
29!
3

ical

1

6406
31t
M

rade 13

Grade 31

Odd Grade Characters.



.
¥
1 ¥
!
h o ;4
3]
¥ 1
¥ 3
37 $iss
bS8 ¢4 e
i
1
32811 ¥
T P
11 :
s
HETHH 333323
41 13
1 3
i
i
3
134t
IHHHT I
I
HHEH
1
:
#
i
#
Hit
$13481
?9
H 434
H
i it
1381
HHHI AR
"
it
:
HH
133338
13558
3 13
438111513
LT
¥
$

2
2
078080
100008
T
e 1008040
00040 ooy
6966084
$400400000000
S
HH :
Y 280 I
b33 bo4
¢ b4 :
3T
b3
t 944
e
e
e
$3343
HI
10 31t
313 38t
s
1343841
048488883
+
b
$41
3 H
14
H .
H e
111 454
H sasesq
41
M
1344
i
se0venae e ses
4940 '
331
e3¢
434
b33
131t
s90 0085
188 ¢
153
b4
83
os
i
433
113
e
15t
¥ 289499
3t
$3333188.
t44434 3

12

Grade

4

Grade

83508
4 2
essedslsdtss . ’
$99 2084800004 144 2
t H3H ¢
HH :
s ¢
2088002000206 604
0998098004087 064090 6
s
2e 1411
144 H44 t
HH 3 seeess ve
338 (133 taces
3 1344
$aee 28 ss0se.
sese . 4554
32038 .l 228
1t 83
1t 1t seas80e:
i 888352428 34
peseasslsess
e $ £
s ] ]
t 4 tH
3 s H
4 £33 3
s 3 b4
seselss 111381t
268000 2800204
11
44 ¢ inpnniinn
13 111
44
b
it
§25094¢ %7
BRI $55¢ 249455085
: 4 874 ¢5
H i a0
: 3] H
: i o2
H I 4
40820200004 nnt
basass e 11 000000
00000004
i
++ 4
s
el H] $oasesssssses
I} 1 3t b 133+
i 18283 bt H
2 131t see .o
i H411 44 4
1111 108684
.8 2 e 404
esesesies
eiavasiii
113t
peatsong en
Jassass! setsasasasss
4 b e 338e2essssesess
228 s $ $
b33 see
111t -1
1111 H
tt H
Tt sos
vesasses saeastassanes
1
e
H
‘4 Hutiiitaig
444 1200 8sesataceectsss
it 133
11 HEINT
: R
¢

32

Grade

22

Grade

Characters.

Figure 16 . Typical Even Grade



1

(e.g. @, 0, D) again gave rise to the major proportion of the total

error and reject rates. Two steps were taken to offset this problem.

i) 24 more operators were chosen from earlier
operatorsets which distinguished the more
difficult confusions.  This brought the

total number of operators in the set up to 64.
f

i “haracte ferences . . - .
ii) The 36 character referenc 9i1s Gins > 9iga
were regenerated from the average operator responses

to real data derived from grades 1 - 10.

Step 1) was unsatisfactory in the sense that the extra 24 operators
did not extract as much information from the characters as they might
have done.  However, the number of errors was reduced by this action.
Step 11) effectively moved the 36 character reference vectors to the
centres of gravity of the 36 clusters of data points in feature space.
This was carried out because the 108 theoretical archetypes did not
represent some of the real characters.

Three examples of operators together with their average responses
are illustrated in Figure 17. The complete set of 64 operators is listed
in Appendix E.  This set of operators was evaluated over the OCR B data
described above, and the error rates and reject rates are summarized in

Table 12 and Figure 18,
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GRADE 1= 31 5= 7] 9-11113-15|17-19 | 21-23 | 25-27 | 29-3]

resect | 87 | 87 [1a0 fiee | 90 |10 4001 |70

. 2.9 | 1.9 | 3.8 zo 0.5 | 1.3 | 3.7 |11.4
Odd Grades

GRADE 2- 4| 6- 8] 10-12 | 14-16 | 18-20 | 22-24 | 26-28 | 30-32

;’;feject 12.3 | 9.7 | 5.8 |16.6 181 [10.9 | 9.5 | 9.6

. 1.2 ] 1.0 ] 04 | 3.2 ] 1.8 1.2 | 05 | 1.4

Even Grades

TABLE 1z

it e o AT

Out of 2849% characters which were actually classified by the recognition
system, 59 were substitution errors and 446 were rejected. The true
classification and the machine classification of the characters displayed

in Figures 15 and 16, are given in Table 13. The complete confusion

matrix is displayed in Figure 1. It is seen that major confusions occur
between p and 0, and E and F. A study of the characters themselves reveals
that only a small amount of distortion is required to transform P—0 and

0—-@; it is also common for the lower limb of E's to be completely missing.

* This number is different te that given in table 11because several

characters were subsequently rejected owing to paper tape imperfections.
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GRADE 3 R T I D H J Y P
MACHINE
CLASSIFICATION | R T 1 D 1 q Y p
GRADE 13 A R S ¢ ) R p 7
MACHINE
CLASSIFICATION A R S i § S p 7
GRADE 21 G 1 N U M Q J S
MACHINE
CLASSTFICATION | G I N U M 4] J S
GRADE 37 I 3 M B A 7 P 7
MACHINE
CLASSIFICATION | ¢ K q g i q p 7
GRADE 4 U T S R H D 4 2
MACHINE
CLASSIFICATION | U T S R H D 4 2
GRADE 12 D H K Q F S U v
MACHINE
CLASSIFICATION | D H K Q F 8 U )
GRADE 22 ] 6 9 B F G 5 8
MACHINE
CLASSIFICATION | 1 6 9 B q q 5 8
GRADE 32 1 B F I 2 7 4 D
MACHINE
CLASSIFICATION 1 B F I 2 7 4 D
T = reject

TABLE 13




The problem of distinguishing certain difficult pairs of
characters was given to a small group of human recognisers so that
the machine performance could be compared. A1l 2's and Z's,

and presented

fe}}

f's and O's, and 8's and B's were extracted from the dat
in a random order. The human recogniser could either decide between

the two classes or reject the character. The reject rates and error
rates for each person over the three problems are given in Figure 20.

The machine performance was obtained by forcing a decision between the
two classes in question and rejecting the character if the sums ST’ 825
corresponding to these classes, differed by less than 4. It is seen
that the humans rejected fewer characters and made more mistakes than

the machine. A fairer comparison might have been made if the machine
had been compelled to reduce its reject rate. Nevertheless the
experiment demonstrates that some of the poor quality characters probably
could never be classified with certainty.

The question of contigquous characters must arise in any 0.C.R.
system. So far only isolated single characters had been considered, and
it was felt important that the reaction of the recognition system to
contiguous characters should be tested. O0f course, if character
segmentation is achieved outside the recognition system, this problem will
only arise during a faulty scan (4.1.2). |

In this experiment 136 character 'contiguities' were consﬁructed.by
abutting the final half of one character with the first half of another
and recording the machine classifications. It was found that the machine
gave false classifications to 15 of the shapes but rejected the remainder.
The experiment demonstrated that the system possessed a clear ability to
reject alien structures.  This suggested that such a recognition scheme

was feasible for inclusion in a continuous system (4.1.2) which would be
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tndependent of the horizontal separations of characters. A decision
would be made only after several successive identical classifications

had been given.  Each character would be 'seen' by the machine to be

Uy

segmented from the rest by a period of reject classification

A.4.4 Improvements to the Evolutionary Search

The evolutionary search has heen successful in discovering operators
for several different OCR problems. The minimal use of intuitive search
heuristics was in keeping with the philosophy of this thesis. In
hindsight, however, there were several instances where avoidable Timitations
had been imposed on the search.

A restrictive heuristic was the decision to keep the number of
operator elements rigidly at 7 throughout {he evolution of an operator.

A more adaptable scheme would have allowed new elements to be created and
old ones to be removed. This could have been achieved simply by providing
a pool to which an old operator element could be moved, or from which & new
element could be taken.

Another restriction which also hampered the search was the 30 x 16
operator frame itself. A1l too often the evolving operator moved up
against the operator frame and was thereby prevented from any further
variation in that direction. Upon reflection there was very little neead
to have any boundary for the evolving operator at all. Characters could
always be located within a 30 x 16 matrix and therefore a useful operator
could never have its black seekingelements extending across a matrix larger
than 30 x 16.  Some white seeking elements could probably extend over
a greater area than 30 x 16, but it is likely that they would be redundant
unless they were also in the vicinity of the character. It follows

therefore that an unbounded evolving operator will automatically maintain



itself within the approximate dimensions of the characters being
recognised. Only occasionally will the final operator have to be
rejected on the grounds that its white seeking elements lie outside the
terms of the problem.  Such an arrangement could be simulated by
employing a larger frame, say 30 x 20, and centralizing the operator
within the frame after eaéh improvement.

Finally the structure of the pseudo-random number generator
restricted the search. If the number sequence provided by the generator
coincided in some profound way with the problem structure, then very poor
results could be expected. However, it is felt that the chances of this

occurring in practice are remote.

4.4.5 Comparison with Intuitive Design Methods

Parallel but independent work was also carried out on the
intuitive design of operators.  This work involved the manual
selection of each element in a set of 108 operators. The design
engineer called upon several years of experience in this field and
produced a set of operators for the OCR B font in about six months.
The recognition system which was designed in this way was given the
identical character set employed in 4.4.3.  The performance is
summarized in Table 14 and Figure 21,

The exact details of the intuitively designed operators and

the recognition scheme are not available because of commercial secrecy.
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GRADL 1= 3 | 5= 7| 9-11}13-15] 17~19 | 21-23 | 25~27 | 29-31

% REJECT 0.0 {26.9 [33.8 [26.0 {10.9 [23.5 [57.5 [91.9

% ERROR 0.0 0.0 0.6 0.0 1.5 1.9 2.5 0.9

Thin Grades

GRADE 2~ 4 | 6~ 8 [10-12 | 14~16{ 18-20 | 22-24 | 26-28 | 30-32

% REJECT 2.5 6.3 0.9 3.8 3.6 2.1 5.4 2.7

% ERROR 1.2 1.0 0.4 3.2 1.4 1.2 0.5 1.4

Thick Grades

TABLE 14

Out of 2849 characters 550 were rejected and 27 were in
error. This compares with 440 rejected and 69 errors with the
automatically designed system. It is seen from Figures 18 and 21,
and Tables 12 and 14 that the intuitively designed system never
reached an error rate greater than 3.2% but this was achieved at the
expense of a large rejection of the thinner grades of character.

The total number of elements used in the 108 operators was
849 and this compares with the 352 used in the automatically designed

set of 64,
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No. No. Ho. MNo. OESTGEN
ERRORS REJECT FLEMERTS 1 OPERATORS EFFORT
NTUITIVE 27 550 849 108 0.5 man year
hours
RUTOMATIC 69 440 352 64 30 computation
TABLE 15

The intuitive design method required 3 man year of design effort
1 ; £ e . L
and this must be compared with the 30 hours of computation on a DDP 516
necessary for the automatic method. At current rates the manual technigues

were by far the more expensive.

4.5 Summary

This chapter has examined the problem of the design of operators
for Optical Character Recognition. Current methods rely heavily upon
a combination of intuitive heuristics and manual intervention. It has
been shown that the design of the more efficient type of orthogonal
operator is not amenable to an intuitive approach, nor has a suitable
search heuristic been produced in the literature.

The evolutionary search procedure was used in this work and
enabled most of the effort to be concentrated upon the study of different
evaluations rather than the effects of different search techniques.  This
meant that the properties of each type of operator could be assessed
without the burden of first designing a set of heuristic search rules.
Several useful search heuristics became apparent after some results were
obtained and were used at later stages to expedite the original search.

A set of othogonal operators was constructed automatically and

evaluated over real data to give encouraging results. These results
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were especially promising in view of the poor print quality, the
simplicity of the operators, and most important, the extensibility
of the recognition system (see 4.3.71 and 5.2,1). Finally a
comparative experiment was described which used intuitive design
methods and demonstrated that a comparable performance was achieved

by the automatic method at a fraction of the design costs.
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5. Conclusions and Future Work

0 Conclusions
5.1.1 The Evolutionary FMethod

The intention in this thesis has been to deomonstrate the
philosophy  and use of evoluticnary search processes. During
the study it became apparent that the evoluticnary method possessed
several advantages over other approaches when applied to & certain
class of problem,  On the other hand it was shown that when employed
on a totally different type of problem the method was extremely
inefficient

The non-exhaustive nature of evolutionary searches makes
them eminently suitable for problems involving very large search
spaces and little or no a priori information.  Their application
to such problems can enable useful heuristics to be inferred from
the results and used to expedite the original search process (chapter 4}.
Conventional graph traversing techniques are only successful in large
problems if powerful heuristics are known which prevent an unmanagesble
number of nodes from being expanded. Hill climbers and to a certain
extent the evolutionary searches, require advance information about
the ‘smoothness' of the hills in the search space; such information
is often lacking.

Useful heuristics or analytic properties of the search
space are often known before the solutions to certain problems are
attempted. In these instances a purely evolutionary approach is
Tikely to be inefficient, indeed if sufficient structural information
is available,no guesswork or intuition shouid be necessary and the

goal can be reached directly (3.6).
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Reduction of Fintte-State Machines

[&x!
Ny

Lvolutionary search concepts were applied to the
problem of the reduction of finite-state machines, It was
hoped that some of the large computational requirements which
are commonly encountered in this area might be reduced by
using such an approach.

A set of rules was defined for merging pairs of
states after they had been functionally compared using sets
of random input sequences.  The results indicated that in order
to obtain a valid reduction, an excessive amount of computation
Was necessary. It was found that the amount of processing was
in fact dependent upon the internal structure of the machine
being reduced, more precisely upon the Tength of the longest
minimal distinguishing sequence required to demonstrate that a
pair of states was incompatible.  This meant that a machine
which was functionally equivalent to a counter for example,
would probably never be reduced accurately because of the
length of the distinguishing sequences. In conclusion it can
be said that the technique as originally described was not
feasible as a general purpose tool for the reduction of
finite~state machines. However, the results did not invalidate
the rules for merging states ana these remain as a useful
deterministic reduction method (3.6).

A similar criticism can be levelled at the method
for the determination of preserved partitions described in
Appendix C, and a deterministic version of the algorithm is

again to be preferred.
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5.1.3 Optical Character Recognition

The most significant demonstration of the evolutionary
method was in the design of operators in the problem of Optical
Character Recognition.  This was a practical problem which
demanded the automatic recognition of over 2800 OCR B characters
over a complete range of print qualities.

1t was found that the success of the evolutionary search
was not affected by the complexity of the evaluation criteria. In
other words the precise details of the search mechanism did not
need to be altered every time a change was made to the evaluation.
This meant that operators could be designed according to a variety
of requirements without the burden of designing different sets of
heuristic search rules. Effort was therefore concentrated upon

the effects of different search techniques.

.

Several results were obtained using this search metho

and some initial observations were made:

a) Although operators which matched single
classes of character were often straightforward
to design (intuitively and automatically),
they were shown to be insufficient in their
extraction of class information from the test
characters. This meant that such operators
were unsuitable for the recognition of very
poor quality print.

b)It was found that a restriction on the size of
the operator led to recognition weaknesses which

were directly attributable to this size limitation.
Y



In view of these considerations oberaﬁors were allowed to span
the entire character area, and an improved evaluation criterion
was chosen.  This criterion gave rise to sets of operators with
'orthogonal' response histograms, or equivalently, to sets of
operators which were optimal in an information theoretic sense.
Efficient recognition could still be achieved therefore, even if
a percentage of the operators failed to function in the way the
engineer intended. Moreover such a scheme was cconomic not only

£

in the number of operators required for a particular problem, but

also in the number of elements required for each operator®.

Many operators having various performances were
obtained using the evolutionary search. A closer study of the
search paths leading to the more useful operators yielded several
imprecise properties or heuristics some of which were used to
add efficiency to the original search:

1. The first search heurisiic which was employed

limited the number of elements to be<=11 and

allowed changes to be made only to single elements.

2. Changes were limited to alterations in position
of the elements. Parity changes were found to

be unproductive.

3. Operators which matched single classes were most
Tikely to possess 8 elements (4 black seeking and

4 white seeking).

* The total number of black and white seeking points in the 64

operator set described in Appendix £ was 352 or an average of

5-6 points per operator.



4, Orthogonal operators were most Tikely to possess
between 5 and 6 elements, at least 2 of which were
black seeking., Operators were therefore initialized

o

with 7 elements at least 2 of which were black seeking.

5. Improved performances were obtained by employing

a window size which spanned whole characters.

A set of 64 cperators was produced and evaluated over
real data to give results which are summarized in Figure 18. It
is seen that the reject rates and error rates increase as the
quality of the thinner (odd grades) type of character decreases.
However, this does not occur with the thick (even grades) characters
and probably indicates that a large propertion of the errors and
rejects are due to an insufficient number of operators fitting the
characters, rather than a large number of operators all fitting the

wrong characters.

It is also significant to point out that the shape
of the reject histograms follows the shape of the error
histograms quite closely. This tends to confirm that the
quantity of data employed was sufficient to give a realistic
indication of the performance of the system. If insufficient
data had been used then one micht not have observed such stable
trends in the error/reject histograms.

A detailed study of ﬁhe errors and rejects 1ndicaﬁéd
that the majority were associated with a few character confusions,
e.g. 0-p, E~F, P-R. It was clear that the overall performance

would be substantially improved if these confusions could be resolved.



The difficulty of some of the character classifications was
demonstrated by comparing the machine performance with that

1

ound that

-

3

of a small group of human recognizers. It was
the machine made fewer errors but rejected more characters
than the human recognizers.

A much more extensive experiment was carried out
which compared the performances of operators derived by
evolutionary methods and those derived using human intuition.
The manually designed operators were applied to the same data
set and the two recognition performences compared. In a data
set of 2849 characters it was found that the automatically
designed operator set made 42 more substitution errors but
rejected 110 fewer characters than the intuitively designed
system.,  The automatically designed Togic was also found to
be half as costly in terms of operator complexity (numbers of
gates) and considerably cheaper in terms of design effort
(Table 15).

This study of the orthogonal type of operator has
shown that it is not necessary to process vast quantities of
data in order to design useful operators. Instead it is
sufficient to employ only a relatively small set of theoretical
archetype characters in order to determine good positions for
operator elements. Indeed it is perhaps easier to imagine that
there is no real need to search beyond the basic construction of

the characters for additional information as to their classification*.

* A study of specific degradations would supply more information
3 SN

provided that the degradations themselves could be recognized.
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This conclusion relieves the enormous data handling problem which
is seen especially in the work of Kamentski and Liu (61) and Liu {62 ).

Probably the greatest advantage of the orthogonal operator
set lies in its extensibility. The same evolutionary method of
construction can be used to generate more operators which will
resolve difficult character dichotomies, and at the same time
maintain a useful capability over the rest of the classes (5.2.7).
In this way errors arising from common character confusions are
removed but not at the expense of other spurious errors.

The performance of a pattern recognition system can never
be predicted with any certainty over unseen data. It is only
possible to demonstrate performance over a limited quantity of data
which is hopefully representative of that expected in practice.
Indeed a doubt which is commonly expressed about pattern recognition
systems in general, concerns their ability to generalize into
unseen data. It is a question which can always be asked and never
be satisfactorily answered. Howeve}, the author feels that this
criticism has no real foundation for it can only be resclved by a
straightforward evaluation of the unseen data. The data is then
no longer ‘unseen' in the sense that no information is gained about
the expected performance on the next batch of unseen data. It is
much more important to determine precisely Egﬂna pattern recognition
system can be improved if, perhaps at a later stage, the characteristics
of the data move outside the limits which can be tolerated by the
system. In other words the pattern recognition system itself must
be capable of accepting beneficial modifications in the light of
results obtained long after the initial training process.  Such a
procedure for the orthogonal operator OCR system is described in the

next section.
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Areas for Further Study

5.2.1 Optical Character Recognition

The work described in this thesis has vevealed an important
avenue. of study for further research in Optical Character Recognition.
The practical OCR problem tackled in this thesis is by no means solved,
and a considerable amount of research effort is needed before the results
could give worthwhile economic gains over conventional techniques.
However,  the work on Optical Character Recognition comes
closest to providing an economically viable method. In order
to achieve this it is proposed that the recognition system be
extended to cater for more stringent error rates and reject rates.

As has been described in the thesis (4.3.2 and 4.3.3)
evolutionary methods exist for the generation of K-1 orthogonal
operators in a K-class problem. However, it is found in such
a éystem that the majority of errors and rejects can be attributed
to just a few difficult character classes. These errors can be
studied and representativé characters chosen (e.g. some 9's) to
act as new archetype characters for the K+1 th class*. A new
operator is then evolved thereby producing a (K+1) x (K+1) response
matrix and maintaining the orthogonality between the operator
responses themselves @ .3.1). During recognition, of course, the
K+1 th class will be identified with the original class (e.g. the
Pp-class).  This technique can be applied each time it is felt that
the recognition of certain classes is unsatisfactory. As the
system expands in this way, it would be quite in order for an
earlier operator to be overwritten by a newly evolved operator

which has greater capability over the extended set of classes.

* These archetypes might, for instance, reflect particular forms

of degradation.
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The multifont problem can be approached in much
the same way; the number of classes would simply be extended
each time a new character variant was found to be causing an
excessive number of errors or rejects. For instance, one
would almost certainly require a lower case 'A' class (a).
In this way the system could be improved towards either the
recognition of poorer quality characters, or the recognition

of a greater number of character fonts, or both.

5.2.2 Finite~State Machine Studies

The evolutionary search has been shown to be inefficient
when applied to the reduction of finite-state machines.  Nevertheless
the rules which have been set down for merging pairs of states can
still be applied algorithmically with a guarantee of accurate results.
As described earlier the merging technique can yield several
di fferent reductions of the same machine by beginning the process with
a different ordering of states. Further study is required, therefore in

order to remove this apparently arbitrary starting point for the reduction.

It seems likely that the method will achieve its best performance

when the reduction has available as many alternative paths as possible
at every stage in the process. In other words rather than first
merging the rows containing mainly don't care entries and leaving an
unreducible set of non-redundant rows, it would be more efficient

to attempt to merge the non-redundant rows first. This means that

a good ordering would be one which put the rows with the fewest
don't care entries at the top, and the greatest number at the bottom.
1t was emphasised that the reduction of finite-state

machines only has real value if simple structure is not already
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present ,and moreover that & knowledge of the preserved partitions
of a machine directs attention towards this structure. It is only
a small step further to propose that redundant structure can be
added in order to simplify machine implementations, perhaps to

achieve a shift register configuration. This is the 'state

splitting' problem (29), as yet unsolved in a practical sense.

5.2.3 Fingerprint Classification

Fingerprint processing and file searching are becoming
increasingly severe information bottlenecks owing to the volume
of prints handled. This problem is aggravated by the decreasing
number of fingerprint analysts.

A second major problem is the need for an effective single
print classification technique, that is, one which generates a large
number of classes. | The currently accepted Henry system and also
the Battley system are both inadequate (69 ) for positive
jidentifications from single prints. However, just as with OCR,
the chief obstacle to automatic fingerprint proceséing is print
quality. Prints can be distorted in a variety of different ways,
each of which presents considercble difficulties at the encoding
stage.

Grasselli ( 70) encodes prints by recording the local
slopes of the fingerprint ridges and then smoothing the resulting
values. The transformation is completed by combining these
elemental slopes. Recognition is carried out by detailed ridge
following algorithms in the vicinity of the core of the encoded
print. Hankley and Tou (69) employ a scheme which systematically
searches along ridges and detects topological features.  The
topological coding generates a 'sentence' which describes the
structure of the print. It also enables the print to be

classified according to some ordering of the set of sentence codes.
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A serious disadvantage éf both techniques is the
critical dependence upon the very first step in the encoding
process. Providing the important information is not lost at
this point, correct classifications can always be obtained.

However, this criticality throws considerable doubt upon the
repeatability of subsequent encodings of the same print; it is an
essential requirement that encodings of the same print taken at
different times should only vary within clearly defined bounds.

It is suggested that the apprcach taken in this thesis
towards the OCR problem could also be employed in the classification
of fingerprints. Features would again correspond to binary matrices
and each reference print would be ﬁharacterized by a binary vector
which indicated which features matched the print. Scene of crime
prints would then be scanned by the same set of features and the
resulting vector compared in a nearest neighbour sense with the
reference vectors. Ideally each reference vector would be
orthogonal to the others so that the system could tolerate quite
noisy prints before all the usefull recognition capability was lost.
In fact as prints decreased in quality, fewer features would match,
and this in turn would result in a smaller search reduction ratio.
The fingerprint problem differs fundamentally from OCR in that the
print classes are not necessarily predetermined, In practice this
would mean that the classes would be formed by the set of features
employed and would be satisfactory only if each class contained a

sufficient number of prints.
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Zadeh described algorithms as fuzzy .if they contained names of
fuzzy sets. In this way precise meanings were assigned to fuzzy
instructions through the use of the membership functions of the fuzzy
sets which entered into such dintructions. However, as Zadeh pointed
out, "the assignment of a precise meaning to a fuzzy instruction does
not in itself resolve the ambiguity of how it should be executed”.

Certainly if the various membership functions are interpreted as

probability measures, then the execution of the fuzzy instruction
presented no difficulty. Zadeh mentioned other metheds of execution,
but emphasized that he had not provided a definitive answer to this

question.

Probably the most attractive feature of fuzzy algorithms Ties
in their indefinite nature. The success of a fuzzy algorithm should
not depend on the knowledge of the "precise specification of the
membership functions of the fuzzy sets entering into such instructions
(72) It is in this sense that fuzzy algorithms and the evolutionary
algorithms described in this thesis overlap in their general intent.
It is important to observe that many of the fuzzy sets which occur in
Pattern Recognition do not have a priori membership functions.  In this
thesis for example, the probability of error for an evolved set of OCR
operators can only be obtained by carrying out a series of real evaluations.
This is because the evolutionary method does not necessarily rely upon
a priori heuristics during a search; it is only after the search has been

completed that a meaningful measure can be attached to the result.



Zadeh's original paper (71) has stimulated considerable interest
in the theory of fuzzy sets, mainly because it provides a way of actually
expressing many of the practical problems now facing computer scientists.
This discussion has highlighted the 'fuzzy' nature of evolutionary
algorithms, and it is suggested that future work might be concerned with
the relation between the 'quantity of evaluation' and the accuracy or

"fuzziness' of evolutionary results.

5.3 Philosophy of the Thesis

This thesis has discussed the basic thinking behind evolutionary
concepts and has reported its application in two problem areas. 1%t has
always been emphasised that an evolutionary search should not be directed at
the outset by preconceived heuristic rules. The advantages of this approach
can never be demonstrated rigorously, but it can be shown that particular
deductive searches frequently get 'trapped’ before a satisfactory solution
has been obtained.  The final test is, of course, an empirical evaluation
carried out on a practical problem.

It is not feasible to reject all heuristics during a search, for this

is tantamount to carrying out a totally random procedure. The research

has shown however, that the use of a suitably chosen evolutionary 'small
change' heuristic (2.5.3) was sufficient to generate encouraging resulis.
Indeed the philosophy throughout the work has been to eliminate unjustified
restrictions from the searches, and to allow the evolution to proceed in as
unconstrained a manner as was possible within the framework of the various
problems, Only aftgr a set of useful results have been produced are

search heuristics extracted and used to enhance the original search process.
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Currently there appears to be a detectable move
away from the more traditional and formalistic methods of
computer science, Minsky (73) goes as far as saying that
"an excessive preoccupation with formalism is impeding the
development of computer science”.  Two examples of this
trend away from conventional methods were reported recently.
The first is concerned with the problem of fast digital image
registration (74), and the second with digital fault detection
(75).  Both techniques incorporate a random element and
compared with earlier methods, they make considerably reduced
demands on computation.  The author has conducted several
preliminary experiments which investigated the feasibility of
a non-deterministic definition of randomness (4).  This
definition is based upon the concept of an evolutionary procedure
and bears some relation to the problem of 'structure detection’
in pattern recognition.  Whether the non-analytic technique
becomes popular surely depends upon its success in a wide variety
of problems. Over the next few years one might expect an
increasing volume of research to be devoted to an evaluation of
such methods; only then will it be possible to attach realistic

and meaningful values to each approach.
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APPENDIX B SEQUENTIAL MACHINES : DEFINITIONS

B.1 HMachines

The two classic finite machine models are defined (29):
A Moore type sequential machine is a quintuple
M= (Q,1,7,8,4)
where 1) Qs a finite nonempty set of states;
i1y I s a fiﬂiie nonempty set of inputs;
) Z is a finite nonempty set of outputs;

iv)  8: Qx1 —Q is called the transition (or next state)

function;

v)  A: Q=7 is called the output function.

A Mealy type sequential machine is a quintuple
M= (Q,1,7,8,1)
where 1) Q is a finite nonempty set of states;
1) I 1is a finite nonempty set of inputs;
111) Z is a finite nonempty set of outputs;

iv) §: QxI—> 0§ is called the transition function;
v)  A: QxI —>7Z is called the output function.
B-2 Partitions

Q whose set union is Q. The sets of = are called blocks of = and

s=t (n)1fT s and t are contained in the same block of x.
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A partition on the set of states of the machine
M= (Q,1,2,8,1)

is called a preserved partition* iff s=t (n) implies that

§(s:x) = s(t,x) () for all xel.
Addition(+) and multiplication(-) can be defined on the

partitions of a set Q. . If 7 and 7, @re partitions on Q, then:

i) e Ty is the partition on Q such that
Etﬁﬁ.nﬂ'ﬁfSEt(ﬂﬂ md85t(ﬁﬁ

i1) Tyt is the partition on Q such that

szzt(nd. nz) ifT there exists a sequence in

Q S=S4s Sys evs Sn:mt for which either

Si=5. , 1{ nﬂ OrSixSi*‘](ﬂz)'ﬁW 0gign-1.

T, is larger than or equal to & iff every block of Ll is contained

in a block of o and write Ty 270 In this case 7 is a refinement

of pertition Ty

It can be shown that if ) and i, are preserved partitions on the
set of states of a sequential machine M, then so are the partitions
Ty T and Ty Ty

Partition pairs find applications in the state assignment problem

and in feedback decomposition {29).

A partition pair (7, ~’) on the machine

M= (Q,1,Z,8,A)
is an ordered pair of partitions on Q such that s=t(x) implies

§(s,x)=68(t,x) () for all xel.

* Hartmanis and Stearns (29) call these partitions

substitution property (S.P.) partitions.
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In order to cater for the don't cares in the original machine
this definition is weakened:

If » and 7 are partitions on Q, (x,7) is a weak partition pair iff

=t(r) implies §(s.x) = 8(t,x) (7) for all xel such that &(s,x)

and 8(t,x) are specified.
proverty with = iff every block of = maps under I into at most one block

of 7 and every block of 7 is mapped into by at most one block of = .

B.3  Covers

Quite frequently the blocks of partitions are mapped by the
next-state mapping (&) onto overlapping subsets of Q.  When this
occurs, partitions of § can no Tonger be used to obtain information
about the machine.  The notion of a cover is introduced to overcome
these difficulties.

Let Q be the state set of a machine M.
Aset ¢ = {C.} is a cover* if

a) the union of all Cif vis @,

b) Cig; Cj iff i = j.
The C, are called blocks of the cover.

For every subset C of Q the image of C under & with input
x«¢1@ is defined to be
§(x,C) = {qa f G, = 6(x,qj) for qjC'C and 5(x,qj) defined}

A COV@Y‘w:{Cl, Cos oo s €} is called a preserved cover iff

there exists one k such that 5(x,Cj) G C for every xel. If 5(X,Cj):@,
then 6(x,Cj)g;Ck for all Ckc v

* Hartmanis and Stearns (29) define a set system in a similar way.
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Most of the results concerning partitions can be extended to
equivalent results with covers. However, the advantages gained by
the greater generality are lost to the impracticability of the
algorithms.  This is because in finding the set of all preserved
partitions for an n-state machine approximately n{n-1)/2 calculations
are needed, whereas (Zn -n-1) calculations are needed to find all of
the preserved covers. Some authors conclude that although the cover
concept is helpful in formulating and thinking about machine problems,
and although some specialized applications can be developed, it will

very seldom be a practical tool for exhaustive analysis.

B.4  State Reduction

States qi,qj are said to be equivalent iff every possible input
sequence causes the machine to produce the same output sequence when the
initial state is q; as it does when the initial state is qj.

A partition = on the machine M is called output consistent iff

s=1t(x) implies A(s) = A(t) for all inputs x.

When machines are not defined for all possible inputs the concepts
of state equivalence as well as preserved partitions are no longer
applicable.  The treatment of those machines requires further
definitions.

A sequence that can be applied to a partially specified machine
in initial state q without encountering any undefined transitions

(i.e. 6(q1,x) is always defined) is said to be applicable to state q.

State q; contains state qz(q];;qz) iff every input sequence that
is applicable to a, is also applicable to qy s and results in the same
output sequence regardless of whether it is applied to initial state

q, or to initial state qy-
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su%ficient to find the minimal number of states to represent a

given machine. It turns out, however, that this relation is too
strong in that it is often possible to use a group of m states to

do the work of another group of n states with n>m>1. State
containment is merely the particular case of m=1. To account for
this situation further definitions must be introduced.

which is applicable to both o and e gives rise to identical output
sequences.

A set B of states is called a compatible set if every pair of

states contained in B are compatible. B is a maximal compatible set

if B is not a proper subset of any compatible set. The image P of a

compatible set C is called the condition class for C.

A compatible set C; is non-prime, if there exists another

compatible set Cj such that

N

1) Ci Cj

and  i1) Pj c Pi

Otherwise Ci is a prime compatible set.

The general state reduction problem amounts to the discovery
of a preserved cover with a minimal number of blocks each of which is
a compatible set. (It is in fact only necessary to consider prime

compatible sets).

B.5 semigroups
A semigroup is a set with a rule of combination defined on the
members of the set having
i) the closure property.

i1) the-associative property.
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The semigroup of a state machine M = (Q,I1,8) is the semigroup
generated by the inputs regarded asmappings of Q into Q where the

rule of combination is the concatenation of the input sequences.
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APPENDIX C AN EVOLUTIONARY ALGORITHM FOR THE DETERMINATION OF
PRESERVED PARTITIONS

An essential step in the imp?ementétion of a finite-state machine
is the assignment of binary state variables (2.4.3). A knowledge of the
internal structure of the machine is imperative if an elegant realization
is to be obtained.  The preserved partitions of the machine not only
provide probably the best insight into the functioning of the internal
states, but also direct attention towards the most economic assignment.

Chapter three has been concerned with an algorithm for the state
reduction of machines, or equivalently, the discovery of maximal
partitions whose blocks consist of compatible states. These partitions
are output consistent and preserved, but only for certain input sequences
that are applicable to the machine states. Preserved partitions are
normally considered only when the machine is fully specified, in which
case they can be usefully manipulated in accordance with supporting
theory. Conventional programs for the production of preserved
partitions involve a tree search and a storage requirement which goes
up as the square of the number of states. As with state reduction such

a technique becomes unwieldy when a very large number of states is encountered.

In the first insténce’comp1ete]§ specified machines are considered.
The algorithm begins with the trivial preserved partition
To = {T}?} ...;ﬁ-}. Two initial states (qi],qj1) are chosen and a random
sequence of Tength m is input simultaneously to both. This result in

control passing through a succession of m pairs of states:

Each pair of states will belong to the same block of a preserved partition

which also has P and qj in the same block. Input sequences are

1 1
terminated if a state pair is composed of identical states. Otherwise
all inputs of the sequence are accepted. The state blocks in the initial

partition m, are grouped together transitively according to the
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equivalence defined by the list of state pairs, (q. ,q. ). This

g
produces a partition m With > Beginning with the same
state pair, the grouping of state blocks in ﬂﬁ is continued with

another random input sequence producing o with ToR > After

p such sequences we have

p 2 ApL1 e 272 g
If o7 :{Tj?iwi..,n} then , is output as a pseudo-preserved
partition. If g becomes equal to =y, perhaps for small g, the

process can be terminated with the unambiguous decision that there

is no non-trivial preserved partition with the current initial state

pair in the same block. When this procedure has been applied to all
n(n-1)/2 possible start-state pairs, a possibly empty set of distinct
non-trivial pseudo-preserved partitions will have been generated.

It is possible that the partitions produced by this technique
are not actually preserved. Greater certainty in the results is
obtained by increasing the parameters m,p. However, the errors which
occur in pseudo-preserved partitions are only of a particular type as
is illustrated by the following theorem.

Theorem

If a non-trivial preserved partition~of a completely specified
machine exists, then a non-trivial pseudo-preserved partition np<7r is
always found.

Proof

i > 7y since the generation of a pseudo-preserved partition

requires that at least two states are grouped in the same block of e



| Consider a pgir of states A, +qp, in the same block of =
Suppose that npg;n using (qa,qb) as an initial start state pair.
Then there exists a pair of states (qa” qU.) which are in the same
block of T but not in the same block of 7 .  But the identification

of (qa”qb’) in the same block of " was inferred from the identification

of (qa,qb),
Therefore (qajqb) are not in the same block of =n. Contradiction,

nwo< &
p

Ideally don't care conditions should be assigned so as to minimize
the complexity of the resulting hardware.  The algorithm described here
fills the don't care conditions in such a manner that any preserved
partitions that are produced are as small as possible. In this way
assignments are made so that each binary variable describing the new state
depends on as few variables of the old state as possible.

If on the kth input a don't care condition is reached from one
of the initial states, ;s then the state qjk is substituted in its place.
Similarly if the don't care is reached from qj,qik is substituted. The
input sequence is then terminated and the procedure continued as for
completely specified machines.  There may be many such assignments for the
don't care conditions each giving rise to a different set of preserved
partitions.  The partitions which are in fact produced are dependent
on the order in which the pairs of states are compared.

Preserved partitions can be used to decompose a composite machine
into a set of interconnected smaller machines. In effect this means
that assignments can be given to the component machines without any

dependence upon the internal states of the other component machines.

It can be shown (77) that there is a Toop-free realization of a sequential



machine from n smaller machines if there corresponds a set of n
preserved partitions whose product 1is oy It is observed that
although this method often enables a machine to be constructed

from simpler machines, it makes no contribution towards simplifying
the implementation of the output mapping.

An  assignment carried out on the basis of a pseudo-preserved
partition might not be an accurate representation of the original machine.
However, only if the machine was made to function in a way which was
not explored during the derivation of the original pseudo-preserved
partition, would the implementation go astray. In the séme way as
with state reduction, malfunctions can be made arbitrarily rare by
increasing the computation, and thus the reliability of the
pseudo-preserved partitions.  An absolute check on the pseudo~preserveﬂ

partitions can be carried out again in much the same way as with state

reductions by ensuring that:

i)  The partitions are preserved and
ii) all next state don't care conditions

are assigned.

At this stage any errors which are found can be corrected quite simply

by merging appropriate blocks of the partition npthereby producing the

required partition = (see Theorem). However, in the Tight of results

obtained in Chapter three, considerable doubt must be placed on the

reliability of pseudo-preserved partitions unless very many input

sequences are employed. s with state reduction it would be more

efficient to apply the don't care assignment rules in an exhaustive fashion.
Finally an initial study of the preserved partitions of a machine

will lessen the danger of simple internal structure being destroyed by state

reduction(2.4.2). In this way straightforward implementations will be

unlikely to go unnoticed.
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APPENDIX D OCR SYSTEM SOFTWARE

D.1  General

The programmes and subroutines were written in FORTRAN and
DAP~16 for the Honeywell DDP 516 16K computer.  Two on-Tline
teletypes, a high-speed reader, a high-speed punch and a storage
scope are employed at various points in the system. The project
was influenced to a considerable extent by the absence of any
backing store, and it was this limitation which probably made the
orthogonal type of operator so attractive. A pattern recognition
problem is normally not thought feasible unless large quantities of
data can be accessed by the computer. In spite of this, the methods
employed in this thesis enabled a recognition system to be designed
and eva]uaﬁed entirely within 16K of core store.

In parallel with the evolutionary search programmes, the
corresponding manual versions were also written. It was felt that
a manual interface was essential for gaining insight into some of the
problems. It turned out however, that manual methods were tedious
and did not look promising in view of the limited effort available. These
programmes were 1ittle used and will not be described here (76 ).

The work was naturally centred around two main programmes, the

evolutionary operator generator and the character classifier programme.

D.2 Programme Descriptions

D.2.1 Evolutionary Operator Generator

This programme provided a software framework which
hypothesized, evaluated and modified OCR operators according to the
evolutionary principles set down in 4.3.3. Operators which were
produced were stored in a library which could hold up to 64 operators.

The programme occupied the area 1008 - 207468.
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Command Instructions

When initialized or interrupted the programme asked for one of

four numeric commands:

1. Programme was to function without output.
2. After each modification the following Qas to be
punched out in a teletype-Tistable form:
a) Three parameters associated with the
running of the programme:
Total no. modifications.
No. good modifications.
Best current operator score so far.
b) Response histogram of the modified operator.
¢) Pictorial representation of the operator.
(for b) and c) see Figure 17).
3. As 2. but only ¢) was output.

4. As 1. but only after an improvement had occurred.

Additional Features of the Progfémme

A.

Hypothesized (random) operators were rejected if they did not
fit any character in the archetype set.

Before an operator was stored in the library each element was
checked for redundancy and removed if it did not contribute,

or contributed negatively, to the overall operator score.

An operator which was produced by the programme was stored in the
operator library only if its performance exceeded at least one
of those already stored. In this case, the worst operator, in
terms of the'current evaluation function, was overwritten.

This programme did not call the FORTRAN 1/0 library for storage
reasons.

The Flowchart for this programme is illustrated in Figure 22.
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OCR Classifier Proaramme

This programme classified and displayed the OCR B data using the

nearest neighbour classifier described in 4.4.3. An gperator library

roduced by the evolutionary programme was required for the running of
J o

this programme. The programme occupied the area 1008 - 300008.

Command Instructions

seven

When initialized br interrupted the computer asked for one of
numeric commands:

Complete printout plus display. In this mode each character

was displayed on the storage scope and the classification data

was printed out on the second teletype.

Complete printout, display and hard copy. This option was as 1.,
but a hard copy of each character was punched out in a form which
was directly listable on an offline teletype.

Error Reject Printout plus display. This option was as 1., but
only for characters which were either errors or rejects.

Error Reject Printout, display and hard copy. This option was

as 3 but a hard copy of each displayed character was also produced
in the manner of 2.

Confusion Matrix.  This option caused the computer to punch out

a teletype-listable copy of the current confusion matrix.

Threshold Parameters. The computer requested two reject
thresholds. The first determined the largest difference between
the 1st. and 2nd. classification distances at which characters were
rejected.  The second determined. the smallest distance for a first
choice classification at which characters were rejected.

Pause.



D.3  Data fireas

D.3.7 Common Areas

There were three principal fixed areas in core which had

a universally common usage throughout the system.

NAME EXTENT SIZE FUNCTION
(octal)
TRCH 23266-33451 4212 Storage space for

archetypes

MIFH 33452-35651 1152 Response histogram
area

MIF 35652-37651 1024 Operator area

TABLE 16 : Common Areas

The operator library always occupied the area 334528 - 376518.

D.3.2 Relocatable Areas

Theré were several relocatable Tocations and working
areas which were labelled for external referencing by DAP 16
subroutines.  This was done in preference to other methods for
the following reasons.

a) To simplify the structure of the common areas.

b) To relieve the information load carried by

subroutine arguments.
c¢) Debugging purposes.
d) To utilize the full power of the Honeywell loading

routines.
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NAME LENGTH FUNCTION
(Decimal)

BPAT 4565 Scanning Area

GRM 1 No. Improvements Parameter

IGEN 1 | Total No. Changes Parameter

ALIP 64 Horking Operator Area

HIST 36 Working Response Histogram Area

NOGI 1 Max.No.bad modifications (MO)

FBFM 480 Modified Operator pointers

TABLE 17 : Relocatable Areas

D.4 Storage of Operators

Operators were stored in the common data area MIF (356528»376518).
Up to 64 operators could be stored in this area each operator occupying

16 words.

Each element of the operator was coded into one 16 bit word as

follows:

1 2 3 4 5 6 7 8 91101 11| 121 131 141 151 16
\ N A\

iy o T e
Parity of Delimiter 7 Position in Operator
Element

Presence
Bit

FIGURE 23



Bit 1T is 1 if the element was black seeking.

Bit 1 is 0 if the element was white seeking.

Bit 2 is 1 if an element was ypepresented.

Bits 8-16 represented a number (0-479) indicating the position of
the efement in the 30 x 16 operator. The element word value 2000,
delimited the 1list of operator elements.

64 operator responses, corresponding to the operators stored
in MIF, were stored in MIFH. Each response histogram consisted of
36 numbers which were packed into 18 words in MIFH. FEach pair of
histogram slot values was packed with the first value occupying

bits 1-8 and the second occupying the remainder.

D.5  Scanning

The speeds of both the evolutionary programme and the classifier
programme were linearly dependent upon the speed of the scanning routine.
Some effort was therefore given towards the design of a fast character
scanning routine.  This was achieved by utilizing the parallel nature
of the Honeywell DDP 516 modiffer register.

The scanning structure consisted of three data areas detailed in

Table 718.
FUNCTION LENGTH NAMES
Working operator area 64 COWLIP, WLIS
Modified operator pointers 480 FBFM
" Binary character scan area 4565 BPAT

TABLE 8
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The scanned area itself was sufficientiyv1arge to allow a b]ank
margin to surround the character and to ensure that the operator
was scanned over the character in all possible relative positions.

The working operator was represented by two Tists WLIS and
WLIP.  WLIS was an ordered list of operator elements (0 or 1) which
was delimited by -1.  MWLIP was an list of indirect pointers to the
30 x 16 array FBFM and thereby indicated the position of the
corresponding elements in WLIS within the 30 x 16 operator.

FBFM was an array of 30 x 16 = 480 modified addresses which
pointed to the extreme bottom left of the character scan area with
zero in the modifier (Figure 24). This address list was arranged
so that the relative positions of operator elements could be carried
through to the character scan areas, By altering the value of the
modifier, the addresses within FBFM were all effectively altered.

This in turn caused the operator to move over the character.

The scan area BPAT was so arranged that sequential locations ran
from top to bottom and left to right. This meant that as the modifier
was incremented, the operator moved downwards and from left to right.
Also it meant that the operator scanned‘the character as if the scan
array were wrapged around a cylinder with a horizontal axis, thus
~removing the need for more than-one stepping variable (i.e. the modifier).
The margin above and below the character was also sufficiently wide to
prevent the operator simultaneously overlapping the top and the bottom
of the scanned character.

The search for a fit was speeded up yet again by checking the
‘black seeking elements for a match before the white seeking elements.
This had the effect of speeding the scan up over the large blank spaces

outside the character area.
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Using these ideas the inner Toop of the scanning routine
(i.e. the match/no match check) was reduced to the following DAP 16

machine code instructions:

NST LDA* STAT

SPL : test if finished.
VP OUT EXIT operator matches.
SNZ test points of element.
JMP - ZERO white seeking.
LDA*  ADDR black seeking.
SNZ test for black.
JMP NEXT - EXIT no match.
IRS  STAT increment
IRS  ADDR %pointers.
JMP - NST continue.

ZERO LDA* ADDR
SZE test for white.
JMP - NEXT _EXIT ~  no match.
IRS  STAT increment
IPS  ADDR épointers.
JMP NST continue.

Each element was checked for a match in 8 or 9 instructions
or 15-16 cycles (us). The loop in which these instructions were
nested,incremented the modifier ready for the next operator position.
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APPENDIX E ORTHOGONAL CFERATOR SET

ol

Iﬁ this appendix the 64 OCR operators and corresponding response
histograms are Tisteq. Firstly the 64 histograms are listed in 64
rows each column corresponding to one of the 36 classes indicated at
the top.  Secondly each of the 64 operator configurations is listed
as a row of 3-tuples. Each 3-tuple corresponds to an operator element,
the first two numbers indicating the row and column co-ordinates, and
the third the parity of the element. A set of zero co-ordinates does

not correspond to any element.

Operator Histograms

0123456 789A3CDEFIHIJRLYMNOPRRSTUVARYZ
222101001012212030200000203322000013
003333313133022333003133032331113212
3333133333033330303002107303033111313
300133103112333020003301301020330000
003333313313213321103011132331000313
303303323333030132032021333330333322
301123303333333333033033332331132320
303220133333230210031000322200333233
102303303003333031203020000030000303
10 300232313313130033030133333310333001
11 333333333301232231313211333233101313
12 102130230210101100003000000001031333
13 203213002002333030300200303020100003
14 313333133332332120332113313121333313
15 303233333333333333023021333302123303
16 300303001001312030301100301130100300
17 302012203313333332003000333302000111
13 310312303133333131313311323231312311
19 301000010101332220003000232202010120
20 023333313233003223013032020230012313
21 301131001201332030103300303120301302
22 333333333313231130203110333333111323
23 303011102101132123013033332200323020
24 300011302222120032001033313100323100
25 300001203202131023011033333320303020
26 1033133333020222220020121332300013073
27 313303323303333131321121313131101303
28 131331303133011132003033022221003301
29 11130333331302333111001113132331101201
30 311333323333331030103313303231333331
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000000001000000000000000000010000300
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3000001033033200200000000030310000000
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200000101301010010000021303000303000
103102003022211033003133303320313100
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0001021000000212030000300100230083001 300
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