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Digital prediction technologies in the justice system: 

The implications of a ‘race-neutral’ agenda 

 

Abstract 

This paper critically analyses the racial dynamics of risk prediction technologies applied in 

justice systems across western jurisdictions. There is mounting evidence that the technologies 

are overpredicting the risk of recidivism posed by racialised groups, particularly back people. 

Yet the technologies are ostensibly race neutral in the sense that they do not refer explicitly to 

race. They are also compliant with race equality laws. To investigate how apparently race 

neutral technologies can nevertheless yield racially disparate outcomes, the paper draws on 

insights distilled from the sociology of race and the sociological scholarship on 

standardisation. It uses themes from these two scholarships to unravel the intersecting 

structural and creational dynamics capable of fomenting the digital racialisation of risk. 
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Introduction 

This paper addresses the racial dynamics of prediction technologies applied by probation and 

prison services across Western jurisdictions such as the UK and the US. Despite the 

proliferation of these technologies, criminological scholarship has remained relatively 

indifferent to the ways in which their structural and creational dynamics intersect, with 

implications for racialised groups1.This represents a missed opportunity for the nascent field 

of computational or digital criminology in particular, to contribute to growing intellectual 

debates about the need to curb the harms of digital technological advances including their 

potential for reproducing inequalities (see for example, Halford and Savage 2010).  
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Although there is a dearth of criminological scholarship in this area, some scholars have 

addressed the topic of racial bias in forensic risk assessments (see generally, Case 2007; 

Goddard and Myers 2017; Hannah-Moffat and Marutto 2010; Harcourt 2015). But this paper 

contributes to existing knowledge by providing a theoretical analysis of the racial dynamics 

inherent in the structural and creational dimensions of prediction technologies. In doing so, it 

demonstrates that the structural conditions in which the technologies are created, can give 

rise to racialising effects such as the overprediction of risks ascribed to racialised people 

(example, Angwin and Larson 2016). This rebuts the presumption that technologies reflecting 

the liberal race neutral ideology and the logics of standardisation (such as scientific 

neutrality), are free of racial bias. 

The paper begins with an overview of the emergence of risk-focused penality and risk 

prediction technologies. It notes that the technologies are apparently race neutral. But it 

draws on themes from the sociology of race to argue that the liberal race neutrality frame 

invoked to legitimise such technologies, obfuscate the structural conditions that can racialise 

their outcomes (Bonilla-Silva 2015; Goldberg 2015; Feagin 2013; Golash-Boza 2016; 

Vickerman 2013). Structural analysis of the devices is therefore required to unravel their 

racialising effects. 

The digital prediction technologies are also standardised. There is therefore a presumption 

that the technologies reflect the logics of standardisation. Central to this is the belief that 

excluding social categories such as race and using complex numerical analysis: eliminates 

bias; ensures scientific objectivity; and improves efficiency (Hirschman and Bosk 2019; 

Reskin 2012; Timmermans and Epstein 2010). But this paper uses themes from the sociology 

of standardisation to critique these logics. In doing so, it demonstrates that, similar to liberal 

race neutrality, they obscure the structural dynamics of prediction technologies and their 

racialising effects. Thus, these insights from the scholarship on standardisation and the 

sociology of race share a key theme. They emphasise that, to unravel the racial dynamics of 
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the ostensibly race neutral prediction technologies applied in the justice system, their 

structural dynamics have to be analysed. 

To this end, this paper examines the structural dynamics of the prediction technologies to 

uncover their racial dynamics. It conceptualises these as infrastructural and constitutional 

dynamics and argues that they bolster the exercise of power with which the technologies are 

created, although non-whites do not have access to this creational power. The structures also 

sustain what the paper describes as the digitised epistemic dominance of those who create 

and develop the technologies, some of whom are commercial vendors (see, Angwin and 

Larson 2016; Dressler and Farid 2018).  

Following its analysis of the structural conditions in which digital prediction technologies are 

created, the paper uses insights from the sociological scholarship on standardisation and the 

example of the commonly-used prediction technologies applied in cases of general offending, 

to demonstrate how standardised prediction technologies can nevertheless generate 

racialising effects. The racialising effects are enabled by structural conditions permitting the 

diffusion of creational powers amongst state actors and an increasing array of non-state and 

commercial vendors. Meanwhile, the confluence of racialising effects contribute to the digital 

racialisation of risk. This refers to the overprediction of recidivism risks associated with 

racialised groups, particularly black people, and the concomitant ossification of racial 

ideologies which depict this group as ‘dangerous’ and ‘risky’. This racialised outcome 

negates the logics of standardisation. It also refutes the liberal assumption that institutional 

decision making has become race neutral. 

In sum, this paper connects themes from the sociology of race and the scholarship on 

standardisation. It advances the two scholarships by using them to provide new 

understandings of the nature and effects of prediction technologies. The paper’s aim is to re-

orientate current criminological scholarship towards an understanding of prediction tools as 
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data-driven technologies that are ostensibly race neutral but capable of producing racially 

discriminatory outcomes.   

 

Risk-focused penality and digital prediction technologies in criminal justice    

The emergence of risk as a prominent discourse and an organising feature of contemporary 

society has been theorized from different perspectives (see for example, Beck 1992; Giddens 

1991). Within penological studies for instance, scholars writing from different theoretical 

standpoints have long alluded to the portrayal of racialised people in political and media 

discourses as sources of risk and dangerousness, deserving of penal control and surveillance 

(Garland 2001; Feeley and Simon 1992).   

The ways in which digital prediction technologies can amplify this racial ideology has not 

been theorised. Meanwhile, there has been an accretion of these technologies and mounting 

evidence that the commonly-used versions are overpredicting the recidivism risks of 

racialised people (Angwin and Larson 2016; Shepherd and Sullivan 2016; Jimenez et al. 

2018; but cf. Dieterich et al. 2016; Skeem and Lowenkamp 2016). At the same time, there 

has not been much interest in unravelling how their structural and creational dynamics can 

intersect to produce this racialising effect.  

 

The evolution of digital prediction technologies 

This paper focuses on risk prediction technologies applied in the penal system by prison and 

probation services. These comprise specialised tools such as those used for risk subjects 

accused of, or involved in, specific offences. Examples include the Violence Risk Approval 

Guide-Revised (VRAG-R) (Harris et al., 1993) for violent crime and the Sexual Offender 

Risk Appraisal Guide (SORAG) (Rice & Harris, 2016) for sex offending. Digital prediction 

technologies applied in cases of general offending include the Correctional Offender 

Management Profiling for Alternative Sanctions (COMPAS) tool (Brennan et al. 2009) used 
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in some parts of the US, and the Offender Assessment System (OASys) applied in the UK 

(Howard & Dixon, 2012). These standardised technologies are also known as algorithmic 

prediction technologies and they are along with a constellation of risk prediction 

technologies, mobilised in penal systems to inform decisions that can deprive people of their 

freedom.  

Meanwhile, some have evolved into ‘smart’ technologies that rely on ‘Big data’ and possess 

Machine Learning capabilities (Berk 2012).  Indeed, a growing corpus of research now 

reveals that similar data-driven technologies are fuelling the digital racialisation of risk by 

racialising constructions of risk and the typical future ‘criminal’ across the spectrum of law 

enforcement. Examples include immigration control (Bowling and Westenra 2018) and 

policing (Lum and Isaac 2016). However, digital prediction technologies applied in the penal 

system have not received similar attention. This paper addresses the gap in knowledge. It 

analyses the structural conditions underpinning the creational dynamics of the technologies. 

As noted earlier, insights from the sociology of race and the sociological scholarship on 

standardisation reveal that regardless of standardisation logics and liberal assumptions of race 

neutrality, such structural analysis is required to uncover the racial dynamics of institutional 

policies and practices.  

Digital prediction technologies as race neutral devices: A sociological critique 

The sociology of race comprises a number of theoretical traditions and perspectives (see 

generally, Golash-Boza 2016). But a key theme from this body of work that is relevant here 

is the analysis of liberalism’s race neutral ideology and its obfuscating logics (Bonilla-Silva 

2015; Feagin 2013; Golash-Boza 2016). The paper uses this theme to critique the race neutral 

frame legitimising the use of prediction technologies for selective incapacitation despite 

emerging evidence that the technologies could be producing racialising effects (example 

Angwin and Larson 2016). In its critique of liberal race neutrality, the paper directs attention 

to structures encoding racial discrimination in institutional practices.  
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Race neutrality is a liberal frame that ignores the embeddedness of racial discrimination in 

societal structures and presumes that social institutions, policies and practices are all race 

neutral (Bonilla-Silva 2015; Feagin 2013; Golash-Boza 2016). Thus, digital prediction 

technologies for instance, which make no direct reference to race, are blindly endorsed as 

unbiased and compliant with race equality laws. Potential conduits of racial bias are thus 

ignored.  This obfuscating tendency of the race neutral ideology has been noted by race 

scholars and others primarily in the US (and less so in the UK and elsewhere2), writing from 

critical perspectives within sociology (Obasogie 2013; Feagin 2013), legal studies (2015; 

Crenshaw 1997; Delgado and Stefancic 2012; Ugwudike 2015) and philosophy (Mills 2017). 

These scholars generally refute the liberal assumption that social policies and institutions 

have become race neutral in the sense that racism no longer constitutes a feature of 

institutional policy and practice. Furthermore, they trouble the linearity of liberal accounts 

depicting progressive race relations as the straightforward product of race equality laws. It is 

presumed that these laws have eradicated racial discrimination from institutional policies and 

practices (Bonilla-Silva 2015). Limited consideration is given to the structural pitfalls that 

continue to offset the supposed gains of these laws and perpetuate racial inequality. Examples 

include policies and other conditions permitting unregulated and discretionary decision-

making processes which obscure racial causation and intent in social institutions such as the 

justice system (Murakawa and Beckett 2010). The structural conditions permitting wide 

powers of discretion mean that racist intentions and racial causation are now less visible and 

more difficult to challenge. Only the most overt forms of racism remain amenable to the 

scrutiny of equality laws (Murakawa and Beckett 2010). Evidence of this can be seen in other 

fields of practice such policing in England and Wales where codes of practice permitting the 

discretionary use of ‘stop and search’ powers, shield racist officers from accusations of racial 

discrimination. Similarly, the creators of the digital prediction technologies informing key 

decisions in the system are able to use wide powers of discretion to formulate risk predictors, 
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recidivism norms, algorithmic black boxes, and other prediction mechanisms which appear 

race neutral and compliant with race equality laws, but which can in reality bias predictions 

(Eaglin 2017; Hamilton 2015; Starr 2014). Race scholars writing from within the sociology 

of race and beyond, therefore interrogate and reject the liberal claim that western jurisdictions 

such as the US and the UK, have transitioned into post racial societies characterised by race 

neutral social institutions (Goldberg 2015; Vickerman 2013). They posit instead that post 

racialism and other liberal colourblind frames including race neutrality represent superficial 

or abstract forms of liberalism. They are illusory notions existing only at an abstract level for 

racialised groups since they ignore the continuing impact of racially inequitable structures 

(Bonilla Silva 2015; Delgado and Stefancic 2012; Mills 2017). They however, seem to be the 

prevailing policy ideology (Goldberg 2015) and the criminological orthodoxy (Phillips et al. 

This special issue). This is despite glaring racial disparities in outcomes across social 

institutions including the criminal justice system in western jurisdictions where these 

technologies are applied and racialised populations are heavily overrepresented in criminal 

justice statistics. Examples include, the UK (Ministry of Justice 2017), the US (Bureau of 

Justice Statistics 2018), Canada (Canadian Centre for Justice Statistics 2018) and Australia 

(Australian Bureau of Statistics 2018). This analysis alerts us to the importance of 

investigating and challenging the deep structures of racial inequality encoding racial 

discrimination in institutional practices (see also Bosworth 2004). 

Thus, this paper analyses two key structures of disadvantage obscured by the myth of race 

neutrality but relevant to digital prediction technologies. The paper identifies the structures as 

dynamics of the digital racialisation of risk because they create the conditions in which 

digital prediction technologies capable of generating racialising effects, are created. The 

structures are conceptualised here as infrastructural and constitutional dynamics. 

Infrastructural dynamics refer to social policies and conditions granting the creators of digital 

prediction technologies wide powers of discretion whilst circumscribing the ability of 
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racialised people to access the digital resources required for influencing risk-focused 

decisions. Constitutional dynamics constitute the policies protecting the discretionary powers 

and the interests of the creators. These policies also insulate them from allegations of racial 

discrimination.  

In sum, the sociology of race is useful for critiquing abstract liberal frames such as race 

neutrality and directing much-needed attention to the structures of racial disadvantage 

empowering the creators of digital prediction technologies.  

 

The nexus of digital prediction technologies and mythical standardisation logics 

Sociological perspectives on standardisation are also relevant here since the commonly 

applied prediction technologies are ostensibly standardised tools. The paper therefore uses 

insights from this scholarship to repudiate the logics of standardised prediction technologies. 

It does so by demonstrating how the structural conditions empowering the creators, enable 

them to create tools that appear standardised although they are capable of producing 

racialising effects such as the overprediction of risks posed by racialised people.  

A relevant theme from the sociological scholarship on standardisation is the refutation of the 

standardisation logic or claim that removing race from the language of standardised 

classification systems automatically renders the systems neutral and free of bias even if 

structural sources of discrimination are ignored (Hirschman and Bosk 2019; Reskin 2012; 

Timmermans and Epstein 2010). This standardisation logic is flawed, and it can be 

conceptualised as the ‘bias elimination fallacy’ since, as the foregoing critique of superficial 

liberal frames indicates, values such as race neutrality do not automatically eliminate racially 

unequal outcomes. They merely dislocate racism from its structural contexts, leaving the 

roots of the problem unresolved.  

Sociological perspectives on standardisation also trouble the logic that standardised tools 

such as prediction technologies which rely on numerical calculations and scientific methods 
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rather than clinical assessments, are objective and value free. Again, regardless of structural 

inequities. Quantification and other scientific methods are thus equated with neutrality unlike 

clinical assessments (see also, Starr 2014). This standardisation logic reflects the ‘scientific 

neutrality fallacy’ because the presumption of neutrality is mythical and merely obscures 

structures of racial discrimination. Besides, scholars writing from within the sociology of 

standardisation and the sociology of race argue quite persuasively that efforts to counter 

racial discrimination by introducing systems which reduce the use of professional judgement 

without due regard for structural sources of discrimination, amounts to a limited 

individualistic perspective of racism (Bonilla-Silva 2015; Hirschman and Bosk 2019; 

Murakawa and Beckett 2010). The same applies to current discourses in criminology and 

beyond, about the need for algorithmic black boxes to be scrutinised for conduits of bias 

(example, Kehl et al. 2017). Whilst they are insightful, the discourses are rooted in 

reductionist perspectives that attribute racism to the aberrant decisions of individual actors or 

the anomalous computations of algorithmic black boxes operating within otherwise race 

neutral policy structures. This position amounts to the ‘minimisation of racism’ (Bonilla-

Silva 2015: 1364) since it is not attuned to the reality that structural conditions can entrench 

bias in standardised and ostensibly race neutral tools such as digital prediction technologies. 

In doing so, the structural dynamics can reproduce racial discrimination, regardless of 

individual and algorithmic bias. 

 

The structural dynamics of digital prediction technologies  

As the foregoing analysis of themes from the sociology of race and the scholarship on 

standardisation reveal, to advance current understandings of the race neutral prediction 

technologies applied in the justice system and their racial dimensions, their structural 

dynamics have to be theorised. These are structural conditions underpinning the creational 

dynamics of digital prediction technologies. In this context, creational dynamics refer to the 
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processes of creating the prediction technologies. They include the arbitrary choices made by 

creators during the formulation of risk predictors and recidivism constructs, and the selection 

of datasets with which the tools generate predictions (see, Eaglin 2017). These creational 

processes, though apparently race neutral and compliant with race equality laws, can produce 

racialising effects which culminate in the digital racialisation of risk. Their racialising effects 

are discussed in detail later. In the next section, an analysis of their underpinning structural 

dynamics is provided.  

 

Structures of racial disadvantage: Infrastructural dynamics 

There is a dearth of criminological scholarship on the structural contexts in which state and 

non-state actors create digital prediction technologies. The power imbalance between the 

creators and those whose life prospects and wellbeing can be affected by the technologies has 

been ignored. Consequently, it is to sociological perspectives I now turn for an analysis of the 

structural ramifications of digital technologies. The aim is to expand criminological 

scholarship by drawing on sociological concepts such as digital capital (Van Dijk 2005), 

digital exclusion (Mervyn et al. 2014), and digital divide (Horton 2004), to illuminate the 

power imbalance inherent in the creation of digital prediction technologies. 

 

Digital capital, exclusion and divide 

From a sociological perspective, digital capital or information capital can be defined as the 

ability to acquire a range of resources linked to digital technology and these resources include 

the power to create and operationalize digital technologies (Van Dijk 2005). Scholars 

influenced by Bourdieusian conceptualisations of capital believe that some forms of digital 

capital, for example technological development, can be transformed into economic capital 

(example, Ignatow and Robinson 2017). State and non-state creators of digital prediction 

technologies, including commercial vendors, possess this form of capital. With their 
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empowering digital capital, they are able to exert what I conceptualise here as digitised 

epistemic domination. This concept refers to their ability to preside over key dimensions of 

risk governance such as the construction of digital prediction technologies (see also, Eaglin 

2017). In this respect, the creators are empowered to arbitrarily select and analyse datasets, 

and choose the variables that would represent their risk predictor and recidivism constructs 

(Eaglin 2013; 2017). It is by comparing the profile of the risk subject with weighted variables 

from a construction dataset of other (typically criminalised) populations, that the algorithmic 

or other calculative components of the technologies compute risk of recidivism scores.  

The ability of the creators of prediction technologies to preside over these creational 

processes, unconstrained by regulatory provisions, and largely unchallenged by 

criminological scholarship, points to their exercise of power. Their infrastructural advantage 

in the form of their access to requisite digital capital augments this power. In contrast, 

racialised groups lack requisite digital capital and the power it confers (House of Commons 

Science and Technology Committee 2016). Yet studies now show that they are the ones most 

likely to be disadvantaged by the technologies (example, Angwin and Larson 2016). This 

racial disparity in the distribution of power is masked by the race neutral frame and the logics 

of standardisation. Nevertheless, power in this context is best described as ‘racial power’ 

(Murakawa and Beckett 2010: 710). Racial power is, ‘systemic, institutional, and long-

standing; it is premised on ideologies and institutions that preserve white advantage’ 

(Murakawa and Beckett 2010: 710).  It is a form of power that enables the creators to preside 

over hegemonic representations of risk and riskiness. The concept of ‘white privilege’ is also 

useful for explaining how racial power shapes race relations.  Bhopal (2018: 19) describes 

‘white privilege’ as, ‘the expression of whiteness through the maintenance of power …[it] 

manifests itself through people’s actions and existing structural procedures, which propagate 

unequal outcomes for people of colour.’ In her prescient analysis of white privilege, 

McIntosh (2003: 191) defined it as, ‘an invisible package of unearned assets that I can count 
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on cashing in each day, but about which I was ‘meant’ to remain oblivious’. These definitions 

suggest that white privilege can be insidious; it is not always visible to the beneficiaries and 

others, but it confers advantages which disadvantage non-whites. Thus, looking beneath the 

veneer of race neutrality and scientific objectivity can reveal the less visible structural 

dynamics conferring racial power and white privilege regardless of the beneficiaries’ 

intentions. It directs the analytical gaze towards the structural dynamics bestowing such 

advantage on some whilst excluding and disadvantaging others.  

The sociological concept of digital exclusion is therefore also relevant here. This concept 

refers to the inability to ‘influence or participate in the new technological infrastructure being 

developed and supported by government to provide services and resources’ (Mervyn et al. 

2014: 1088). It is argued that this form of exclusion correlates with the broader concept of 

social exclusion (Tapia and Ortiz 2010) which can impede technology uptake (access and 

usage) for a range of reasons (Halford and Savage 2010). One example is as noted earlier, 

socioeconomic deprivation in areas such as income and education. This restricts the ability to 

obtain and capitalize digital products (Mervyn et al. 2014).  

These structures of disadvantage have led some sociologists to aver that a global digital 

divide exists (Clayton and Macdonald 2015). It manifests as the gap between those who lack 

digital capital and are therefore, vulnerable to digital exclusion and inequality on one hand, 

and those who have the digital capital harness the benefits of digital technologies. As noted 

earlier, racialised people in the UK are under-represented in the population of those 

empowered to execute these dimensions. They are therefore on the wrong side of the digital 

divide (House of Commons Science and Technology Committee 2016). As such, they are 

structurally excluded from the creational processes of digital prediction technologies. 

Meanwhile, in the context of creating digital prediction technologies the racial implications 

of the unequal distribution of digital capital, are obscured by the aforementioned race neutral 

frame and standardisation logics but explored later in this paper.  
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Structures of racial disadvantage: Constitutional dynamics  

Added to the infrastructural dynamics creating a power imbalance that disadvantages 

racialised people, this group is also disadvantaged by juridical structures that erode 

constitutional safeguards. Theorising digital prediction technologies by analysing their 

constitutional dynamics, reveals additional evidence of the inequitable structural conditions 

in which they are created. It also reveals the exercise of racial power traversing the creational 

processes. Here again, we witness a refutation of liberal race neutrality claims, and a 

reaffirmation that racism is encoded into legal systems, making liberal due process principles 

abstract notions for racialised populations (Mills 2017). The pressing constitutional deficits 

addressed here pertain to policies limiting the ability of racialised people to challenge 

potentially biased predictions in court (Hamilton 2015). In doing so, these policies confer 

constitutional advantage; they empower the predominantly white creators to design 

technologies that may be racially biased but incontestable in court. Therefore, they free the 

creators from the straitjacket of constitutional restrictions and they represent yet another 

example of the latent structural conditions of white privilege. Of particular relevance in 

jurisdictions where the technologies are applied such as the UK and the US, are the laws and 

policies limiting access to justice, due process rights and procedural transparency. Access to 

justice involves empowering citizens to mobilise resources and institutions responsible for 

impartial conflict or dispute resolution. Studies do however, show that racialised people, and 

other socioeconomically margined groups are already disadvantaged in this respect.  For 

example, cuts to legal aid in the UK have restricted their access to resources required for 

participating effectively in the judicial process (Amnesty International 2016). Meanwhile, a 

key dimension of access to justice is the due process principle and one of its key 

manifestations is procedural transparency in court. Procedural transparency in this context 

refers to the notion that defendants should be able to challenge accusations laid against them 

in court. But cases emerging from the US where procedural due process is clearly spelt out in 
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the fifth amendment to the constitution3 suggest that proprietary laws insulate the algorithmic 

components of prediction technologies from rebuttal (example, Harvard Law Review 2017). 

In the UK, there have been calls to grant data subjects and others affected by algorithmic 

decision making, the right scrutinise and challenge algorithmic decision-making technologies 

(Hall and Pesenti 2019; House of Commons Science and Technology Committee 2018). 

Constructions of risk and fairness: Manifestations of digitised epistemic domination  

With limited regulatory checks to ensure transparency and accountability, the processes of 

creating data-driven digital prediction technologies remain less transparent than they should 

be. Their opacity is compounded by the limited explanability of variants of the technologies 

relying on complex algorithmic computations (Starr 2014). This makes detection of 

algorithmic bias difficult and undermines accountability. Meanwhile, the creators are not 

required to explain the normative values informing the creation of these technologies.   This 

vests epistemic power in them. It enables their epistemic dominance since as mentioned 

earlier, it empowers them to dominate knowledge production by determining what constitutes 

risk and who should be considered risky. It also empowers them to dominate definitions of 

fairness in criminal justice contexts. Here, I use the term ‘technocratic fairness’ to 

encapsulate the definitions of fairness typically evoked to justify claims that prediction 

technologies are non-discriminatory or not racially biased. The definitions equate the fairness 

of digital prediction technologies with their accuracy as predictive tools, and their accuracy 

for different groups. Therefore, it has been implied that risk predictions can be deemed 

technically fair or non-discriminatory, as long as they achieve ‘predictive parity,’ ‘accuracy 

equity,’ and requisite ‘calibration’ (Dressler and Farid 2018). ‘Predictive parity’ is achieved 

when for example, the probability of recidivism is similar for all those allocated high-risk 

scores. ‘Accuracy equity’ is another dimension of technical fairness and it refers to the ability 

of the technologies to differentiate between those who recidivate and those who do not. 

Finally, ‘calibration’ is accomplished when the likelihood of recidivism associated with a 
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particular risk score remains constant for all risk subjects (see Dieterich et al. 2016; Dressler 

and Farid 2018).  

Some rightly question the possibility of ever arriving at a risk score that is constant (equally 

accurate or equally inaccurate) for all in the sense that all risk subjects receive the same risk 

score and are exposed to the same algorithmic error rates (example, Angwin and Larson 

2016; Hao and Stray 2019). This is because there is always a margin of error for several 

reasons. For example, the technologies are unable to mitigate the negative impact of all the 

variables that can influence the accuracy of a risk score. An example is the aforementioned 

construction datasets on which the technologies rely for predictions. Since the datasets 

comprise mainly the decision-making records of criminal justice officials such as arrest 

decisions, they can be imbued with racial bias.  Relying on them to predict risk can expose 

racialised groups to higher risk scores than warranted, in the process reproducing systemic 

biases. Therefore, some scholars emphasise the moral unfairness of risk technologies and 

point to the disparate impact or outcomes that can accrue when decisions based on the 

technologies expose racialised groups to more severe penal intervention than other groups 

(example, Harcourt 2015). Added to the influence of biased datasets such as police arrest 

records, another example is the reliance on risk predictors that ignore the structural 

inequalities that can disproportionately affect racialised people. Hannah-Moffat (2016: 35) 

recognises this and notes that ‘the omission of socio-structural risks in most dialogues of 

dynamic risk can exaggerate the predictive power of assessments’. The racialising effects of 

astructural risk predictors are analysed in more detail later. For now, it is worth noting that as 

the foregoing demonstrates, fairness (in the form of non-discriminatory or unbiased decision 

making) is a contested concept. However, within the current structural conditions in which 

risk technologies are produced, the creators with digital capital preside over definitions of 

fairness. They dominate decisions about how to reduce error rates and attenuate biases that 

undermine technocratic fairness (predictive accuracy). They are as such, empowered to 
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determine what the rest of society should accept as fair and just error rates of fair and 

unbiased risk scores. Clear regulations setting out the acceptable definitions, standards, and 

measures of justice and fairness are lacking but sorely needed.   

Meanwhile, the absence of regulations represents a structural dynamic that confers on the 

creators the power to define fairness and justice for the rest of society. Yet, this structural 

dynamic and the racial implications, are obscured by race neutral and standardisation logics. 

It is also worth noting that technocratic fairness relies on the presumption that digital 

prediction technologies are race neutral. Thus, it reflects the race neutral obfuscation of 

inequitable structural conditions. Penological perspectives and studies ignoring these 

conditions or minimising their impact may do so unintentionally or because their focus is on 

the tools’ technical efficiency. But the perspectives nevertheless exemplify ‘the penology of 

racial innocence’ (Murakawa and Beckett 2010: 696). This is a penological approach that 

ignores the race-laden structural dynamics of criminal justice processes. In doing so, they 

legitimise the processes. The focus on the predictive accuracy of prediction technologies 

without proper structural analysis exemplifies this. It ignores the moral imperative of 

analysing and challenging structural inequities (Hannah-Moffat 2016, Hirschman and Bosk 

2019).  

Indeed, following the findings of studies and journalistic investigations highlighting the 

potential for risk technologies to generate biased predictions for racialised groups (example, 

Angwin and Larson 2016), academic researchers and civil rights, digital justice, and other 

community-based organisations have critiqued and challenged the use of such technologies 

(see, Amnesty International 2018; Hannah-Moffat 2018; Law Society 2019, Hao and Stray 

2019). But despite the growing influence of these forms of resistance, the current structural 

conditions in which risk technologies are produced still permit the exercise of discretionary 

powers with which the creators preside over key creational dynamics that can produce 

racialising effects. Therefore, analysing the structural dynamics of prediction technologies 
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(infrastructural and constitutional structures), draws much-needed attention to the importance 

of looking beyond mystifying allusions to race neutrality. The next section provides an 

analysis of the racialising effects of the creational dynamics enabled by racially inequitable 

structures.  

 

The racialising effects of standardised prediction technologies 

So far, we have seen that looking beneath the mask of the liberal race neutral frame reveals 

the structural dynamics granting the creators of standardised prediction technologies 

discretionary powers to preside over key creational dynamics. To illuminate the racialising 

effects of such powers, this section draws on themes distilled from the sociology of 

standardisation (Hirschman and Bosk 2019). The themes reject the logics of standardisation 

and as noted earlier, they are mythical and reflective of what I conceptualise as the bias 

elimination fallacy and the scientific neutrality fallacy. These analytical frames are useful for 

demonstrating that the structural conditions in which standardised tools are created can 

influence the tools’ outcomes and foment the digital racialisation of risk. This outcome 

further contradicts the liberal race neutral frame.  

In its analysis of the racialising effects of standardised digital prediction technologies, the 

paper builds on Eaglin’s (2017) study of the construction of risk assessment tools. It also uses 

the example of the standardised prediction technologies informed largely by the risk-need-

responsivity model of penal supervision4 and commonly-used in cases of general offending 

by probation services in Western jurisdictions including the UK and the US. Using this 

example, it advances understandings of how standardised digital prediction technologies, 

expected to conform with race equality laws and reflect dominant liberal values of race 

neutrality, produce perhaps unintended consequences. This is because although their 

creational dynamics appear race neutral and compliant with race equality laws prohibiting the 

inclusion race in decision making, race can permeate decision making during the creational 
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process. Therefore, careful analysis of the creational dynamics and their intersections with 

structural dynamics is needed. Here, I conceptualise the creational dynamics as the data 

selector problem, the risk predictor problem, and the recidivism descriptor problem. I show 

how each of these problems produces racialising effects. The confluence of these effects 

contributes to the digital racialisation of risk. 

 

The racialising effects of the data selector problem  

A problem that becomes visible when we use insights from the sociological scholarship on 

standardisation to examine standardised prediction technologies and trouble standardisation 

logics, is the issue of data provenance. Structures conferring racial power and the ability to 

make discretionary decisions, enable state and non-state creators of standardised prediction 

technologies to choose creational datasets. It is from the datasets that predictor and 

recidivism variables on which prediction technologies rely for their predictions, are chosen 

by the creators.  However, as already noted, the datasets tend to be potentially biased 

administrative data generated by criminal justice officials from criminalised populations 

(Eaglin 2017; Hao 2019). In using their discretion to select such data, the creators do not 

violate the letter of race equality laws that proscribe the inclusion of race in institutional 

decision making. Furthermore, they appear to uphold the liberal ideology of race neutrality. 

But the logics of standardisation evident in the presumption that standardisation ensures 

scientific neutrality, obscure the reality that the structures conferring such powers on the 

creators, enable them to ignore the racialising effects of their data choices. Hence, the 

scientific neutrality fallacy is evident here; policies granting discretionary powers and 

enabling unregulated and subjective decision-making, call into question the scientific 

neutrality of standardised tools. Meanwhile, the racialising effects of viewing administrative 

data as race neutral, and then using them to create digital prediction technologies, though 

typically ignored at the levels of policy making and criminological research, deserve 
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attention. This is because studies and official statistics pointing to the adverse experiences of 

racialised people in the justice system suggest that racially biased decision making would 

permeate the datasets (see Ministry of Justice 2017 for a UK example). A racialising effect of 

this is that if Machine Learning varieties of risk prediction technologies are trained on the 

datasets, they could for example, learn to identify indices of criminal justice processing such 

as arrests or having ‘been stopped by the police’ (Kehl et al. 2017) as predictors of 

recidivism. This could disadvantage racialised people, particularly black people, given their 

disproportionate vulnerability to unwarranted police intervention (Phillips and Bowling 

2017). This is because, Machine Learning algorithms trained on biased arrest data are unable 

to mitigate the impact of systemic bias. They could therefore conflate biased criminalisation 

(unwarranted involvement in the system) with risk of criminality (involvement in crime), 

exposing affected populations to high risk scores. Thus, discretionary decisions made about 

data choices can override safeguards enshrined in race equality laws and generate racialising 

effects, denoting the bias elimination fallacy. The racialising effects refute the myth that the 

mere existence of these laws eliminates bias. This is one of the ‘hidden distortions’ to which 

Harcourt (2007: 21) alludes in his criticism of standardised prediction technologies. It also 

calls into question the liberal presumption that technologies are race neutral and reflective of 

a shift towards post racialism. The cumulative effect is that the technologies, though 

ostensibly standardised, neutral, and compliant with race equality laws, would trigger the 

digital racialisation of risk. This would compound the tendency to associate racialised groups 

with risk, dangerousness, and crime, rebutting the neutrality of the technologies.  

 

The racialising effects of the risk predictor problem  

The risk predictor problem is another creational dynamic that becomes visible when we 

trouble standardisation logics and examine the less visible processes influencing risk 

prediction. As already noted, the logics of standardisation obscure the influence of 
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empowering structural conditions. These conditions can enable the creators to imbue the 

creational process, such as the process of selecting risk predictors, with personal values and 

ideologies that appear race neutral and compliant with race equality laws. They can however, 

produce racialising effects because of their potential for integrating race into decision 

making. Meanwhile, the role of subjectivities in the creational process and their potential 

racialising effects further corroborate the scientific neutrality fallacy. It calls into question the 

claim that standardisation equates to neutrality.  Therefore, looking beyond the logics of 

standardisation to examine the theoretical bases of the commonly-used risk predictors can 

help us understand their potential for producing racialising effects and contributing to the 

digital racialisation of risk, despite their apparent race neutrality.  

The commonly used predictors are superficially race neutral and they include: criminal 

history, family/marital problems, and deficiencies in education and employment (see for 

example, Desmarais et al. 2016; Hamilton 2015). A theory underpinning these predictors is 

the General Personality and Cognitive Social Learning (GPCSL) perspective (Bonta and 

Andrews 2017: 85). The perspective’s reference to environmental criminogenic factors, 

exemplified by the predictors ‘family/marital problems’ and ‘education/employment 

problems’, reflects the influence of socialisation, social learning, and social control/bond 

theories. These theories trace the origins of crime to the diminished or diminishing influence 

of traditional social institutions in Western societies. In this respect, the key institutions 

include the ‘conventional’ two-parent family, and mainstream employment and educational 

institutions. Insufficient engagement with institutions of socialisation and control such as 

these, impedes adequate socialisation in childhood and prosocial behaviour in adulthood, 

according to social control theories (Hirschi 1969), social disorganisation theories (Burgess 

1925), differential association theory (Sutherland 1939), social learning theories (Bandura 

1977), and allied theories.  
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Although these theories contribute to the wealth of existing knowledge about crime and its 

aetiology, a racialising effect of relying on risk predictors derived from the theories is that 

they can operate as proxies for race and social marginality. This is because the predictors are 

based on socialisation and other theories that tend to ignore the structural inequalities that 

disproportionately affect racialised people and other socially marginalised groups (Hannah-

Moffat 2016; van Eijk, 2016). For instance, official reports in the UK show that racialised 

groups, particularly black people are more likely than other groups to suffer expulsion from 

school (Department of Education 2016) and exclusion from stable employment (Office for 

National Statistics 2011). Whilst it could be argued that these issues can sometimes correlate 

with reoffending, the race neutral frame evoked to analyse them, means that structural level 

causes such as racially discriminatory education and employment policies are overlooked. 

Attention consequently shifts from addressing structural deficiencies to responsibilising the 

risk subject and requiring them to address the structural deficits through making alternative 

choices and other personal changes (Hannah-Moffat 2015).  

It is also worth noting that the aforementioned predictors very much reflect the racialised 

correlates of crime emphasised by Murray (1990) and others whose neo-conservative 

ideological position inform their portrayal of crime as the product of ethnocultural 

deficiencies or unconventionalities which they ascribe primarily to racialised individuals and 

communities. Examples include a poor work ethic, welfare dependency/financial difficulties, 

and criminogenic family members (Murray 1990). Indeed, ‘having a criminal family’ is a 

dimension of the predictor ‘family/marital problems’. But relying on the predictor ‘having a 

criminal family’ can produce a racialising effect. It can render racialised people vulnerable to 

high risk scores, because their over-representation in official crime statistics, which again 

could stem from systemic bias, means that many are likely to have criminalised family 

members. Meanwhile, the racialising effect of relying on this predictor helps confirm the bias 

elimination fallacy. It also highlights the myth of race neutrality. In England and Wales, the 



 22 

House of Commons Science and Technology Committee (2018) has noted the racial 

implications of similar predictors including, ‘parents’ incarceration history’. Commenting on 

their capacity to bias predictions, the Committee (2018: 21) alludes to: ‘the unfairness of the 

inference that “a defendant deserves a harsher sentence because his father went to prison”. 

Nevertheless, some neo-conservatives believe that these risk predictors stem from 

ethnocultural deficiencies that intersect with heritable biological deficiencies to cause crime 

(example, Wilson and Hernstein 1985). It has been argued from a sociological perspective 

that this presumption amounts to cultural racism, which is yet another obfuscating liberal 

frame (Bonilla-Silva 2015). It finds expression in ‘the search for cultural explanations for 

racial inequality’ without regard for constraining structures of racial discrimination (Manning 

et al 2015: 536). The reality that structural deficiencies such as blocked access to resources 

(not cultural and biological deficiencies) can constrain the agency of affected populations and 

explain their adverse circumstances, is underplayed or ignored (Hannah-Moffat 2015).  

 

The racialising effects of the recidivism descriptor problem 

Standardisation logics also obscure the structural conditions empowering the creators of 

prediction technologies to construct recidivism norms and select the variables that would 

represent their construct. The creators’ choices in this context, though intended to be race 

neutral, are nevertheless informed by preferences and choices that can bias predictions. The 

reliance on subjectivities in this phase of the creational process, again reinforces the scientific 

neutrality fallacy. Further, the structures enabling such creational processes can render race 

equality laws meaningless. What is particularly concerning here is that the chosen outcome 

variable (indicator or measure of recidivism) can have the effect of racialising risk by 

operating as a proxy for race. Here again, we see evidence of the bias elimination fallacy or 

the erroneous belief that standardisation eradicates biased outcomes. For instance, frequently 

used outcome variables include number of arrests and incidents of institutional misconduct 
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(Desmarais and Singh 2013). Equating these with recidivism is misleading since they could 

in reality be indicators of racially biased interactions with criminal justice officials. In the UK 

for example, black and Asian men are vulnerable to more frequent arrests than others 

(Ministry of Justice 2017), and it is thus distortive to equate arrest with criminality. There is 

also evidence that racially discriminatory institutional practices can explain the exposure of 

racialised people to more frequent penalisation for institutional misconduct in penal contexts 

compared with other groups (Howard League 2017).  

In sum, using themes from the sociology of standardisation to theorise the creational 

processes of risk tools directs attention to empowering structural conditions which enable the 

creators to perhaps unintentionally infuse the processes with racial ideologies and choices. 

The logics of standardisation mask the empowering structures and the creational processes 

enabled by these structures.  Thus, the structures render racial intentions and racial causation 

in these contexts less visible and more difficult to challenge (see, Murakawa and Beckett 

2010). This is particularly the case given the dominance of mystifying liberal frames such as 

race neutrality and post racialism. These frames mask the enduring impact of racial 

discrimination. Consequently, only the most overt forms of racial discrimination now seem 

worthy of attention and capable of falling within the province of race equality laws.  

 

Conclusion 

This paper has sought to demonstrate how the creational dynamics of risk prediction 

technologies and their underpinning structural dynamics can provoke the digital racialisation 

of risk. This outcome manifests as the amplification of recidivism risks associated with 

racialised people which in turn, exacerbates their vulnerability to unwarranted criminal 

justice intervention. It also has the potential to reproduce racial ideologies that portray 

racialised groups as dangerous and risky. Using insights from two sociological traditions, the 

paper has looked beyond the visage of the race neutral frame, to unravel infrastructural and 
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constitutional structures of disadvantage creating the power imbalance underlining the digital 

racialisation of risk. The paper has also looked beyond standardisation logics to uncover the 

less visible elements of commonly-used prediction technologies, particularly the creational 

choices made during of data selection, predictor selection and recidivism construction. In 

doing so, it has demonstrated how structural dynamics intersect with these creational 

processes to yield racialising effects. It could be argued that biased risk predictors are not 

solely racial, they can be gendered and classed. However, the potential for race neutral 

predictors to operate as colour-coded indicators and reproduce racial biases, calls into 

question the value of neutrality ascribed to the technologies, and deserve attention.  

This is not to imply that the creators of digital prediction technologies knowingly design 

racially discriminatory tools. Far from it. Indeed, there is nothing to show that the creators are 

not committed to the altruistic aim of complying with anti-discrimination laws and avoiding 

racially biased outcomes. The aim here has not been to advance individualised perspectives 

on racism which as noted earlier, are reductionist perspectives which minimise the problem.  

Instead, the focus has been on unravelling the adverse structural conditions enabling the 

creation of such tools, alongside the liberal ideology and standardisation logics obscuring 

these structural conditions, legitimising the technologies, and consequently fomenting the 

digital racialisation of risk. This outcome reminds us that although racial inequality and 

discrimination may be portrayed by liberals or progressives, as relics of a bygone era which 

have no place in a ‘post racial’ world, they still permeate key areas of social life, including 

the dispensation of justice.  To conclude, this paper contends that given their potential for 

reproducing racial biases, the predictions of standardised digital prediction technologies 

should not inform selective incapacitation or other interventions that deprive people of their 

freedom.  

 

Notes 
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1. In this paper, the terms ‘racialised populations’ and ‘racialised groups’ refer to people 

of non-white descent who have historically experienced one form of discrimination or 

the other because of the race ascribed to them. They are not a homogenous group and 

their experiences of racial discrimination have not always been similar. But a unifying 

feature they all share is the experience of racial discrimination. 

2. For an insightful analysis of the paucity of British sociological and criminological 

scholarship on racial issues, please see Phillips et al. (This Special Issue), 

3. The Fifth Amendment states that: ‘No person shall . . . be deprived of life, liberty, or 

property, without due process of law’, although interpretations by the courts have 

meant that public interest considerations have in some cases overridden individual 

rights under this Amendment.    

4. This model is based on identifying and responding to criminogenic needs or risk 

factors that increase the risk of reoffending. Readers interested in finding out more 

about the model can refer to Bonta and Andrews (2017). 
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